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ABSTRACT The distributed scheduling mode possesses numerous advantages over the centralized schedul-
ing mode in scenarios where the topology changes rapidly, such as low operation and maintenance costs,
high robustness and improved delay performance, and thus has broad application prospects in robot
swarms, device-to-device networks, industrial sensor networks, etc. The distributed election mechanism
can effectively reduce collisions and improve the success probability of random access, which is one of
the most commonly used channel access methods in distributed networks. The size of election interval
directly affects the probability of successful election and the network performance. Specifically, with the
expansion of the network scale, smaller election intervals will lead to more election nodes and reduce
the probability of successful elections. Although expanding the election interval can reduce collisions to a
certain extent, the number of legal election nodes will increase, which reduces the probability of successful
elections. Therefore, the choice of the election interval needs to be explored in detail. This paper analyzes
the relationship between the election interval and the number of effective election nodes, and establishes the
analytical model of the election success probability, scheduling delay and effective throughput. In addition,
the election interval size and the number of control slots are optimized to improve effective throughput and
delay performance. Finally, the impact of the election interval on the network performance is verified by
simulation, which provides guidance for parameter selection in realistic scenarios.

INDEX TERMS Distributed wireless ad hoc networks, election interval, optimal number of control slots.

I. INTRODUCTION
A. MOTIVATION
With the development of artificial intelligence in recent years,
robot swarms have become a research hotspot in the field of
artificial intelligence. The communication between multiple
robots lays the foundation for the reliable and effective oper-
ation of robot swarms [1]. The distributed ad hoc network
is a peer-to-peer network, in which the failure of individual
nodes will not affect the operation of the entire network.
Compared with centralized networks, distributed networks
only need local information exchange, which can effectively
reduce maintenance cost and improve network scalability,
and thus has broad application prospects in robot swarms,
5G networks, device-to-device networks, industrial sensor
networks, etc. With the development of intelligent intercon-
nection technology, distributed ad hoc networks provide new
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ideas for the communication of robot swarms. Therefore,
the research and development of distributed networkingmode
is imperative [2].

B. RELATED WORK
The distributed election mechanism is one of the most
commonly used channel access methods of distributed net-
works, which can effectively reduce collisions compared
with carrier sense multiple access with collision avoidance
(CSMA/CA) [3]. The size of the election interval directly
affects the probability of successful election, which is defined
as the probability that a node successfully obtains the right
to transmit in a given time slot when competing with other
nodes. When the election interval is small, the probability of
election success decreases as the node density increases. The
extension of the election interval can increase the probability
of successful election, but it will also increase the number of
election nodes, which is not conducive to the improvement
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of network performance. However, the election interval is not
clearly specified in the agreement [4] and is usually assumed
infinite for the sake of convenience [5], [6]. Therefore, it is
imperative to explore the impact of the election interval in
detail.

[7]–[9] establish the delay and throughput models for
distributed wireless networks to assess the impact of network
parameters under the assumption that the election interval
for the distributed election mechanism is infinite. Therefore,
the impact of the election interval is not considered. [10] pro-
poses a method of dynamically adjusting the backoff index
XmtHoldoffExp during the election process, that is, different
nodes are assigned different back-off indices according to
the activity level of the nodes, so that the active nodes can
have a higher chance of obtaining transmission opportunities.
It improves the throughput of the network to a certain extent.
However, it does not consider the overall delay performance
deterioration caused by the long-term inability of some nodes
to occupy the channel. [11] proposes amethod of dynamically
adjusting the back-off index according to service priority,
which can reduce the contention time of some nodes in the
network and improve the network throughput to a certain
extent. However, it does not consider the effect of the inter-
val size on the number of nodes which participates in the
election process and the optimization of the delay perfor-
mance. [12], [13] establish the scheduling delay model of
distributed wireless ad hoc networks based on the election
mechanism. It is shown that the size of the back-off index
can affect the number of time slots waiting between two
transmissions, which affects the performance of the network.
However, it does not study the impact of the specific interval
size, and did not conduct further research on performance
optimization. [14] proposes a dynamic adjustment scheme
of back-off duration to make the network suitable for differ-
ent network densities and improve the network performance
when the network node density changes dynamically. How-
ever, it mainly focuses on the impact of the back-off index on
network performance and ignores the impact of the election
interval and the proportion of control time slots on network
performance. [15] proposes a resource scheduling algorithm
for allocating channels based on the data length of the MAC
layer, which eliminates network conflicts to a certain extent
and improves the scheduling delay of the network, but it
has not considered the impact of the election interval during
the network access process. [16] uses a three-dimensional
Markov chain model to analyze the saturated throughput of
each data stream in the network, but it ignores the influence
of the election interval on the throughput during the message
interaction process.

C. CONTRIBUTION
Regarding the aforementioned problems, we analyze the rela-
tionship between the election interval and the number of
effective election nodes for distributed wireless multi-hop
networks and establish the delay and throughput model con-
sidering election interval, node density, and traffic volume.

FIGURE 1. An example of the distributed ad hoc network model.

In addition, we optimize the election interval size and the
ratio of the number of control slots and the number of data
slots, denoted as C/D, to improve the effective throughput
and delay performance. Finally, we verify the impact of
the election interval on network performance by simulation,
which provides guidance for the selection of parameters in
realistic scenarios.

The structure of this paper is organized as follows.
Section II reviews the system model. Section III derives
the analytical model of the distributed election mechanism.
Section IV demonstrates the numerical results while section
V concludes the paper.

II. SYSTEM MODEL
A. NETWORK MODEL
An example of the network model is given in Fig. 1. We
assume that nodes are uniformly distributed and the node den-
sity is ρ. Each node maintain its h-hops neighbors based on
the exchange of the distributed scheduling message (DSCH).
Therefore, the total number of neighbors for each node is
N = π (hr)2ρ, where r denotes the communication radius
of one hop.

B. FRAME STRUCTURE
The frame structure of the media access control (MAC) layer
is given in Fig. 2. In the MAC layer, time is divided into
frames. Each frame has time duration TF and is divided into
nF equal-length time slots, in which C slots are used for
control message transmission and are referred to as control
slots, while D slots are used for data transmission and are
referred to as data slots. We have nF = C + D. The control
slots form the control subframe whereas the data slots form
the data subframe.

C. DISTRIBUTED ELECTION MECHANISM
The distributed election mechanism is one of the most com-
monly used channel access methods of distributed ad hoc
networks. We provide the discussion on the DSCH message,
which is used for scheduling message transmission, as an
example to illustrate the distributed election mechanism [17].
After each successful transmission, a node will randomly
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FIGURE 2. Frame Structure of the MAC layer.

FIGURE 3. Election mechanism process.

back-off and wait for the next transmission time. This node
elects the next transmission slot when a DSCH message is
sent. All legally competitive nodes use a pseudo-random
algorithm to elect the first idle time slot after random back-
off. If the election is successful, the next transmission time
is determined. If the node fails the election process in this
time slot, the node increases the idle time slot by one and
continues to elect until it succeeds. The process of the election
mechanism is illustrated in Fig. 3.

FIGURE 4. Description of the legal competition node.

The rules for determining legitimate competing nodes
affect the number of nodes which participate in the elec-
tion process. Each node performs neighbor maintenance and
resource scheduling by receiving the DSCH message from
its neighbors. The DSCH message carries two parameters
NextXmtMx(NXM ) and XmtHoldoffExponet(Exp) to calcu-
late the next sending time of the neighbor (NXT ) and to
predict the earliest next transmission time (ESXT ).
The range of the next transmission time NXT follows

2Exp × NXM < NXT ≤ 2Exp × (NXM + 1) (1)

The range of the earliest next transmission time ESXT is
expressed as

ESXT = NXT + H (2)

in which H = 2Exp+Basic, Basic = 4.
The legal competition nodes mainly include:
• The nodes whose NXT contain the election time slot,
which are depicted as node type 1 in Fig. 4.

• The nodes whose ESXT contain the election time slot,
which are depicted as node type 2 in Fig. 4.

• The nodes whose election information are unknown,
which are depicted as node type 3 in Fig. 4.

III. ANALYTICAL MODEL OF DISTRIBUTED ELECTION
MECHANISM
This section analyzes the election interval and its impact on
the election success probability. The analytical models of
the delay and effective throughput of the distributed election
mechanism are also derived. The optimal election interval
is obtained by minimizing the delay while the optimal C/D
ratio is obtained by maximizing the effective throughput.

A. ELECTION SUCCESS PROBABILITY
The size of the election interval affects the access suc-
cess probability of the scheduling message, which affects
the MAC layer scheduling delay and effective throughput.
Networks with different node densities also have different
requirements for the size of the election interval. To ensure the
validity and reliability of the network, we analyze the value of
the election interval under different network node densities.

At present, theoretical studies usually regard the election
interval as infinite for the convenience of analysis and cal-
culation, which is questionable for practical scenarios. The
IEEE 802.16 protocol limits the range of the next transmis-
sion time, i.e., sets the maximum election interval. Here we
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FIGURE 5. Diagram of the limited election process.

further explore the election process and derive an analytical
model of the election interval. Fig. 5 shows the election
process with limited election boundaries. The node starts the
election in the first time slot when the back-off process is
completed. If the election is unsuccessful, the current time
slot is incremented by one and the election process continues.

We define the size of the election interval as V = 2Exp,
which is specified in the number of slots. Therefore, the key
to determining the size of the election interval is the selection
of back-off index Exp, which should be adjusted according to
the network density. In order to ensure the fairness between
nodes, the same back-off index should be assumed for each
node, and the value of the back-off index should ensure that
all valid competing nodes in the election interval have the
same probability to conduct the election process.

Let Q denote the election length, which represents the
number of time slots needed for one node from the end of the
back-off process to the next successful competition, and we
have 0 ≤ Q ≤ V in consideration of the limited election inter-
val. Without loss of generality, we conduct the analysis for a
given node. It starts competing immediately after the back-off
is completed. Under steady-state conditions, we assume the
node has the same probability of election success in each slot.
Therefore, the probability mass function of Q is expressed as

P(Q = q) = (1− p)q−1p, q ∈ (0,V ] (3)

where p denotes the election success probability in each slot.
The expectations of the election interval Q is thus given as

E(Q) =
V∑
q=1

qP(Q = q) =
1
p
− (

1
p
− V )(1− p)V (4)

Therefore, the election cycle of the node is expressed as

µ = H + E(Q) = H +
1
p
− (

1
p
− V )(1− p)V (5)

where H denotes the length of the back-off process specified
in the number of slots, and V = 2Exp.

The probability of election success p in each slot is deter-
mined by the number of nodes participating in the election in
each slot, which is denoted as Ncp in the following analysis.
We have Ncp = Npcp, in which N denotes the number of
neighbors for each node while pcp denotes the probability
that a node becomes an election node in a given time slot.
pcp is affected by the election cycle µ and the probability of
election success in each slot p. According to [12], given that

FIGURE 6. Illustration of the scheduling process.

the election interval is q, the probability that a node becomes
an election node in a given time slot is expressed as

pcp(q) =
V
µ
+
1−(1− p)q

µp
−
q
µ
(1− p)V , 0≤q≤V (6)

where µ is given in (5).
The node starts competing immediately after the back-off.

For any control slot, as long as the parameters Exp of all the
competing nodes are equal, the probability that these nodes
succeed in competing for this slot is equal. Therefore,

p =
1

E(Npcp)
(7)

Based on (7), the probability that a node succeeds in the
election process in a given time slot is p obtained as

p =
−1−

√
3i

2

3

√√√√
−d +

√
d2 + (

3ac− b2

9a2
)3

+
−1+

√
3i

2

3

√√√√
−d −

√
d2 + (

3ac− b2

9a2
)3−

b
3a

(8)

in which N denotes the total number of nodes in the network,
a = V −VN−H , b = 2VN−2V +3H−1, c = N−2H+2,
d = −a−1 − 1

6a
−2bc+ 1

27a
−3b3.

B. SCHEDULING DELAY
The scheduling process works as follows: the MAC layer
of the sending node randomly receives the data packet sent
by the upper layer (or the MAC layer receives the resource
request sent by the upper layer); the sending node performs
the reservation negotiation with the receiving node using the
DSCH control message; the sending node sends the confirma-
tion message to the receiving node. The scheduling process
is shown in Fig. 6.
The scheduling delay of the MAC layer includes three

parts: request delay, authorization delay, and acknowledg-
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ment delay. It can be expressed as

TD = T12 + T23 + T34 (9)

in which T12 denotes the time interval from the reception of
data packet from the upper layer to the successful transmis-
sion of the request message, T23 denotes the time interval
from the reception of the request message to the successful
transmission of the authorization message, and T34 denotes
the time interval from the reception of the authorization mes-
sage to the successful transmission of the acknowledgment
message.

First we give a detailed analysis of T12. For 1 ≤ T12 ≤ H ,
the probability of T12 = i is expressed as

p1→H ,i = p
1

H + 1
+ p(1− p)

1
H + 2

+ p(1− p)2
1

H + 3

+ · · · + p(1− p)V−1
1

H + V
(10)

For H + 1 ≤ T12 ≤ H + V , the probability of T12 = i is
expressed as

pH+1→H+V ,i = p(1− p)i−1
1

H + i
+ p(1− p)i

1
H + i+ 1

+ · · · + p(1− p)V−1
1

H + V
(11)

T12 is thus obtained as

T12 =
H∑
i=1

ip1→H ,i +

H+V∑
i=H+1

ipH+1→H+V ,i

=
H (H + 1)p
2(1− p)H

∫ 1−p

0

xH−1−xH+V−1

1− x
dx+

1−p
p

(12)

The authorization process and the acknowledgment pro-
cess are the same as the request process, which are also
determined by the random arrival of the message and the
election access process. We assume that the request delay,
authorization delay, and acknowledgement delay are equal.
Therefore,

T12 = T23 = T34 (13)

The MAC layer scheduling delay TD is thus obtained as

TD=
3H (H+1)p
2(1−p)H

∫ 1−p

0

xH−1−xH+V−1

1− x
dx+

3(1−p)
p

(14)

Tominimize the scheduling delay given in (14), the optimal
value of the back-off index is obtained as

Expoptimal = dlog2(π (hr)2ρ)e (15)

C. EFFECTIVE THROUGHPUT
As pointed out in [15], effective throughput reflects the ability
of each node in the network to send its own service, and is one
of the most important indicators of the network performance.
Herewe assume that allN nodes have service data to transmit.

Under the infinite election interval assumption, all nodes
will eventually succeed in the competition for resources.
Therefore, all nodes are considered when calculating the

throughput. From [17], the effective throughput of the MAC
layer is given as

Rinf =
2DW (N − 1)

nF (2(N−1)+(2+πr2ρ)(M−1)k+Mπr2ρ)
(16)

where M denotes the number of network data streams,
W denotes the data slot bandwidth, and k = (ln(N )−ln(πr2ρ))

ln(πr2ρ)
.

In comparison, under the limited election interval scenar-
ios, some nodes may fail the election process in a given
election interval, whose impact should be set aside when
calculating the effective throughput. From the analysis in
Sec. III-A, the effective throughput under the limited condi-
tions of the election interval is given as

Rf = (1− (1− p)V )Rinf

=
2(1− (1− p)V )(nF − C)W (N − 1)

nF (2(N−1)+(2+ πr2ρ)(M−1)k+Mπr2ρ)
(17)

From (17), we see that the effective throughput is affected
by the node density, the number of data streams, and the
number of control slots. When the number of data streams is
fixed, the effective throughput first increases then decreases
with the increase of the node density. The reason is that
when the node density is small, all the nodes could suc-
ceed in the election process and transmit data, so that the
effective throughput increases as the node density increases.
In comparison, when the node density reaches a certain value,
the number of nodes that fail the election process increases
due to the limited election interval, which results in a decrease
in effective throughput.

The total number of slots within each frame is fixed. Given
the number of data streams and the length of the election
interval, it is necessary to optimize the C/D ratio to obtain
the highest effective throughput. When C is relatively small,
the number of nodes which have successfully reserved trans-
mission slots is limited by the number of control slots, which
restrains the effective throughput. In comparison, when C is
relatively large, the effective throughput is determined by the
number of data slots, which are fully occupied and may be
insufficient for data transmission. As a result, the optimal
number of the control slots C given the limited election
interval needs to be explored in detail to optimize the perfor-
mance of the network system. Based on the above analysis,
we see that the optimal value of C satisfies two conditions:
the control slots that are used for transmission slot reservation
are fully exploited; the data slots are fully occupied and are
sufficient for the data transmission. We interpret these two
conditions into the follow events [17]:

1) self-service transmission amount + forwarding data
amount = total data volume of the maximum reserva-
tion time slot.

2) own traffic + forwarding data volume + two types of
pseudo collision data = all data slots.

Based on the concurrence of the two events, we have the
following simultaneous equations.
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TABLE 1. Parameter settings.


Rf +

(M − 1)k
N − 1

Rf = [1− (1− p)V ]
CxW
TDnF

πr2ρ
2
×

(M − 1)k +M
N−1

Rf + [1− (1− p)V ]
CxW
TDnF

= [1− (1− p)V ]
DW
nF

(18)

where x denotes the maximum number of time slots that can
be reserved.

We obtain the optimal number of control slots by solving
(18), which is given as

C =
TDnF

TD + x(1+
πr2ρ
2 ×

(M−1)k+M
(N−1)+2(M−1)k )

(19)

It can be seen that the optimal number of control slots
is related to the network density and the number of service
flows. When the number of service flow is small, the number
of optimal control slots increases as the network density
increases. This is because when the number of network ser-
vice flows is constant, each node needs to bear less services
when the number of nodes increases, and the channel occupa-
tion capacity is reduced, so C increases. When the number of
service flow is large, the number of optimal control time slots
increases at first and then decreases as the network density
increases. When the number of nodes is small, the number
of control time slots required increases with the increase of
network density. When the number of nodes reaches a certain
number, the number of forwarding and pseudo collisions that
nodes need to bear increases. The network needs more data
slots to maintain service transmission and C .

IV. NUMERICAL ANALYSIS
In this section, we conduct analysis on the scheduling delay
and the effective throughput. Table 1 shows the values of
parameters.

Fig. 7 depicts the variation of the scheduling delay with
the node density under different backoff index Exp. The
election success probability is set to 0.8. Firstly, the schedul-
ing delay increases as the node density increases for all the
considered values of Exp. When the node density is less than
35 nodes/km2, Exp = 0 leads to the the lowest network
delay. The reason is that when the number of nodes is small,
a small election interval is enough to satisfy the needs of node
election. When the node density falls in [35, 60]nodes/km2,
Exp = 1 leads to the the lowest network delay. As the node

FIGURE 7. The variation of the scheduling delay with network node
density given Exp = 1,2,3.

FIGURE 8. The variation of the scheduling delay with network node
density given d = 150,200,250.

density exceeds 60 nodes/km2, Exp = 2 has the best delay
performance. The reason is that when the number of nodes
increases, the number of nodes participating in the election
increases, and the smaller election interval cannot meet the
election requirements of the node. Therefore, the value of the
backoff index, i.e., the election interval, needs to be carefully
designed based on the network size to achieve the best delay
performance.

Fig. 8 depicts the relationship between scheduling delay
under different effective communication distances. Under the
same network node density, the larger the effective commu-
nication distance, the greater the delay. This is because as
the communication distance increases, the number of neigh-
bors in the neighbor maintenance range increases. There-
fore, the number of competing nodes for the same time slot
increases. The probability that a node will get a certain time
slot will decrease, thereby increasing the delay. For the same
reason, when the communication distance is fixed, as the node
density increases, the scheduling delay also increases.

Fig. 9 depicts the relationship between scheduling delay
and network node density under different maintenance
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FIGURE 9. The variation of the scheduling delay with network node
density given h = 1,2,3.

FIGURE 10. The optimal backoff index for different network node density.

ranges, i.e., hops maintained by neighbors. Under the same
network node density, the larger the maintenance range,
the greater the delay. This is because as the number of net-
workmaintenance hops increases, the number of neighbors in
themaintenance range increases. Therefore, competing nodes
for the same time slot will increase, so that the probability
that a node gets a certain time slot will decrease, thereby
increasing the delay.

Fig. 10 depicts the results of (15), i.e., the optimal value
of Exp to minimize the scheduling delay. Since the elec-
tion interval is V = 2Exp, the backing index Exp is used
to indicate the election interval. When the node density is
ρ ∈ (20node/km2, 30node/km2], the optimal back-off index
is 0, and the election interval is 1. When the node density is
ρ ∈ (30node/km2, 60node/km2], the optimal back-off index
is 1, and the size of the election interval is 2. When the
node density is ρ ∈ (60node/km2, 90node/km2], the optimal
back-off index is 2, and the size of the election interval
is 4. Therefore, the analytical results are consistent with the
simulation results given in Fig. 7.
Fig. 11 depicts the variation of the effective throughput

with the node density under different backoff index Exp. The
node density is set to ρ = 35node/km2, assuming that all

FIGURE 11. Relationship between the number of optimal control slots
and effective throughput.

nodes generate traffic. It is shown that Exp = 1 leads to
the highest effect throughput. On the one hand, when the
election interval is small, the number of nodes participating
in the election is large, resulting in a high probability of
node election failure and a small network throughput. On the
other hand, when the election interval is large, the number
of nodes participating in the election is relatively small, and
the election success probability increases, but the increase
in the election period results in a decrease in the effective
throughput. Therefore, the intermediate value of Exp = 1
achieves the best performance. As the number of control
slots increases, the effective throughput first increases and
then decreases. When the number of control slots is less than
the optimal value, the throughput gradually goes up as the
C increases because more data slots can be utilized. When
the number of control slots exceeds the optimal value, The
throughput starts to decline when C exceeds its optimal value
since control slots occupy too much channel resources.

V. CONCLUSION
In this paper, we analyze the impact of the election interval in
distributed wireless ad hoc networks. The results show that
the value of election interval should be selected given the
network node density to obtain the best delay performance.
Moreover, given the node density, the ratio of the number
of control slots and the number of data slots in each frame
should be carefully designed to achieve the highest effective
throughput. The results provide guidance for parameter set-
tings in realistic scenarios. For future work, we would further
optimize the analytical method of the distributed election
mechanism to apply to more complex network scenarios.
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