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ABSTRACT In order to translate the ethnic classics, based on the research on the Internet of things, machine
learning, and translation technology of ethnic classics, the log-linear model is combined with the national
corpus scale and the grammatical structure characteristics, and the phrase statistical machine translation is
used to establish a discontinuous phrase extraction model. Then, the translation technology is studied from
the three aspects of model definition, training, and decoding. Finally, the algorithm is compared with the
traditional phrase extraction algorithm to verify its effectiveness. The results show that the extraction number
of discontinuous phrase extraction model is significantly higher than that of traditional phrase extraction
model, and the model can extract more phrases, handle larger and more complex text, and score higher in
translation fluency. From the evaluation indexes scores of Bilingual Evaluation Understudy (B.L.E.U.) and
National Institute of Standards and Technology (N.I.S.T.), it can be found that the B.L.E.U. and N.I.S.T.
values of the traditional phrase extraction algorithm are lower than those of the discontinuous phrase
extraction model algorithm. The discontinuous phrase extraction algorithm can not only extract the regular
continuous phrase, but also obtain the discontinuous text, and the translation effect is better. In conclusion,
the combination of Internet of things and machine learning can be used in the translation of ethnic classics
to achieve high-quality translation of discontinuous phrases, which is of guiding significance for the study
of machine translation.

INDEX TERMS Internet of Things, traditional national classic, Corpora, translation, data mining.

I. INTRODUCTION
With the rapid development of communication and Inter-
net technologies, the translation technique of ethnic clas-
sics based on machine learning has become an important
means to understand the culture of a nation. Ethnic clas-
sics are generated under the specific cultural background
of the ethnic groups. They are the reflection of the ethnic
culture. With unique cultural forms and characteristics that
are different from other cultures, ethnic classics reflect the
achievements and contribution of ethnic minorities in a cer-
tain field [1]. The traditional ethnic classics are in various
forms, which have high cultural and research values. The
different culture backgrounds indicate that ethnic-cultural
classics have different cultural sources and are corresponding
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to different cultural values. The translation of ethnic classics
enables people to learn from other ethnic cultures and feel
the broadness and uniqueness of culture [2]. However, with
the overall development of computer technology, the data
volume is getting larger and larger, especially in the field
of Internet of things, and the data information redundancy
results in a decline in user experience. In such a situation,
translation relying only on translators has no longer been
able to meet people’s demands for high efficiency, low cost,
and massive data processing capacity. Therefore, the study of
machine translation (M.T.) is of great significance. Machine
learning (M.L.) is a branch of computer science that enables
computer systems to ‘‘learn’’ with data thereby gradually
improving the performance of specific tasks [3]. The trans-
lation of classics requires the comprehensive utilization of
data information in the ethnic corpus, and the translation can
be more effective using M.L.. When evaluating the quality
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of M.T., it mainly refers to the quantitative evaluation of
the quality of the translated text generated by the given
translation system. Then the problems in M.T. system can
be found and improved accordingly. For the translation of
ethnic classics, the lack of appropriate training data is the
most important factor affecting the development of M.T. of
ethnic classics.

Traditional M.T. is mainly based on contiguous phrase
translation. Although phrases contain certain contextual
information, such incomplete information is far from enough
for the translation of the whole sentence. The translation qual-
ity of the text is low, and the translation effect is determined
by the extraction quality of contiguous phrases. In order to
improve this limitation, M.T. based on machine learning is
proposed to identify and translate non-contiguous phrases
without considering phrase information, which is especially
suitable for the translation of minority classics with a small
corpus [4]. Compared with the translation of Chinese or
English where translation techniques are quite mature, the
translation of ethnic language has unique structures and con-
texts. The non-contiguous phrase extraction uses the search
algorithm on the model to find the translation with the highest
probability. First, a probabilistic computing model based on
corpus and data-driven is constructed, then the parameters of
the mathematical model are obtained using corpus training.
Finally, based on the model and parameters, the target state-
ment with the highest probability is searched for any source
language sentence input [5]. The corpus stores the real text
materials in the actual use of language and carries the basic
resources of language knowledge. The corpus is constantly
supplemented dynamically and needs to be processed before
it becomes a resource in the corpus with computer as the car-
rier. As an important carrier for inheriting and disseminating
ethnic cultures, ethnic cultural classics is also the record of
the historical and cultural achievements of ethnic minorities,
which contain the experience and wisdom of people of the
ethnicminority. TheM.L. under the Internet of Things (I.o.T.)
can create corresponding individualized applications. M.L.
has been applied to the I.o.T. platforms. Therefore, the dis-
cussion of these technologies is of great significance to the
development of M.L. under I.o.T. in different fields in the
future.

Based on this, to translate the ethnic classics, based on
the research on the Internet of things, machine learning, and
translation technology of ethnic classics, the log-linear model
is combined with the national corpus scale and the grammat-
ical structure characteristics, and the phrase statistical M.T.
is used to establish a discontinuous phrase extraction model.
It is comparedwith the traditional phrase extraction algorithm
to verify the effectiveness of the proposed algorithm. This
study is a about the translation of traditional ethnic classics,
which is the collation and summary of ethnic cultures. They
have independent cultural forms and are different from other
cultures in their particularity, so they are of high cultural and
research value. Through the translation of traditional ethnic
classics, it is possible to learn from other ethnic cultures

and feel the universality and uniqueness of culture. At the
same time, the discontinuous phrase extraction model based
on machine learning designed in this study can solve the
limitations of the traditional M.T. which is mainly based on
the translation of continuous phrases, and has higher applica-
bility, which can provide theoretical value for the translation
of discontinuous phrases.

II. LITERATURE REVIEW
M.L. and I.O.T. are now very popular concepts, which are
widely used in production and life for constant improvement
and update. The words in ethnic classics should have specific
meanings or objects, and the I.O.T. technology can be used
to connect a meaning or object with other languages. The
application technology and architecture construction of lan-
guage translation have been researched by various scholars.
Dahan et al. (2019) proposed that the homophones should be
semantically processed with semantic network technology;
an ontology-based Arabic-English M.T. model Nan was pro-
posed to simulate the translation mode of humans, and the
eventual translation results would make the translated texts
of T.L. be correct to some extent and be semantically more
similar to the artificial translation of non-Arabic natives and
non-English natives [6]. Ting et al. (2019) proposed thatM.T.
could use deep learning technology to establish a context pre-
diction model and matrix decomposition model for phrases.
The feature of sentence vector was extracted. The quality
of M.T. is improved. Its correlation with manual evaluation
was estimated. The method extracted the language features of
non-contiguous sentences using the context word prediction
model based on machine learning technology, and the perfor-
mance statistics was always better than the traditional trans-
lation quality estimation method Quest (Quality estimation
shared task) in continuous space language. The former was
superior to the latter in both quality and fitness of M.T. [7].
Koponen et al. (2018) introduced an M.T.-based language
system for editing after content output [1]. Ive et al. (2018)
proposed that the M.T. could be improved through human-
computer interaction; a pre-editing protocol was set up to
correct the output [8]. Karimova et al. (2018) verified the
application of M.T. in the field of patent translation and
offline M.T. for different spoken and written languages [9].
Yu et al. (2017) combined information technology and MT
technology. The Internet-basedM.T. system accessed English
Chinese bilingual parallel information through the Inter-
net and completed the translation through manual assis-
tance, thereby breaking the dependence on the machine [10].
Sze et al. (2017) proposed that in the context of big data of the
Internet of things, machine learning technology can quickly
extract meaningful information from existing databases,
understand and apply such data information to identify appli-
cation or take immediate action. M.T. is an efficient process-
ing and transformation based on limited data by machine
learning technology of the Internet of things [11]. The tra-
ditional phrase extraction algorithms need to limit the length
of the extracted phrase; otherwise, the number of extracted
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phrase pairs will be quite large. Traditional phrase extraction
algorithms are often used in phrase-based statistical M.T.
(S.M.T.) systems because of their simplicity and accuracy.
However, it has the following disadvantages: it is depen-
dent on the quality of word alignment; the strict qualifica-
tions will discard information; no non-contiguous phrases are
extracted; and when the language differences are significant,
the effect is not good. Chinea-rios et al. (2018) used the dis-
criminant ridge regression (D.R.R.) method to estimate the
log-linear weights of statistical M.T. systems. D.R.R. can
provide comparable translation quality and reduce computing
costs compared to estimation methods with prior art. In addi-
tion, the experimental results were consistent between dif-
ferent corpora and language pairs [12]. Kazemi et al. (2017)
proposed a reordering model (R.M.) for hierarchical phrase
statistical M.T. (hpb-S.M.T.). This model had semantic char-
acteristics, so that the reordering model can be general-
ized to pairs not found in the training but with the same
meaning [13]. Mirjam et al. (2017) applied Slavic language
to statistical M.T. based on phrases, and found that the
interest of the community in studying more difficult lan-
guages was increasing, and the translation quality of these
languages would reach the level of practical use in the near
future [14]. Arcan et al. (2018) extracted and integrated the
automatically aligned bilingual term into the S.M.T. system,
and compared the two term injection methods of X.M.L.
markup and caching model. It was found that compared
with the widely used S.M.T. system, the model showed a
significant improvement from the benchmark S.M.T. system
2.23 to 6.78 B.L.E.U. points, and a significant improve-
ment from 0.05 to 3.03 in the X.M.L. markup method [15].
Passban et al. (2017) proposed two different methods to asso-
ciate complex words with complete sentences in multi-
ple words or even simpler languages in the S.M.T. model.
In the first model, the factor S.M.T. engine was enriched
by introducing new morphological factors that depend on
sub-word perceptive word embedding. In the second model,
the focus was on language modeling components to explore
the sub-word-level neural language model (N.L.M.) to cap-
ture sequences, words, and sub-word-level dependencies.
It showed that N.L.M. produced better scores for conditional
word probability approximations, so the decoder produced
smoother translations [16].

In summary, many researchers have applied M.T. tech-
niques to language translation, and some studies have shown
that the translation quality of discontinuous phrases based
on M.T. is better than that of continuous phrases. Tradi-
tional phrase extraction algorithms need to limit the length of
extracted phrases and are often used in phrase based S.M.T.
systems. However, it does not extract discontinuous phrases,
and when the language is very different, the translation is
not good. Some of the existing researches have applied sta-
tistical M.T. in phrase translation, but most of them focus
on language translation, and there is little research on tra-
ditional national classic translation. to translate the ethnic
classics, based on the research on the Internet of things,

machine learning, and translation technology of ethnic clas-
sics, the log-linear model is combined with the national cor-
pus scale and the grammatical structure characteristics, and
the phrase statistical M.T. is used to establish a discontinuous
phrase extraction model. It is compared with the traditional
phrase extraction algorithm to verify the effectiveness of
the proposed algorithm. It is expected that through the transla-
tion of traditional ethnic classics, people can learn from other
national cultures, and feel the universality and uniqueness of
cultures, which provides theoretical value for the translation
of discontinuous phrases.

III. PROPOSED METHOD
A. ML UNDER I.O.T
ML is a way for machines to improve the performance of
the system through Learning experience by imitating human
beings through exposure to new knowledge and calculation.
M.L. is a simulation of human behavior. Machines improve
their system performance through learning experiences, the
process of gaining experience from computing and acquiring
new knowledge. M.L. is more about adaptation than learning.
M.L. does not describe the behavior of the system by using
a physics-based model; instead, it derives a model of the
system from the data [17]. M.L. is a branch of artificial
intelligence, and its goal is to enable computers to learn on
their own. The learning algorithm of the machine enables
it to identify patterns in the data, thereby building models
that interpret the data and predicting objects without explicit
pre-programmed rules and models. The steps are as follows.
The computer machine derives the ‘‘initial model’’ algorithm
from the massive data and feeds back the empirical data
obtained through the learning algorithm to the computer;
then, the machine generates a new model based on the new
data. Eventually, once new data appears, the computer can
help people make corresponding judgments based on the
generated model [18]. Machine learning covers a wide range
of disciplines. It is the study of how computers simulate
human learning behavior to acquire new knowledge or skills
and reorganize the existing knowledge structure so that it can
continuously improve its own performance. Fig. 1 visually
shows the operation process ofmachine learning for reference
in classic book translation. The concept of machine learning

FIGURE 1. The operation mode of ML.
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is embodied in the way it works. The first step was based
on the initial model of the language training data framework
provided to the computer. The test data were used to check
the correctness and practicability of the original scheme 1
in step 2. Then, the well-trained scheme was updated and
improved, which was denoted as model ii. In other words, it
was equivalent to obtaining further optimization performance
on the basis of dynamic enrichment of the existing knowledge
structure. Eventually, the new data is provided to model two,
and people can use the computer and the constructed model
two to make new judgments and predictions. The learning
algorithm of M.L. can be further improved after getting more
data and different data features.

The Internet of things can connect and embed computing
devices in everyday objects through the Internet, enabling
them to send and receive data. In the search and translation
of ethnic classic database, the use of the Internet of things
can improve the corpus of ethnic classic works. I.o.T. data
describes all aspects of user lives and makes it easier than
ever to understand user needs, wishes, history, and prefer-
ences. It makes I.o.T. data become the perfect data and can
create personalized applications based on the personality of
users [19]. The Internet of things is mainly used for the
mapping of phrase related corpus in ethnic classics. The
words in the ethnic classics all have corresponding meanings
or objects. The Internet of things technology was used to
associate a meaning or an object with another language, so as
to realize the association of national phrases with mandarin or
other foreign languages. Moreover, as the Internet of things
improves the efficiency of work and life by collecting highly
personalized data and providing highly personalized applica-
tions and services, machine learning under the background
of the Internet of things can effectively solve the translation
of ethnic classics in this research. The rational application of
the Internet of things and machine learning will improve the
translation of ethnic classics.

B. THE ETHNIC CULTURE BASED ON I.O.T
The first step is to establish a strategy of design and develop-
ment for informational non-material products derived from
the ethnic culture of the I.o.T. system. It includes situational
animation, electronic fiction, visual communication prod-
ucts displayed through a network platform, and various non-
material information products, such as a web platform for
cultural communication and communication [20].

The second step is to introduce the construction of a
complete industrial chain by the diversified ethnic culture
products and the application of the I.o.T. system in the ethnic
culture and creative industries, as well as the construction of
a strategic emerging cultural industry model characterized by
the I.o.T. era [21].

The third step is to realize the construction of a net-
work information platform for the ethnic culture and creative
industries. The establishment of the platform will help the
ethnic culture resources transfer from creativities to prod-
ucts. Despite the forms of the products, such as material

and non-material, its characteristic as a product is necessary
to eventually create the economic and humanistic values
based on the needs of people until the product-associated
processes are completed, such as promotion, production, and
sales. Thus, it provides a relatively complete platform for
information exchange and processing, which assists in the
industrialized process of ethnic culture and creative products.

The construction of the national culture of the Internet of
things is conducive to the collation and statistics of ethnic
classics on the platform of the Internet of things, and the
in-depth development and utilization of the national cultural
corpus [22].

C. TRANSLATION TECHNIQUE OF ETHNIC CLASSICS
Ethnic classics are essential carriers of distinctive cultures.
They have recorded the great courses of the ethnic groups,
continued the spirit of the ethnic groups, and should always
continue to collect and organize, thereby forming documen-
taries and ancient ethnic books [23].

Classics are the general name of important ancient docu-
ments, and ethnic classics are the important carrier of the his-
tory and culture of minority nationalities. There are more than
3,000 kinds of classics of ethnic minorities in China, such
as the biography of king Gesar, the edition of Buluotuo Jing
Shi, and the wisdom of happiness, etc. The ethnic classics
of minorities are important carriers for inheriting ethnic cul-
tures. The correct translation of ethnic classics is an important
basis for understanding ethnic cultures ofminorities and is the
most effective way to spread the culture of minorities to the
world. In terms of translation, the unique historical features
of ethnic minority languages and the features of regional
cultural attributes must be strengthened, the cultural values
and semantics of words in ethnic classics must be correctly
understood, and the effective translation must be carried out.
The translation of minority languages in China is divided
into two general directions. One is the translation based on
phrases, and the other is the translationmethod of hierarchical
sentences and syntactic semantics by means of new meth-
ods. Compared with the research results of English Chinese
translation, the translation of ethnic classics is still relatively
backward. The technology of translation by machine is still
primitive, and the sentence analysis and grammatical struc-
ture in the translation process are more difficult due to the
complexity of ethnic regions. Therefore, the MT of ethnic
classics requires constant optimization and efforts.

Because of its simplicity and accuracy, the traditional
phrase extraction algorithm is often used in the statistical
M.T. system based on contiguous phrases. But it also has
the following defects: first, the traditional phrase extraction
algorithm relies excessively on the quality of word alignment;
second, strict restrictions throw away information; third, non-
contiguous phrases cannot be extracted; fourthly, when the
language difference is large, the translation effect is not good.
In the traditional phrase extraction process, if the target lan-
guage phrase only contains the word aligned to N.U.L.L.
or the source language phrase contains the word aligned
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beyond the target language phrase, the phrase pair cannot be
extracted.

The S.M.T. considers that the translation of the source
sentence to the target sentence is a problem of probability.
MT is to find the sentence with the highest probability. The
higher the probability is, the more likely it is to be the correct
translation. Decoder is an indispensable part of a translation
system. Given the source language sentence, the translation
system uses the model and search algorithm to obtain the
most possible translation, which is completed by the decoder.
S.M.T. is the cross-fusion of M.L. and linguistics, i.e. the
language translation process is regarded as the process of
M.L.. The application direction of M.L. in M.T. is full of
various aspects, ranging from parameter adjustment to the
model establishment. The log-linear Model is widely used
in the field of machine learning and is the most widely
used modeling tool. For example, the Naive Bayes model is
based on a log-linear model. The mathematical expression of
the log-linear model is as follows, where λm represents the
weight of the feature function, hm represents the transformed
feature function, each h corresponds to a λ, and p represents
the probability. Log-linear model can assign different weights
to different submodels to improve the translation effect, and
can also conveniently addmore beneficial features to improve
the translation effect. The principle of log-linear model trans-
lation is to pre-process the S.L. sentences and solve them in
the model. In the process, a large number of special functions
h are added, or different weights λ are given; then, the target
sentence with the largest P(x) is found, i.e. the most likely
translation is searched.

P(x) = exp

[
M∑
m=1

λmhm(x)

]
(1)

The process of translation is to convert the S.L. into T.L. by
means of amodel algorithm. Therefore, S.M.T. can be divided
into 3 aspects, i.e. model, training, and decoding. The model
is to establish a probabilistic model for M.T.. That is to define
the method of calculating the translation probability from the
source language sentence to the target language sentence. The
training is to utilize the corpus to get all the parameters of
the model. Based on the given models and parameters, the
decoding is to find the translation with the highest probability
for any input S.L. sentences.

IV. EXPERIMENTS
A. DEFINITION OF DISCONTINUITY AND
MODEL FORMALITYT
In order to optimize the limitation of contiguous phrase
translation in M.T. and provide better intelligent support
for the translation technology of ethnic classics, a non-
contiguous phrase translation model based on Internet of
things machine learning is proposed. Based on the contigu-
ous phrase M.T., the non-contiguous source phrase trans-
lation model improves the phrase extraction algorithm,
and the corresponding decoding mechanism is designed.

The following are the main three complete M.L. translation
techniques from model defining and model training to corre-
sponding decoding algorithms.

In the traditional extraction algorithm of contiguous
phrases, such phrases are more granular than words and
can contain richer context information. In the process of
translation, the internal structure of the phrase is transparent
and there is no problem of word order adjustment in the
phrase. To some extent, the ambiguity of translation can
be overcome and most grammatical phrases and idioms can
be well translated. The traditional contiguous phrase pair
satisfies the consistency condition: the words in the source
language phrase can only be aligned to the words in the
corresponding target phrase, and the source language phrase
and the target language phrase must have at least one word
aligned. Non-contiguous phrase pairs can be derived from
traditional consistency conditions. The length of the source
language sentence in the non-contiguous phrase pair is 1 to
the boundary division of the source language phrase. The
length of the target language sentence is 1 to the boundary of
the target language phrase. A non-contiguous phrase consists
of a boundary set of source language phrases and a boundary
set of target language phrases.

First, the phrase-based translation uses word-groups as
the basic translation unit of translation, which may not have
linguistic significance. Non-contiguous phrases are not con-
tiguous in word position, with gaps between words. It is
supposed that c denotes the target linguistic sentence with the
number of words h, d denotes the S.L. sentence with the word
length n, and J denotes the set of s consecutive phrase pairs.
Then, the rational expression of the contiguous phrase to Js is
as follows:

Js = (hs, ks, ns) , 1 ≤ s ≤ S (2)

In (2), hs represents the position of the last word of the s
T.L. phrase; ks and ns respectively represent the positions
of the first word and the last word of the corresponding SL
phrase.

A non-contiguous phrase can be regarded as a set that con-
tains a plurality of consecutive phrases, a definition of a con-
tiguous phrase pair is obtained by the contiguous phrase (2),
and the equation of a non-contiguous SL phrase and a con-
tiguous T.L. phrase to Js is as follows:

Js =
(
hs; Õs

)
, 1 ≤ s ≤ S (3)

In (3), Os represents a set of front and rear boundaries
(k, n) of non-contiguous phrases of the S.L. Based on a non-
contiguous phrase and a log-linear model, (4) indicates the
model definition.

ĥbest = argch1,J s1
max

{
M∑
m=1

λmhm
(
dn1 , c

h
1, J

s
1

)}
(4)

In (4), hbest is the best translation or the best target
phrase, argmax is the process of searching for the best
translation, S.L. sentence d, candidate target sentence c, and
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non-contiguous phrase pair j are three parameters of feature
function h. A non-contiguous phrase number penalty func-
tion, such as (5), is used to calculate the number of non-
contiguous phrases in the S.L.

fe
(
dn1 , c

h
1, J

s
1

)
=

S∑
s=1

(Zs > 1) (5)

In (5), fe represents the number of non-contiguous phrases,
Zs represents the number of all non-contiguous sub-phrases;
Zs >1 indicates a false value of 0, and true value is 1. The
non-contiguous phrase discontinuity length penalty function
is shown in (6) to calculate the total discontinuity length in
the source language.

fg
(
dn1 , c

h
1, J

s
1

)
=

S∑
s=1

Zs−1∑
s=1

(
ks,z+1 − ns,z − 1

)
(6)

In (6), fg represents the non-contiguous length of the non-
contiguous phrase,

(
ks,z+1 − ns,z − 1

)
indicates the length of

the non-contiguity between the two preceding and following
sub-phrases in the same non-contiguous phrase.

B. THE EXTRACTION OF DISCONTINUOUS PHRASES
In the case of non-contiguous phrase extraction, the boundary
partitioning set of the S.L. phrase is Õd, and the boundary
partitioning set of the T.L. phrase is Õc; then, for a non-
contiguous phrase pair (Õd, Õc), 1≤ Õd ≤n; 1≤ Õc ≤h.

∀ (h, n) ∈ A : h ∈ Õc ↔ n ∈ Õd (7)

∃ (h, n) ∈ A : h ∈ Õc ∧ n ∈ Õd (8)

Equation (7) represents that for a word of position n in any
S.L. phrase aligned to a T.L. word with a word position of h;
Equation (8) represents that there is a word alignment that
satisfies h∈ Õc, n∈ Õd.
The word alignment-based extraction algorithm first

extracts contiguous phrases; then, it verifies the consistency,
expands the phrase pairs by breaking into a loop, and finally
extracts the matching non-contiguous phrase pairs.

The non-contiguous phrase decoding algorithm adds a loop
that extends the existing translation hypothesis as a trans-
lation option if the non-contiguous phrase reaches the sum
of the source phrase lengths and the phrase header position.
Finally, the extended paths that generate the same translation
hypothesis are merged together; whichever path has the high-
est probability. Since the extended path covers the same S.L.
and the same T.L. is generated, the path with a high proba-
bility of high score is selected as the final extended path dur-
ing the reorganization. The improved maximum probability
translation of the non-contiguous phrase decoding algorithm
is as shown in (9).

DBPn
(
fj1, e

i
1,A

)
=

{〈
f
j1,2
j1,1

# · · · # f
jn+1,2
jn+1,1

, ei2i1

〉
|(1 ≤ i1 ≤ i2 ≤ I) ∧ (9)

Equation (9) represents all the phrase pairs under the gen-
eralized definition extracted from a sentence pair. First, the

word alignment-based extraction algorithm extracts the con-
tiguous phrases; then, it verifies the consistency and expands
the phrase pairs by breaking into a loop; finally, it extracts
the matching non-contiguous phrase pairs. The discontinuous
phrase extraction process and algorithm implementation are
shown in Fig. 2 and Table 1 respectively.

FIGURE 2. The extraction process of non-contiguous phrases.

C. DECODING OF DISCONTINUOUS PHRASE ALGORITHM
The non-contiguous phrase decoding algorithm adds a loop
that extends the existing translation hypothesis as a trans-
lation option if the non-contiguous phrase meets the sum
of the source phrase length and the phrase header position.
Finally, the extended paths that generate the same transla-
tion hypothesis are merged together; whichever path has the
highest probability. Since the extended path covers the same
S.L. and the same T.L. is generated, the path with a high
probability of high score is selected as the final extended path
during reorganization. The improved maximum probability
translation of the non-contiguous phrase decoding algorithm
is as shown in (10).
∧

S=max
(
S
(
{1...N } , ˜e,N

)
+SLM (#/ẽ)+SDM

(
n1,n2

))
(10)

In (10), S represents the probability that the translation
hypothesis (c, e, n) extends from the null hypothesis to the
best path of another hypothesis, c denotes the set of covered
phrases, e denotes the language model value, and n denotes
the covered tail position.

D. EVALUATION INDEXES
B.L.E.U. (Bilingual Evaluation Understudy) is one of the
most widely used M.T. Evaluation indexes. Its basic prin-
ciple is to measure the similarity of accuracy of n-element
grammar matching between the reference text and M.T..
B.L.E.U. penalizes M.T. statements that are shorter than the
text. B.L.E.U. addresses word order problems by allowing
B.L.E.U. to usemultiple references. B.L.E.U. scoring interval
(0,1), the more n-element grammars there are, the higher
the score will be, that is, the better the translation quality
will be [24].

The N.I.S.T. index evaluation is based on the B.L.E.U.
evaluation standard, which is an improvement on B.L.E.U.
The N.I.S.T. score is a real number greater than 0, and a
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TABLE 1. Discontinuous phrase extraction algorithm. high score means the translation is of good quality. N.I.S.T.
index evaluation is an improvement on B.L.E.U. index eval-
uation standard, and the translation quality determines the
rating level. Although N.I.S.T. is indeed based on B.L.E.U.,
B.L.E.U. is still more widely used than N.I.S.T. [21].

Confusion index is the most commonly used measure to
evaluate a M.T. [25]. It is the probability of test data cal-
culated according to the language model. Confusion, or the
probability of a sentence being graded, is determined by the
first word of the sentence, the length of the sentence, or the
number of words. In M.T., confusion is usually used as a
measure of sentence fluency. The smaller the confusion, the
better the order of words in the translated text is in line with
human language. The magnitude of the confusion is related to
the type of language and text. The confusion of the language
model calculation is about 50 to 1000. The lower the value is,
the smoother the text is. However, most automated evaluation
methods usually score between 0 and 1, and a higher value
is considered better. In order to keep up with the habits of
most automated evaluation methods, the reciprocal of the
translational confusion is defined as the fluency score of the
translation, which is derived to obtain (11).

scorefluency =
1

P (s)
=

(
n∏
i=1

p (wi |wi−2wi−1 )

)1/n
(11)

V. RESULTS
Under this model, the M.L. ethnic classics translation based
on I.o.T. can deal with the problem of the small-scale corpus.
The reason is that based on the extensive data in the Inter-
net of Things, the translation of traditional ethnic classics
can be solved by using machine learning extraction model
algorithm of non-contiguous phrase, which can thereby solve
the translation difficulties brought by small-scale corpus. The
extraction and decoding based on non-contiguous phrases can
affect the quality of translation. In the previous section, the
problem has been mathematically modeled and the algorithm
is designed for solutions. In this experiment, the effectiveness
of the performance of the algorithm needs to be verified.

The experimental data of this study include the dictionaries
of minority language and the parallel corpus of minority
language and mandarin, in which the minority languages
refers to Uighur language. Also, the Mongolian to man-
darin, Tibetan to mandarin, and Uighur to mandarin are
the three major evaluation projects of China Workshop on
M.T. (C.W.M.T.). The Uighur dictionary is from the Inter-
net. The Uighur parallel corpus is the corpus data pro-
vided by Xinjiang University, which contains more than
100,000 pieces of Uighur sentences. The experiment classi-
fies the words, and the number of categories is 40. The words
with the highest number of occurrences in the 40 categories
are extracted from the corpus, which constitutes the corpus
dictionary. In addition, 500 sentences are extracted from the
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TABLE 2. Information on test data.

corpus as the development set, and the test set is independent
of the corpus, which contains the unregistered words.

Thus, the Tibetan long heroic epic Gesar is taken as
the object to randomly select sentences for translation.
The comparison is performed by a conventional algorithm,
i.e. the phrase extraction, and the improved algorithm,
i.e. a non-contiguous phrase algorithm forM.L. in the context
of the I.o.T..

As shown in Table 2, the ‘‘Training Set’’ is used for model
training of the system, the ‘‘New Set’’ is used for tuning
training of the system, and the ‘‘Test Set’’ is used for eval-
uating the translation quality of the system.

As shown in Fig. 3, the number of extractions of traditional
algorithms is significantly lower than that of the extraction
model algorithm of non-contiguous phrases designed in this
study. The extraction algorithm based on non-contiguous
phrases can extract more phrases. The main reason is that
the new algorithm can broaden the extraction conditions of
traditional algorithms. The phrase that does not conform to
the traditional algorithm extraction condition can be recog-
nized by the new non-contiguous phrase extraction algorithm.
Machine learning technology in the context of the I.o.T. uses
big data analysis to achieve better translation quality.

FIGURE 3. The comparison of extracted phrases.

As shown in Fig. 4, the fluency score of the proposed algo-
rithm is always better than that of the traditional algorithm.
The main reason is that traditional algorithms do not rely
on the Internet of things technology and can only extract
contiguous words, thus, the fluency score decreases as the
number of text increases. The machine learning translation
model algorithm in the context of the Internet of things is able
to handle larger and more complex text volumes, and has a
higher translation fluency score.

B.L.E.U. refers to Bilingual Evaluation Understudy. The
B.L.E.U. indicator evaluates the influence of word order and
considers the number of n-variable grammars that match the
length of the translation produced by M.T. with the refer-
ence translation. The higher the number is, the higher the
score is. As shown in Fig. 5, compared with the scores that
the extraction model algorithm of non-contiguous phrases
gets, the B.L.E.U. indicator score of the traditional algorithm
is lower. The non-contiguous phrase extraction algorithm
proposed in this study can obtain non-contiguous text options
in addition to the regular contiguous phrases, which has a
good translation effect on the tested sentences. The B.L.E.U.
indicator evaluates the influence of word order and considers
the number of n-variable grammars that match the length of
the translation produced by M.T. with the reference transla-
tion. The higher the number is, the higher the score is.

N.I.S.T. refers to National Institute of Standards and Tech-
nology. The N.I.S.T. indicator evaluation is an improvement
of the B.L.E.U. indicator evaluation standard, in which the
quality of the translation determines the level of the score.
As shown in Fig. 6, compared with the traditional algorithm,
the N.I.S.T. indicator score of the extraction model algorithm
of non-contiguous phrases designed in this study is increased.
The M.T. model algorithm of machine learning under the
background of I.o.T. can obtain non-contiguous phrases and
has better translation quality. The N.I.S.T. indicator evalua-
tion is an improvement of the B.L.E.U. indicator evaluation
standard, and the quality of the translation determines the
level of the score. It can be seen that the extraction model
algorithm of non-contiguous phrases designed in this study
can obtain more effective translation results.

VI. DISCUSSION
In order to translate the ethnic classics, based on the research
on the Internet of things, machine learning, and translation
technology of ethnic classics, the log-linear model is com-
bined with the national corpus scale and the grammatical
structure characteristics, and the phrase statistical M.T. is
used to establish a discontinuous phrase extraction model.
The algorithm is compared with the traditional phrase extrac-
tion algorithm to verify the effectiveness. The results show
that the number of discontinuous phrase extraction model is

FIGURE 4. The comparison of fluency scores.
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FIGURE 5. The comparison of B.L.E.U. indicator scores.

significantly higher than that of traditional phrase extraction
algorithm, and the model can extract more phrases, handle
larger and more complex text, and translate more fluently.
The B.L.E.U. and N.I.S.T. values of the traditional phrase
extraction algorithm are lower than those of the discontinuous
phrase extraction model algorithm. The algorithm of discon-
tinuous phrase extraction can not only extract the regular
continuous phrase, but also obtain the discontinuous text.
The translation effect is better, and the results are consis-
tent with the experimental expectation. Hong et al. (2018)
converted the short S.I.M.D. command into a discontinu-
ous phrase and translated it, which greatly improved its
speed [26]. Miura et al. (2016) proposed a method to remem-
ber key discontinuous phrases in triangulation stage, and
used key language model as additional information source
in the transformation stage. Experimental results showed
that all tested language combinations have achieved sig-
nificant improvements [27]. Saeed et al. (2018) proposed
a phrase dependent tree source reordering method. This
method described the dependencies between successive non-
grammatical phrases. It can automatically learn to reorder ele-
ments from the reordered phrase dependency tree library and
use it to generate the source reorder lattice. Finally, S.M.T.
based on monotone phrases is used to decode the lattice and
translate the source sentences, and the results showed that
the translation quality of this method is better [28]. There-

FIGURE 6. The comparison of N.I.S.T. indicator scores.

fore, translation based on discontinuous phrases can achieve
better translation quality, which is the same as the goal of this
study.

VII. CONCLUSION
In this study, the translation technique of ethnic classics is
introduced, the M.L. technology is utilized for comprehen-
sive analysis, and the translation algorithm based on M.L.
in the context of I.o.T. is put forward. In addition, the tra-
ditional contiguous phrase extraction is optimized, and the
extraction model and algorithm of non-contiguous phrases
are designed [29]. A complete S.M.T. method is analyzed
from the aspects of model definition, model training, and
decoding algorithm. In view of the specific language sce-
narios where the ethnic corpus is insufficient, the phrase
extraction method that ignores the non-contiguity of position
in traditional phrase extraction is improved, the strategy of
extracting and decoding non-contiguous phrases is realized,
the small-scale corpus is fully utilized [30]; then, the exper-
imental comparison between the traditional algorithm and
the extraction model algorithm of non-contiguous phrases is
carried out. The experimental results have shown that the
comparison between the proposed algorithm and the tradi-
tional algorithm is improved, which means that the proposed
model algorithm for extracting non-contiguous phrases is
more effective than the traditional model for extracting con-
tiguous phrases in M.T. of ethnic classics. Thus, the technical
algorithm can improve the number of phrases extracted, as
well as the fluency, quality, and efficiency of translation,
which realizes the performance optimization of ethnic classic
translations [31].

The size of the ethnic corpus is relatively small, and the
grammatical structure and semantics of ethnic language have
certain regional, historical, and special features. In terms of
the translation of ethnic classics, it is necessary to further
develop statistical translation models. The extraction model
algorithm of non-contiguous phrases designed in this study
improves the effect of ethnic classic translation; however,
for longer sentences, limitations can still be found in word
order adjustment, i.e., the longer the sentence is, the lower
the accuracy of translation is, and the better the effect of
short sentence translation is. Thus, the algorithm should
be improved in the future, and subsequent optimization
should also be carried out in terms of strengthening the deep
learning.
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