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ABSTRACT Bodies’ behaviors remain important to the decision-making process of two-sided matching.
The two-sided matching problem under interval-valued intuitionistic fuzzy environment is investigated from
the perspective of bodies’ behavior, i.e., the behavior of matching willingness. For solving the problem,
a normalized interval-valued score function is firstly presented. Through using this function, interval-valued
intuitionistic fuzzy number (IvIFN) preference matrices are converted to normalized interval-valued score
matrices. The normalized interval-valued score matrices are then converted to score matrices. Based on
score matrices, the matching willingness can be obtained by solving an optimal model. Based on score
matrices and matching willingness matrix, the weighting score matrices are set up. Aiming at weighting
score matrices, we use the TOPSIS method to calculate the closeness degrees. Based on closeness degree
matrices and matching matrix, a two-sided matching (TsM) model is developed. Considering the same or
different statuses of bodies, the TsM model is transformed to the one-goal TsM model. Through model
solution, the optimal scheme of TsM can be obtained. Ultimately, the availability of TOPSIS based TsM
method is illustrated by using a matching example of virtual reality technology.

INDEX TERMS Two-sided matching, interval-valued intuitionistic fuzzy number, bodies’ behavior, model,
virtual reality technology.

I. INTRODUCTION
Two-sided matching (TsM) is a well-known research direc-
tion of decision-making. It had been extensively employed in
numerous fields, such as mechanical systems [1], complex
product manufacturing tasks [2], green building technolo-
gies [3], content sharing in internet of vehicles [4], match-
ing with the stars [5], stable job matching [6], marriage
problems [7], and loan market [8]. As early as 1962, Gale
and Shapley [9] have investigated two classical TsM model
using preferences of ordinal numbers, i.e., stable marriage
and college admissions. From reference [9], it is known
that TsM focuses on obtaining the most suitable matching
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scheme(s) from two sets of bodies. Thereafter, various con-
cepts, theories, methods, technologies, and applications are
proposed [10]–[17]. Therefore, TsM research is very mean-
ingful in theory and practice.

On the other hand, in decision-making process, owing
to the increasing complexity of the society and economy,
inadequacy of human knowledge and imprecise of judge-
ment, the decision-makers or bodies may give their prefer-
ences using intuitionistic fuzzy sets (IFSs) rather than some
exact values, such ordinal numbers, order relations, or lin-
guistic variables [18]. Interval-valued intuitionistic fuzzy
sets (IVIFSs) [19] can reflect human thinking more rea-
sonable than IFSs, which is regarded as the generaliza-
tion of IFSs. The degrees of membership, non-membership
and hesitancy are expressed in interval numbers in [0, 1].
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Hence, TsM research using IVIFSs also has very important
meanings.

The theory of IVIFSs proposed by Atanassov and
Gargov [19] has gained a great attention in some research
fields, such as distance measure of IVIFSs [18], ranking of
IVIFSs [20], entropy of IVIFSs [21], aggregation operators
of IVIFSs [22], correlation coefficient of IVIFSs [23], score
functions of IVIFSs [24], envelopment analysis and prefer-
ence fusion of IVIFSs [25]. And then, its application field
is extended into decision-making. For example, the variable-
based combinatorial optimization technique is presented to
solve the IvIFN information MAGDM problems with com-
binatorial optimization characteristics [26]. With regarded
to the multiple attribute decision making (MADM) prob-
lems under IVIF situations, the novel MADM approach is
proposed [27]. A new interval-valued knowledge measure
for the IvIFSs is presented firstly, and then it was applied
into decision making problems in order to demonstrate it is
simpler and more attractive in comparison with other existing
measures [28].

However, the related theory of IFSs are rarely used in TsM
research [29]. For example, a new similaritymeasure between
TIFNs is proposed in reference [30], which has been used
to develop an TsM approach. The developed new similarity
measure between TrIFNs was also used to present an TsM
approach [31]. The application of IVIFSs can be found in
the following literature [29], [32]. A TsM model for the
personnel-position matching problem is designed, which was
based on several new intuitionistic fuzzy Choquet integral
operators [32]. The TsM matching problem with IvIFNs and
matching aspirations was studied [29]. But the TsM model
developed in reference [32] may be only applied into the
personnel-position matching problem. The interval-valued
scores proposed in reference [29] may be less than zero, and
the considered factors for determine matching aspirations in
reference [29] may be incomplete. In addition, it is known
that bodies’ behaviors play an important role in TsM process.
For this reason, this paper extended the application scope
of IVIFSs to TsM field, and studied the TsM problem from
bodies’ behaviors using a matching example of virtual reality
technology.

II. PRELIMINARIES
A. IvIFN
Definition 1 [19]: Let D be a domain of discourse, and P
be a power set of interval [0, 1]. Then, an IvIFS could be
represented in

_

V = {< v, t_
V
(v), f_

V
(v) >

∣∣∣ v ∈ D}, where

t_
V
(v) = [tz_

V
(v), ty_

V
(v)] and f_

V
(v) = [f z_

V
(v), f y_

V
(v)] represent

interval-valued membership degree and non-membership
degree respectively, satisfying t_

V
(v), f_

V
(v) ∈ P, ty_

V
(v) +

f y_
V
(v) ∈ [0, 1].

Definition 2 [19]: If h_
V
(v) = [hz_

V
(v), hy_

V
(v)] = 1− t_

V
(v)−

f_
V
(v), then h_

V
(v) is known as hesitancy degree.

From Definition 2 and the operation rule of interval num-
bers, we know that for any v ∈ D, its hesitancy degree relative
to

_

V can be computed below:

h_
V
(v) = [hz_

V
(v), hy_

V
(v)]

= [1− ty_
V
(v)− f y_

V
(v), 1− tz_

V
(v)− f z_

V
(v)] (1)

Evidently, h_
V
(v) ∈ P, ∀v ∈ D. In special, if h_

V
(v) = [0, 0],

then
_

V is degraded as a fuzzy set.
For later expedience, one element of IvIFS

_

V is taken out
separately, which is noted as _v =< t_

V
, f_

V
>. Then, _v =<

t_
V
, f_

V
> is called an IvIFN.

Although some score functions of IvIFN are proposed,
several minor errors may exist when comparing two IvIFNs.
Furthermore, a normalized interval-valued score function of
IvIFN, which belong to [0, 1], will be defined.
Definition 3: Let _v =< t_

V
, f_

V
> be an IvIFN, an interval-

valued score function of _v is expressed as

s̃_v=(t_V
+ α_

V
h_
V
)− (f_

V
+ β_

V
h_
V
)− γ_

V
h_
V

(2)

where α_
V
, β_

V
and γ_

V
(0 ≤ α_

V
, β_

V
, γ_

V
≤ 1) represent

support ratio, opposition ratio, and abstention ratio of h_
V

respectively, satisfying

α_
V
+ β_

V
+ γ_

V
= 1 (3)

Remark 1: Ratios α_
V
, β_

V
and γ_

V
could be determined on

the basis of preferences of IvIFNs, which should reflect the
result of TsM and will be displayed in Section 4.1.

From Eqs. (2) and (3), we have

s̃_v=(t_V
− f_

V
)+ (2α_

V
− 1)h_

V
(4)

It is easy to conclude that s̃_v ⊆ [−1, 1]. In order to elimi-
nate the influence of negative interval-valued score functions
when they are aggregated, the normalized interval-valued
score function is introduced below:
Definition 4: Let _v =< t_

V
, f_

V
> be an IvIFN, the

normalized interval-valued score function can be expressed
as

s̄_v =

(
s̃_v + [1, 1]

2

)χ
(5)

where parameter χ ≥ 0. Obviously, s̄_v ⊆ [0, 1].

B. TsM
The concept of TsM is provided in many literatures. This
paper uses the following related notations. Let X =

{X1, . . . ,Xk , . . . ,Xm} and Y = {Y1, . . . , Yl, . . . , Yn} be two
independent body set, where Xk (Yl) signifies the kth body on
side X (the lth body on side Y ). Give this hypothesis 2 ≤ m ≤
n, and set M = {1, . . . , k, . . . ,m}, N = {1, . . . , l, . . . , n}.
Definition 5 [33]: Let � : X ∪ Y → X ∪ Y be a one-

one mapping. If mapping� satisfies the following properties:
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i) �(Xk ) ∈ Y , ii) �(Yl) ∈ X ∪ {Yl}, iii) �(Xk ) = Yl iff
�(Yl) = Xk , ∀Xk ∈ X , ∀Yl ∈ Y , then � is called a TsM.
Thereinto, �(Xk ) = Yl means that �(Xk ,Yl) is a matching
pair (MP), which indicates body Xk is matched with body Yl ,
�(Yl) = Yl means that �(Yl,Yl) is a single matching pair
(SMP), which indicates body Yl is single.
Definition 6 [33]: For a TsM � : X ∪ Y → X ∪ Y ,

it also could be represented in � = �MP ∪ �SMP, where
�MP signifies MP set, �SMP signifies SMP set.

III. TOPSIS BASED TsM DECISION FOR IvIFNs
CONSIDERING MATCHING WILLINGNESS
A. TsM PROBLEM FOR IvIFNs CONSIDERING MATCHING
WILLINGNESS

The following problem of TsM is involved. Let
_

V
X
=

[_v
X
kl]m×n be IvIFN matrix of side X , where IvIFN _v

X
kl =<

[tz
_v
X
kl

, ty
_v
X
kl

], [f z
_v
X
kl

, f y
_v
X
kl

] >. Thereinto, [tz
_v
X
kl

, ty
_v
X
kl

] indicates

the interval-valued satisfied degree of body Xk towards
body Yl , and [f z

_v
X
kl

, f y
_v
X
kl

] indicates the interval-valued dis-

satisfied degree of body Xk towards body Yl . Let
_

V
Y
=

[_v
Y
kl]m×n be IvIFN matrix of side Y , where IvIFN _v

Y
kl =<

[tz
_v
Y
kl

, ty
_v
Y
kl

], [f z
_v
Y
kl

, f y
_v
Y
kl

] >. Thereinto, [tz
_v
Y
kl

, ty
_v
Y
kl

] indicates

the interval-valued satisfied degree of body Yl towards body
Xk , and [f z

_v
Y
kl

, f y
_v
Y
kl

] indicates the interval-valued dissatisfied

degree of body Yl towards body Xk . Let W = [wkl]m×n be
matching willingness matrix between X and Y . Thereinto,
wkl indicates the matching willingness between body Xk and
body Yl . Let �∗ be the ‘‘optimum’’ TsM.
Remark 2: In this paper, bodies’ behaviors are represented

by the matching willingness. Matching willingness wkl could
be computed on the basis of satisfied degrees of bodiesXk and
Yl , which should satisfy the features of non-negativity and
standardization. Its computation approach will be displayed
in Section 4.2.

Motived by the above statement, the problem displayed
here is how to acquire ‘‘optimum’’ TsM �∗ on the basis

of IvIFN matrices
_

V
X
= [_v

X
kl]m×n and

_

V
Y
= [_v

Y
kl]m×n,

matching willingness matrix W = [wkl]m×n. The research
procedure for the above-mentioned problem is presented
in Figure 1.

B. ESTABLISHMENT OF SCORE MATRICES

First, by using Eqs. (4) and (5), IvIFN matrices
_

V
X
=

[_v
X
kl]m×n and

_

V
Y
= [_v

Y
kl]m×n are converted to normal-

ized interval-valued score matrices S̄_
V
X = [s̄_v Xkl

]m×n =

[[sz
_v
X
kl

, sy
_v
X
kl

]]m×n and S̄_
V
Y = [s̄_v Ykl

]m×n = [[sz
_v
Y
kl

, sy
_v
Y
kl

]]m×n,

where normalized interval-valued scores s̄_v Xkl
= [sz

_v
X
kl

, sy
_v
X
kl

]

and s̄_v Ykl
= [sz

_v
Y
kl

, sy
_v
Y
kl

] can be computed by (6) and (7), as

shown at the bottom of the next page.

FIGURE 1. Research procedure for the above-mentioned problem.

Remark 3: From Remark 1, we know that α_v Xkl
, β_v Xkl

and

γ_v
X
kl
should reflect TsM result �(Xk ) = Yl . Furthermore, the

allocation ratio of h̄_v Xkl
= [hz

_v
X
kl

, hy
_v
X
kl

] may be provided as

follows:

α_v
X
kl
=

(1− θXk )t
z
_v
X
kl

+ θXk t
y
_v
X
kl

n∑
j=1

((1− θXk )t
z
_v
X
kj

+ θXk t
y
_v
X
kj

)
(8)

β_v
X
kl
=

(1− θXk )f
z
_v
X
kl

+ θXk f
y
_v
X
kl

n∑
j=1

((1− θXk )f
z
_v
X
kj

+ θXk f
y
_v
X
kj

)
(9)

γ_v
X
kl
= 1− α_v Xkl

− β_v
X
kl

(10)

Thereinto, α_v Xkl
can be interpreted as the support ratio

of �(Xk ) = Yl , β_v Xkl
can be interpreted as the opposition

ratio of�(Xk ) = Yl and γ_v Xkl
can be interpreted as the neutral

ratio of �(Xk ) = Yl ; θXk represents the optimism coeffi-
cient of body Xk . Similarly, the allocation ratio of h̄_v Ykl

=

[hz
_v
Y
kl

, hy
_v
Y
kl

] may be also provided as follows:

α_v
Y
kl
=

(1− θYl )t
z
_v
Y
kl

+ θYl t
y
_v
Y
kl

m∑
i=1

((1− θYl )t
z
_v
Y
il

+ θYl t
y
_v
Y
il

)
(11)
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β_v
Y
kl
=

(1− θYl )f
z
_v
Y
kl

+ θYl f
y
_v
Y
kl

m∑
i=1

((1− θYl )f
z
_v
Y
il

+ θYl f
y
_v
Y
il

)
(12)

γ_v
Y
kl
= 1− α_v Ykl

− β_v
Y
kl

(13)

Thereinto, α_v Ykl
can be interpreted as the support ratio of

�(Xk ) = Yl , β_v Ykl
can be interpreted as the opposition ratio

of �(Xk ) = Yl , γ_v Ykl
can be interpreted as the neutral ratio

of �(Xk ) = Yl ; θYl represents the optimism coefficient of
body Yl .

Furthermore, normalized interval-valued score matrices
S̄_
V
X = [s̄_v Xkl

]m×n and S̄_
V
Y = [s̄_v Ykl

]m×n is converted to score

matrices S_
V
X = [s_v Xkl

]m×n and S_
V
Y = [s_v Ykl

]m×n, where

scores s_v Xkl
and s_v Ykl

is expressed by:

s_v Xkl
= (1− θX )sz

_v
X
kl

+ θX sy
_v
X
kl

(14)

s_v Ykl
= (1− θY )sz

_v
Y
kl

+ θY sy
_v
Y
kl

(15)

Thereinto, θX represents the compositive optimism coeffi-
cient of bodies on side X , and θY represents the compositive
optimism coefficient of bodies on side Y .

C. COMPUTATION OF MATCHING WILLINGNESS
In above analysis, matching willingness X5 is unknown. For
obtaining wkl , an analysis is provided as follows.

On one hand, if absolute difference

∣∣∣∣s_v Xkl − s_v Ykl
∣∣∣∣ gets larger

and larger, then the difference of satisfied degree between
body Xk and body Yl also gets larger and larger. Hence,
matching willingness wkl should get smaller and smaller, and
vice versa. On the other hand, if s_v Xkl

(or s_v Ykl
) gets larger and

larger, then the satisfied degree of body Xk towards body Yl
(or the satisfied degree of body Y1 towards body Xk also gets
larger and larger. Hence, matching willingness wkl should
get larger and larger, and vice versa. Therefore, matching

willingness wkl is inverse proportion to

∣∣∣∣s_v Xkl − s_v Ykl
∣∣∣∣, and

is proportional to s_v Xkl
and s_v Ykl

. Furthermore, selection of

wkl should enable the following total weighting score for all

bodies of two sides (noted as RX↔Y ) greatest:

RX↔Y =

m∑
k=1

n∑
l=1

s_v Xkl
s_v Ykl

wkl∣∣∣∣s_v Xkl − s_v Ykl
∣∣∣∣ (16)

It is noted that

∣∣∣∣s_v Xkl − s_v Ykl
∣∣∣∣ = 0 occurs in some cases.

In this case, Eq. (16) has no meaning. For dealing with the

case, we change

∣∣∣∣s_v Xkl − s_v Ykl
∣∣∣∣ into η

∣∣∣∣s_v Xkl−s_v Ykl
∣∣∣∣

, where η is

given in advance, η > 1. Hence, Eq. (16) can be represented
by:

RX↔Y =

m∑
k=1

n∑
l=1

s_v Xkl
s_v Ykl

wkl

η

∣∣∣∣s_v Xkl−s_v Ykl
∣∣∣∣ (17)

Therefore, an optimum model (T-1) for obtaining wkl could
be set up, i.e.,

(T-1)


maxRX↔Y =

m∑
k=1

n∑
l=1

s_v
X
kl
s_v

Y
kl
wkl

η

∣∣∣∣∣s_v Xkl−s_v Ykl
∣∣∣∣∣

s.t.
m∑
i=1

n∑
l=1

w2
kl=1, k ∈ M;wkl ∈ [0, 1], k ∈ M , l ∈ N

Theorem 1: The optimum solution of model (T-1) is
expressed by the following:

wkl =
s_v Xkl

s_v Ykl

η

∣∣∣∣s_v Xkl−s_v Ykl
∣∣∣∣
√√√√√√ m∑

k=1

n∑
l=1

(
s_v

X
kl
s_v

Y
kl

)2

η

2

∣∣∣∣∣s_v Xkl−s_v Ykl
∣∣∣∣∣

(18)

Proof: Let Lagrange function L =
m∑
k=1

n∑
l=1

s_v
X
kl
s_v

Y
kl
wkl

η

∣∣∣∣∣s_v Xkl−s_v Ykl
∣∣∣∣∣
+

λ

(
m∑
i=1

n∑
l=1

w2
kl − 1

)
. Furthermore, let ∂L

∂wkl
= 0 and ∂L

∂λ
= 0,

then we have
s_v Xkl

s_v Ykl

η

∣∣∣∣s_v Xkl−s_v Ykl
∣∣∣∣ + 2λwkl = 0 (19)

m∑
i=1

n∑
l=1

w2
kl − 1 = 0 (20)

[s̄z
_v
X
kl

, s̄y
_v
X
kl

] =

 ([tz
_v
X
kl

, ty
_v
X
kl

]− [f z
_v
X
kl

, f y
_v
X
kl

])+ (2α_v Xkl
− 1)[hz

_v
X
kl

, hy
_v
X
kl

]+ [1, 1]

2


χ

(6)

[s̄z
_v
Y
kl

, s̄y
_v
Y
kl

] =

 [tz
_v
Y
kl

, ty
_v
Y
kl

]− [f z
_v
Y
kl

, f y
_v
Y
kl

])+ (2α_v Ykl
− 1)[hz

_v
Y
kl

, hy
_v
Y
kl

]+ [1, 1]

2


χ

(7)
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Take Eq. (19) into Eq. (20), then we find:

λ = −
1
2

√√√√√√√ m∑
k=1

n∑
l=1

(
s_v Xkl

s_v Ykl

)2

η
2

∣∣∣∣s_v Xkl−s_v Ykl
∣∣∣∣ (21)

Take Eq. (21) into Eq. (19), then we find:

wkl =
s_v Xkl

s_v Ykl

η

∣∣∣∣s_v Xkl−s_v Ykl
∣∣∣∣
√√√√√√ m∑

k=1

n∑
l=1

(
s_v

X
kl
s_v

Y
kl

)2

η

2

∣∣∣∣∣s_v Xkl−s_v Ykl
∣∣∣∣∣

(22)

Through solving model (T-1), Eq. (22) is obtained. If the
constraint of normalization is considered, then w∗kl can be
further computed by:

w∗kl =
wkl
n∑
j=1

wkj

(23)

Using Eq. (23), matching willingness matrix W = [w∗kl]m×n
is built.

D. CONSTRUCTION OF CLOSENESS DEGREE MATRICES
In this subsection, the TOPSIS technology is adopted to
construct the closeness degree matrices. On the basis of
score matrices S_

V
X = [s_v Xkl

]m×n and S_
V
Y = [s_v Ykl

]m×n, and

matching willingness matrix W = [w∗kl]m×n, the weighting
score matrices S̄_

V
X = [s̄_v Xkl

]m×n and S̄_
V
Y = [s̄_v Ykl

]m×n are

constructed, where s̄_v Xkl
and s̄_v Ykl

are expressed by

s̄_v Xkl
= w∗kls_v Xkl

(24)

s̄_v Ykl
= w∗kls_v Ykl

(25)

Aiming at weighting score matrix S̄_
V
X = [s̄_v Xkl

]m×n, its

specific form can be demonstrated by

Y1 Y2 ... Yn

S̄_
V
X =

X1
X2
...

Xm


s̄_v X11

s̄_v X12
... s̄_v X1n

s̄_v X21
s̄_v X22

... s̄_v X2n
... ... ... ...

s̄_v Xm1
s̄_v Xm2

... s̄_v Xmn


m×n

Then, the positive ideal vector from X to Y can be obtained,
where s∗X =

(
s∗X1 , s∗X2 , . . . , s∗Xm

)T . Here, the element s∗Xk can
be computed as

s∗Xk = max
l∈N

{
s̄_v Xkl

}
(26)

The negative ideal vector from X to Y can also be obtained,
where s◦X =

(
s◦X1 , s◦X2 , . . . , s◦Xm

)T . Here, the element s◦Xk can

also be computed as

s◦Xk = min
l∈N

{
s̄_v Xkl

}
(27)

Moreover, the ideal distance matrix from X to Y is obtained,
where D∗X = [d∗Xkl ]m×n. Here, d∗Xkl is computed as

d∗Xkl = s∗Xk − s̄_v Xkl
(28)

The negative distance matrix from X to Y is also obtained,
where D◦X = [d◦Xkl ]m×n. Here, d

◦X
kl is computed as

d◦Xkl = s̄_v Xkl
− s◦Xk (29)

Then, the closeness degree matrix from X to Y is constructed,
whereCX

= [cXkl]m×n. Here, closeness degree c
X
kl is computed

as

cXkl =
d◦Xkl

d◦Xkl + d
∗X
kl

(30)

From Eqs. (26)-(30), it is known that the larger cXkl is, the
larger satisfied degree of Xk to Yl will be.

In a similar way, aiming at weighting score matrix S̄_
V
Y =

[s̄_v Ykl
]m×n, its specific form can be demonstrated by

Y1 Y2 ... Yn

S̄_
V
Y =

X1
X2
...

Xm


s̄_v Y11

s̄_v Y12
... s̄_v Y1n

s̄_v Y21
s̄_v Y22

... s̄_v Y2n
... ... ... ...

s̄_v Ym1
s̄_v Ym2

... s̄_v Ymn


m×n

Then, the positive ideal vector from Y to X is obtained, where
s∗Y =

(
s∗Y1 , s

∗Y
2 , . . . , s

∗Y
n
)
. Here, the element s∗Yl can be

computed as

s∗Yl = max
k∈M

{
s̄_v Ykl

}
(31)

The negative ideal vector from Y to X can also be obtained,
where s◦Y =

(
s◦Y1 , s

◦Y
2 , . . . , s

◦Y
n
)
. Here, the element s◦Yl can

also be computed as

s◦Yl = min
k∈M

{
s̄_v Ykl

}
(32)

Moreover, the ideal distance matrix from Y to X is obtained,
where D∗Y = [d∗Ykl ]m×n. Here, d

∗Y
kl is computed as

d∗Ykl = s∗Yl − s̄_v Ykl
(33)

The negative distance matrix from Y to X is also obtained,
where D◦Y = [d◦Ykl ]m×n. Here, d

◦Y
kl is computed as

d◦Ykl = s̄_v Ykl
− s◦Yl (34)

Then, the closeness degree matrix from Y to X is constructed,
whereCY

= [cYkl]m×n. Here, closeness degree c
Y
kl is computed

as

cYkl =
d◦Ykl

d◦Ykl + d
∗Y
kl

(35)
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From Eqs. (31)-(35), it is known that the larger cYkl is, the
larger satisfied degree of Yl to Xk will be.

E. BUILDING OF TsM MODEL CONSIDERING CLOSENESS
DEGREES
A 0-1 variable zij is given in the first place, where zkl ={
1, �(Xk ) = Yl
0, �(Xk ) = Yl

. After that, a matching matrix Z = [zkl]m×n

is established. On the basis of closeness degree matrices
CX
= [cXkl]m×n and CY

= [cYkl]m×n, and matching matrix
Z = [zkl]m×n, a TsM model will be developed. To maximize
the closeness degrees, the following TsM model (T-2) under
the TsM constraints is built, i.e.,

(T-2)



maxTXk =
n∑
l=1

cXklzkl, k ∈ M

maxTYl =
m∑
k=1

cYklzkl, l ∈ N

s.t.
n∑
l=1

zkl = 1, k ∈ M;

m∑
k=1

zkl ≤ 1, l ∈ N ;

zkl = 0 or 1, k ∈ M , l ∈ N

F. SOLUTION OF TsM MODEL CONSIDERING CLOSENESS
DEGREES
If we consider that all the bodies are in the same position, then
model (T-2) is converted to the one-goal TsM model (T-3):

(T-3)



maxT =
m∑
k=1

n∑
l=1

(cXkl + c
Y
kl)zkl

s.t.
n∑
l=1

zkl = 1, k ∈ M;

m∑
k=1

zkl ≤ 1, l ∈ N ;

zkl = 0 or 1, k ∈ M , l ∈ N

If we consider that all the bodies are not exactly equal, then
the technique of linear weighting can be employed. Let wXk
and wYl be the weights for bodies Xk and Yl respectively, such

that
∑
k
wXk +

∑
l
wYl = 1, then model (T-2) is turned into the

one-goal TsM Model (T-4):

(T-4)



maxT =
m∑
k=1

n∑
l=1

(wXk c
X
kl + w

Y
l c

Y
kl)zkl

s.t.
n∑
l=1

zkl = 1, k ∈ M;

m∑
k=1

zkl ≤ 1, l ∈ N ;

zkl = 0 or 1, k ∈ M , l ∈ N

Via solving Model (T-3) or (T-4), optimum TsMmatrix Z∗ =
[z∗kl]m×n is acquired. On the basis of matrix Z∗ = [z∗kl]m×n,
optimum TsM scheme �∗ can be acquired.

G. PROCEDURE FOR TOPSIS BASED TsM
Above all, a procedure for TOPSIS based TsM for IvIFNs is
put forward below:

Step 1: Convert IvIFN matrix
_

V
X
= [_v

X
kl]m×n into normal-

ized interval-valued score matrix S̄_
V
X = [s̄_v Xkl

]m×n via using

Eqs. (6) and (8); Convert IvIFN matrix
_

V
Y
= [_v

Y
kl]m×n into

normalized interval-valued score matrix S̄_
V
Y = [s̄_v Ykl

]m×n via

Eqs. (7) and (11).
Step 2: Convert normalized interval-valued score matrices

S̄_
V
X = [s̄_v Xkl

]m×n and S̄_
V
Y = [s̄_v Ykl

]m×n into score matrices

S_
V
X = [s_v Xkl

]m×n and S_
V
Y = [s_v Ykl

]m×n via Eqs. (14) and (15)

respectively.
Step 3: Acquire matching willingness matrix W =

[w∗kl]m×n via Eqs. (22) and (23).
Step 4: Construct the weighting score matrices S̄_

V
X =

[s̄_v Xkl
]m×n and S̄_

V
Y = [s̄_v Ykl

]m×n on the basis of score matrices

S_
V
X = [s_v Xkl

]m×n and S_
V
Y = [s_v Ykl

]m×n, matching willingness

matrix W = [w∗kl]m×n via Eqs. (24) and (25), respectively.
Step 5: Compute the positive and negative ideal vectors

s∗X =
(
s∗X1 , s∗X2 , . . . , s∗Xm

)T and s◦X =
(
s◦X1 , s◦X2 , . . . , s◦Xm

)T
on the basis of weighting score matrix S̄_

V
X = [s̄_v Xkl

]m×n via

Eqs. (26) and (27) respectively.
Step 6: Compute the closeness degree matrix CX

=

[cXkl]m×n via Eqs. (28)-(30).
Step 7: Compute the positive and negative ideal vectors

s∗Y =
(
s∗Y1 , s

∗Y
2 , . . . , s

∗Y
n
)
and s◦Y =

(
s◦Y1 , s

◦Y
2 , . . . , s

◦Y
n
)

on the basis of weighted score matrix S̄_
V
Y = [s̄_v Ykl

]m×n via

Eqs. (31) and (32) respectively.
Step 8: Compute the closeness degree matrix CY

=

[cYkl]m×n via Eqs. (33)-(35).
Step 9: Construct a TsMModel (T-2) on the basis of close-

ness degree matrices CX
= [cXkl]m×n and C

Y
= [cYkl]m×n, and

matching matrix Z = [zkl]m×n.
Step 10: Transform TsM Model (T-2) into TsM Model

(T-3).
Step 11: Acquire optimum TsM scheme �∗ via solving

model (T-3).

IV. A MATCHING EXAMPLE OF VIRTUAL REALITY
TECHNOLOGY
An instance of supply-demand matching for virtual reality
technology is provided in the section. An intermediary com-
pany in nanchang mainly provides the intermediary services
for virtual reality technology to small and medium-sized
manufacturing enterprises. Initially, five demanders on
side X (i.e., investors X1,X2, . . . ,X5) release demand and
self-preference information through the intermediary com-
pany in order to obtain the new technology for virtual reality.
After three weeks, the intermediary company have received
the supply and self-preference information of six suppliers on
side Y (i.e., enterprises Y1,Y2, . . . ,Y6). Moreover, investors
X1,X2, . . . , X5 evaluate enterprises Y1,Y2, . . . , Y6 by mainly
considering the technical level, service level and credibility,

and provide an IvIFN matrix of side X (
_

V
X
= [_v

X
kl]5×6),
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TABLE 1. IvIFN matrix
_
V

X
= [

_
v

X
kl ]5×6.

TABLE 2. IvIFN matrix
_
V

Y
= [

_
v

Y
kl ]5×6.

TABLE 3. Normalized interval-valued score matrix S̄
_
V

X = [[sz
_
v

X
kl

, sy
_
v

X
kl

]]5×6 when θX
k = 0.6 and χ = 1.

which is demonstrated by Table 1. Enterprises Y1,Y2, . . . ,
Y6 can evaluate investors X1,X2, . . . , X5 by mainly consider-
ing ease of implementation, credibility and the potential for

cooperation, and provide an IvIFN matrix of side Y (
_

V
Y
=

[_v
Y
kl]5×6), which is demonstrated by Table 2. Ultimately, the

intermediary company needs to decide the optimum TsM�∗

combined with the above-presented preference information
of investors and enterprises.
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TABLE 4. Normalized interval-valued score matrix S̄
_
V

Y = [[sz
_
v

Y
kl

, sy
_
v

Y
kl

]]5×6 whenθX
k = 0.6andχ = 1.

TABLE 5. Score matrix S̄
_
V

X = [[sz
_
v

X
kl

, sy
_
v

X
kl

]]5×6whenθX = 0.6.

TABLE 6. Score matrix S
_
V

Y = [s
_
v

Y
kl

]5×6 when θY = 0.6.

A brief solution process for the TsM problem with IvIFNs
is demonstrated below.

Step 1: Convert the IvIFN matrix
_

V
X
= [_v

X
kl]5×6 into nor-

malized interval-valued score matrix S̄_
V
X = [[sz

_v
X
kl

, sy
_v
X
kl

]]5×6

via using Eqs. (6) and (8) when θXk = 0.6 and χ = 1,

as demonstrated in Table 3; Convert the IvIFN matrix
_

V
Y
=

[_v
Y
kl]5×6 into normalized interval-valued score matrix S̄_

V
Y =

[[sz
_v
Y
kl

, sy
_v
Y
kl

]]5×6 via using Eqs. (7) and (11) when θYl = 0.6,

as demonstrated in Table 4.
Step 2: Convert normalized interval-valued score matrices

S̄_
V
X = [[sz

_v
X
kl

, sy
_v
X
kl

]]5×6 and S̄_
V
Y = [[sz

_v
Y
kl

, sy
_v
Y
kl

]]5×6 into

score matrices S_
V
X = [s_v Xkl

]5×6 and S_
V
Y = [s_v Ykl

]5×6 via

using Eqs. (14) and (15) respectively when θX = 0.6 and
θY = 0.6, as demonstrated in Table 5 and Table 6.

Step 3: Acquire matching willingness matrix W =

[w∗kl]5×6 via Eqs. (22) and (23), as demonstrated in Table 7.

TABLE 7. Matching willingness matrix W = [w∗kl ]5×6.

Step 4. Construct the weighting score matrices S̄_
V
X =

[s̄_v Xkl
]5×6 and S̄_

V
Y = [s̄_v Ykl

]5×6 on the basis of score matrices

S_
V
X = [s_v Xkl

]5×6 and S_
V
Y = [s_v Ykl

]5×6, matching willingness

matrix W = [w∗kl]5×6 via Eqs. (24) and (25), respectively.
Step 5-6. Compute the positive and negative ideal vectors

s∗X =
(
s∗X1 , s∗X2 , . . . , s∗X5

)T and s◦X =
(
s◦X1 , s◦X2 , . . . , s◦X5

)T
on the basis of weighting score matrix S̄_

V
X = [s̄_v Xkl

]5×6 via

Eqs. (26) and (27) respectively. Compute the closeness degree
matrix CX

= [cXkl]5×6 via Eqs. (28)-(30).
Step 7-8. Compute the positive and negative ideal vectors

s∗Y =
(
s∗Y1 , s

∗Y
2 , . . . , s

∗Y
6

)
and s◦Y =

(
s◦Y1 , s

◦Y
2 , . . . , s

◦Y
6

)
on the basis of weighting score matrix S̄_

V
Y = [s̄_v Ykl

]5×6 via

Eqs. (31) and (32) respectively. Compute the closeness degree
matrix CY

= [cYkl]5×6 via Eqs. (33)-(35).
Step 9-10: Construct a TsM Model (T-2) on the basis of

closeness degree matrices CX
= [cXkl]5×6 and C

Y
= [cYkl]5×6,

and matching matrix Z = [zkl]5×6. Transform TsM Model
(T-2) into TsM Model (T-3):

(T-3)



maxT =
5∑

k=1

6∑
l=1

(cXkl + c
Y
kl)zkl

s.t.
6∑
l=1

zkl = 1, k ∈ M;

5∑
k=1

zkl ≤ 1, l ∈ N ;

zkl = 0 or 1, k ∈ M , l ∈ N

where matrix 9 = [cXkl + c
Y
kl]5×6 is depicted by Table 8.

Step 11: Solve Model (T-3), optimum TsM matrix Z =
[z∗kl]5×6 is acquired, as shown in Table 9.
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TABLE 8. Coefficient matrix 9 = [cX
kl + cY

kl ]5×6.

TABLE 9. Optimum TsM matrix Z = [z∗kl ]5×6.

TABLE 10. 11 cases for weights wX andwY .

FIGURE 2. Relationship of T from Case I to IV.

On the basis of matrix Z = [z∗kl]5×6, optimum TsM
scheme �∗ can be acquired, i.e., �∗ = �∗MP ∪�

∗
SMP, where

�∗MP = {(X1, Y5), (X2, Y1), (X3, Y3), (X4, Y5), (X5, Y4)},
�∗SMP = {(Y6, Y6)}. In other words, investor X1 matches
with enterprise Y5, investor X2 matches with enterprise Y1,
investor X3 matches with enterprise Y3, investor X4 matches
with enterprise Y5, investor X5 matches with enterprise Y4;
enterprise Y6 is not matched.

FIGURE 3. Relationship of T from Case V to VII.

FIGURE 4. Relationship of T from Case VIII to XI.

FIGURE 5. Relationship of T from Case I to XI.

Next, model 3 is discussed further. Let ckl = wXcXkl +
wY cYkl , then 11 cases of ckl can be listed in Table 10. From
Table 10, it is known that the above Table 9 corresponds
to Case VI. Other cases will be discussed from the view of
relationships among weights wX and wY , objective function
T , synthetical closeness degrees ckl and matching value zkj.
Figure 2 reveals relationship of the values of object func-

tion T from Case I to IV. Figure 3 reveals relationship of the
values of object function T from Case V to VII. Figure 4
reveals relationship of the values of object function T from
Case VIII to XI.
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FIGURE 6. Relationship of synthetical closeness degrees ckl from Case I
to IV.

FIGURE 7. Relationship of synthetical closeness degrees ckl from Case V
to VII.

FIGURE 8. Relationship of synthetical closeness degrees ckl from Case
VIII to XI.

According to Figures 2-4, the relationship of the values
of object function T from Case I to XI can be determined,
as displayed in Figure 5. From Figure 5, the values of object
function T decreases first and then increases to five.
Figure 6 reveals relationship of synthetical closeness

degrees ckl from Case I to IV. Figure 7 reveals relationship of
synthetical closeness degrees ckl fromCase V to VII. Figure 8

FIGURE 9. Relationship of synthetical closeness degrees ckl from Case I
to XI.

reveals relationship of synthetical closeness degrees ckl from
Case VIII to XI.

According to Figures 6-8, the relationship of synthetical
closeness degrees ckl from Case I to XI can be determined,
as depicted in Figure 9. From Figure 9, the synthetical close-
ness degrees ckl are different in many cases.

V. CONCLUSION
An interval-valued intuitionistic fuzzy two-sided matching
decision-making approach is put forward, where bodies’
behaviors are involved. Bodies’ behaviors here are charac-
terized by the matching willingness. The IvIFN matrix is
converted into normalized interval-valued scorematrices, and
then into score matrices. Based on score matrices, the match-
ing willingness can be obtained. Based on score matrices
and matching willingness matrix, the weighting score matri-
ces are constructed. Furthermore, according to the TOPSIS
technology, the closeness degree matrices are computed.
Then a TsM model based on closeness degree matrices and
matching matrix can be developed. Optimum TsM scheme
is acquired through model solution. An instance of supply-
demand matching for virtual reality technology is used to
verify the validity of the presented approach.

Compared with previous studies, this paper makes con-
tribution to the following two areas: (1) the applica-
tion of IvIFSs was extended into TsM field, which are
often neglected in previous studies; (2) the normalized
interval-valued score function was given, which can make
full use of hesitancy and eliminate the influence of nega-
tive interval-valued scores; (3) the view is based on bodies’
behaviors, and thus the obtained TsM scheme can reflect the
matching willingness of bodies; (4) this paper puts forward
a decision theory and method for TsM with IvIFNs. Limita-
tions of the present study can be summarized below: it only
investigated the TsM problem with IvIFSs preferences; but
the related theories of stable matching with IvIFSs and other
intuitionistic fuzzy information are not studied.

Therefore, the two aspects can be further studied. For one
thing, when bodies’ preferences are other intuitionistic fuzzy
forms, this type of TsM problem is worthy of attention. For
another thing, the related theory of stable matching under
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interval-valued intuitionistic fuzzy environment should also
be considered.
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