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ABSTRACT We developed an impulse radio ultra-wideband (IR-UWB) radar-based system that can
recognize alphanumeric characters inmidair without the need for any handheld device. The hardware consists
of four IR-UWB radar sensors set up with a rectangular geometry. Writing a single character in midair
results in artifacts that make some characters look similar on a position trajectory-based (x, y) plane, which
makes them difficult to classify. Thus, we developed an algorithm that transforms 2D coordinate image data
into trigonometric ratios (i.e., tangents) and plots them against the time axis to obtain unique images for
training a convolutional neural network. An extended Kalman filter is used to obtain the 2D trajectories
of hand motions. To evaluate our proposed method, we first applied it to characters that may be written in
midair very simply without creating artifacts and compared its performance with that of a state-of-the-art
digit classification algorithm. Then, we considered combining characters written midair with and without
artifacts. After the individual character recognition, we combined the characters into words. We defined a
specific marker based on an energy threshold to detect the start and end of a character for midair writing.
The energy level was found to change drastically when the hand is pulled in and out of the radar plane.
The proposed method was found to outperform the current state of the art at character classification when
artifacts are present in the images.

INDEX TERMS alphabet writing, gesture recognition, impulse radio ultra-wideband, in-air writing, pattern
analysis.

I. INTRODUCTION
Gesture recognition allows a user to comfortably interact
with a computer or other consumer electronic device for
entertainment and/or communication without physical con-
tact or voice commands. Different sensors have been consid-
ered for gesture recognition, such as cameras [1], gloves [2],
and radiofrequency identification (RFID) [3]. However, sen-
sors that are attached to the body [4] are often uncomfortable
for the user, and vision-based sensors [5] suffer from pri-
vacy issues and do not work efficiently in dark or extremely
bright environments. Radar-based gesture recognition has no
privacy issues and can work well in different environments
with various levels of illumination [6]. The impulse radio
ultra-wideband (IR-UWB) approach is characterized by the
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emission of extremely short pulses with very low power
and no harmful effects on the human body. Thus, it can
use a large part of the radio spectrum without disturbing
the narrowband systems that already operate in different
frequency bands. Other benefits of this approach are its
robustness in harsh environments, high precision ranging, low
power consumption, and high penetration capabilities [7].
IR-UWB has been used in many applications, such as
multi-human detection [8], people counting [9], vital sign
monitoring [6], [10]–[15], 3D positioning [16], gesture
recognition [6], [17], [18], human–computer interaction for
disabled people [19], and digital menu board implemen-
tation [20]. Although some studies have considered radar-
based gesture recognition [21], [22], they used raw data such
as spectrograms. Leem et al. [23] used an IR-UWB radar
sensor and hand trajectories instead of raw data to recognize
digits; however, they only considered simply written numeric
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characters that did not result in any artifacts, unlike in alpha-
betic writing, and used an already available handwritten
dataset in the image processing field to train their convo-
lutional neural network (CNN). However, midair alphabetic
writing in different styles results in different artifacts because
these characters are written in continuous fashion, which
makes the resulting trajectories differ from those for char-
acters written with a pen. Because of the artifacts, some
characters may produce similar patterns that make them dif-
ficult to distinguish (e.g., ‘‘5’’ vs. ‘‘6’’ or ‘‘a’’ vs. ‘‘b’’) when
only the position trajectory is considered, which reduces the
overall recognition accuracy. In this study, we incorporated
temporal information between radar pulses (i.e., slow time
in the radar literature) with 2D localization information to
get the real-time trajectory and writing style for a particular
alphanumeric character. Therefore, even if some characters
have similar shapes on a position trajectory-based (x, y)
image, they produce different patterns when the temporal
information is included in the (x, y, t) image.

II. PROBLEM STATEMENT AND RELATED WORK
In this study, we considered English alphanumeric characters
for in-air writing. Some characters cannot be written contin-
uously on paper without lifting the pen up and then down
(e.g., ‘‘X,’’ ‘‘F’’). In the case of midair alphabetic writing,
however, the tracking algorithm continuously monitors the
motion of the hand, which results in artifacts. A previous
issue with radar-based gesture recognition using deep learn-
ing was that the raw data would change abruptly as the
orientation or distance of the hand from the radar sensor
changed, which reduced the accuracy [22]. The current state
of the art of radar-based in-air handwriting [23] solved this
problem by using the trajectory of the hand instead of raw
data and then employing a CNN for classification. How-
ever, Leem et al. [23] only considered the numeric digits
of 0–9 and did not discuss artifacts that may occur during in-
air writing. However, writing complex alphabetic characters
may cause artifacts where the real-time trajectory differs from
the original character written with a pen on paper. Fig. 1 gives
two examples: the characters ‘‘X’’ and ‘‘F.’’ The black lines
show the trajectory that is the same as the character written
on paper, while the red lines show the trajectories that result
in artifacts (bc in Fig. 1(a) and cd in Fig. 1(b)). In this
study, we examined how some of these artifacts generate
similar patterns for different characters and thus reduce the
classification accuracy. The main contributions of this work
are as follows. It is the first to address the problem of artifacts
that occur during midair writing using radar sensors. It is the
first study on continuous in-air writing using radar sensors. In
addition, we optimized our own CNN for radar-based image
classification, which has a simpler structure than widely used
pre-trained CNNs. We verified our results through the leave-
one-person-out cross-validation (LOPO-CV) scheme, where
one user is excluded from the training data. The objectives of
this study were as follows:

FIGURE 1. In-air handwritten alphabetic characters: (a) ‘‘X’’ and (b) ‘‘F.’’

FIGURE 2. Experimental setup for the proposed method.

1. To solve the problem of artifacts related to in-air charac-
ter writing.

2. To consider continuous character writing. Previous stud-
ies only classified individual characters, but in this study
we used an energy threshold algorithm to segment the
stream of radar data into blocks and then applied local-
ization and classification algorithms to detect individual
characters.

III. PROPOSED METHOD FOR CHARACTER RECOGNITION
We used a setup consisting of four radar sensors, which were
placed as shown in Fig. 2. Characters are written by hand on
the plane set up by the four sensors. We used four sensors
rather than three because each sensor had a narrow beam
width (around 60◦). Covering the whole plane with only three
sensors was difficult and led to low accuracy because the hand
gestures sometimes did not occur within the beam widths of
the transceivers, which reduced the radar cross-section (RCS)
values. Using four sensors improved the recognition accuracy
because of the diversity effect. Note that only one character
waswritten on the plane at a time. Thewritingwas continuous
in that one character was followed by another, but they shared
the same space. As stated above, the two main objectives of
this study were to classify characters individually and detect
the exact intervals within which characters are written.

Fig. 3 shows the block diagram of our proposed method
for detecting continuous handwriting. After the raw data are
obtained from the radar sensors, which are actually the signal
reflected from the hand and the background environment,
the static clutter due to the background signal needs to be
removed. Then, the index of the maximummagnitude sample
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FIGURE 3. Block diagram of the proposed method for character
recognition.

needs to be identified for each slow time signal component.
This process is repeated for the whole slow time duration
of the gesture. An EKF with a median filter is used to get
the position trajectory of the hand during a gesture. Since
hand tracking using trilateration technique is a non-linear
problem, so the EKF gives optimal results compared to clas-
sical KF. A position velocity (PV) model is used to model
the hand motion. The median filter is used to remove outlier
values before the EKF step. After the trajectory is determined,
the tangent of the x, y data is found, and the tangent ratio is
plotted against the time axis. The main reason for using the
trigonometric ratio instead of (x, y) coordinate data is that we
can easily plot the ratio along slow tune without adding addi-
tional axis. The resulting trigonometric ratio plot against slow
time contains the writing style information which improves
the classification accuracy for characters with artifacts. The
stored images are then processed to be compatible with the
CNN, which is used to classify the pattern of each gesture
corresponding to a specific character. We used a simple archi-
tecture for the CNN because the images are not very complex.
We fine-tuned the hyper parameters for the CNN structure to
ensure fast and accurate character recognition. Because our
focus was on continuous writing, we also developed a tech-
nique for detecting characters from a continuous stream that

FIGURE 4. Hand-reflected signals before and after clutter removal.

uses a marker for the start and end of individual characters.
This technique is based on the principle that, if the user’s hand
is inside the plane of the radar sensors, then its RCS will be
greater (i.e., higher energy), while a hand position outside the
plane will result in a smaller RCS (i.e., lower energy). Hence,
an energy threshold can be set during the training period.
Each step is discussed in detail in the following sections.

A. CLUTTER REMOVAL
The signal reflected from the hand contains information
on the gesture as well as the background. We used a
background subtraction filter to remove unwanted echoes
(i.e., clutter) [24]. The simple loopback filter is represented
as follows:

cm (n) = αcm−1 (n)+ (1− α) rm(n) (1)

sm (n) = rm (n)− cm (n) (2)

where m is the slow time index, n is the fast time index, α
is the estimated ratio of signal to clutter, cm(n) is the clutter
signal, sm(n) is the signal from which the clutter signal is
removed, and α is the weighting constant that controls the
sensitivity of the clutter removal process. We set α to 0.85 in
our experiments. Fig. 4 shows the signal before and after clut-
ter removal. The normalized values of the signal amplitude
in the fast time range (i.e., within a radar pulse) are shown
for easy comparison. The signal before clutter removal is
represented by a dotted red line and initially had higher values
(samples 1–25), which indicates the clutter signal. The signal
after clutter removal is represented by a solid blue line, where
the main signal due to the hand gesture is amplified around
sample 48.

B. POSITIONING WITH THE EXTENDED KALMAN FILTER
The input signals from the four radar sensors are rep-
resented by r1 (n) , r2 (n) , r3 (n) , and r4 (n), respectively.
The clutter-free signals s1 (n) , s2 (n) , s3 (n) , and s4 (n) are
obtained with the background subtraction filter described

99304 VOLUME 8, 2020



F. Khan et al.: In-Air Continuous Writing Using UWB Impulse Radar Sensors

in Section III-A. We used the time-of-arrival (TOA) of the
hand with respect to each radar sensor as the index value
for the maximum magnitude in slow time. After the TOA
is estimated for the four radar sensors, we use the EKF to
track the hand in midair, which we implemented in a PV
model. The detailed algorithm for EKF-based positioning
using multiple sensors is given by Khan et al. [25]. The
variables for the state space representation of the EKF are
defined as follows. The state vector for the PV model is

xk =
[
xk , yk , vxk , vyk

]
(3)

The state transition matrix is

F =


1 0
0 1

1t 0
0 1t

0 0
0 0

1 0
0 1

 (4)

The observation vector zk for 2D space is

zk = [d1, d2, d3, d4] (5)

The relation between the distances and coordinates of the
target and radar sensors is given by

di =
√
(xk − xi) 2 + (yk − yi)

2 i = 1, . . . , 4 (6)

where di is the distance from the ith radar sensor to the hand
and (xi, yi) is the position of the radar sensor. The objective
is to estimate the hand position (x, y) from the noisy obser-
vation. Because the update state is nonlinear, it needs to be
linearized with the following Jacobian matrix Hk :

Hk =


(xk − x1)/(d1) (yk − y1)/(d1)
(xk − x2)/(d2) (yk − y2)/(d2)

0 0
0 0

(xk − x3)/(d3) (yk − y3)/(d3)
(xk − x4)/(d4) (yk − y4)/(d4)

0 0
0 0

 (7)

Applying the EKF to the position data obtains the tra-
jectory of the hand motion for in-air writing. Fig. 5 shows
the localization results for the digit ‘‘6’’ and character ‘‘b.’’
These characters make similar 2D patterns on the (x, y) plane
that are difficult to classify using only x, y coordinate data.
Although the patterns look similar, they are created differ-
ently. The digit ‘‘6’’ is usually drawn with the bottom circle
counterclockwise in the order shown by the green arrows
in Fig. 5(a), while the character ‘‘b’’ is drawn with the bottom
circle clockwise in the order shown by the green arrows in
Fig. 5(b). In other words, the trajectories are drawn in differ-
ent orders. With radar, trajectories are obtained sequentially
according to time (i.e., the slow time index), so it is easy
to determine what order trajectories are written according to
time. Based on these radar properties, two characters that look
similar but differ in the order in which they are written can be
differentiated.

We constructed images by using our proposed method
given in Section III.C, whichwe plotted in two different ways:
the x coordinate vs slow time and y coordinate vs slow time.
Fig. 6 indicates a clear difference between the images even to
the naked eye. The patterns differ especially after sample 35,

FIGURE 5. 2D images of similar-looking characters: (a) ‘‘6’’ and (b) ‘‘b.’’

FIGURE 6. Images of the characters (a) ‘‘6’’ and (b) ‘‘b,’’ which look
different when the x , y , and t coordinates are considered.

which represents the bottom portion of these characters being
written. Based on our observations, we developed an image
transformation method that includes both the (x, y) coordi-
nates and time (t) of the positioning data. In the following
section, we explain the image transformationmethod in detail
with an example.

C. IMAGE TRANSFORMATION FROM (X, Y) TO (Y/X, T)
We need to create an image that uses both positioning data
(i.e., x and y coordinates) and slow time data. However,
the three variables cannot be plotted simultaneously on a
2D image, which has only two axes. For three-dimensional
representation, trajectory information within a dataset is so
rare that using it would be inefficient. Instead, we use the
tangent angle transformation method to take the ratio of the
y and x coordinates and plot it against slow time to obtain a
2D image that incorporates all three variables with a unique
shape for each character. For practical application, we do not
want to restrict the user to drawing characters in a specific
area rather than anywhere on the virtual plan. Therefore,
we first cancel the effect of the shift in distance from the
origin in the horizontal and vertical directions by subtracting
the mean horizontal and vertical values from each horizontal
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and vertical value. This can cause some values to become
negative, so we add the absolute minimum value to both axes
to shift the character shape to the positive quadrant. Then,
we find the ratio of the vertical and horizontal axis values
and plot it against slow time to get the transformed image.
Because humans naturally cannot control the exact speed and
duration to write a specific gesture, we cancel the effect of
the writing speed by resizing the resultant image to a constant
size. The steps of the algorithm are presented below.

Algorithm 1 Image Construction From Positioning Data
With the EKF

1. Procedure
2. Input:
3. Length of gesture: k slow time steps
4. Estimated position data (xk, yk)
5. Output:
6. Image of y

/
x ratio plotted against slow time k

7. DC removal w.r.t x and y axes
8. for i = 1: k
9. xi = xi − µx;
10. yi = yi − µy;
11. end for
12. µx and µy are mean values of the x and y coordinates
13. Shift to positive coordinates
14. for i = 1: k
15. xi = xi + abs(min (x))+ 1
16. yi = yi + abs(min (y))+ 1
17. end for
18. The value of 1 is added so that the next step does not

result in infinity or zero.
19. Normalize: The values are normalized between zero

and 1 as follows:
20. for i = 1: k
21. xi = xi/max (x)
22. yi = yi/max (y)
23. end for
24. Determine the ratio of the horizontal and vertical axis

values
25. for i = 1: k
26. tani = yi

/
xi

27. end for
28. Plot the y

/
x ratio against the slow time index k

29. Resize the image to 100 × 100 pixels to cancel the
effect of the writing speed. Without resizing, slow
writingwill result in a larger image size and vice versa.

30. End procedure

Fig. 7(a) shows the initial image obtained from the (x, y)
coordinate data for the character ‘‘T.’’ Fig. 7(b) shows the
image after the DC removal step is applied to nullify the
distance shift effect. Fig. 7(c) shows the image after the nor-
malization step, and Fig. 7(d) shows the image transformed to
the tangent ratio vs slow time. After the image is constructed,
we use a CNN classifier to extract the features from the
images and train the network, as discussed in the next section.

FIGURE 7. Image patterns for the character ‘‘T’’: (a) original 2D (xk,yk)
image, (b) after DC removal, (c) after normalization, and (d) after tangent
ratio is plotted against slow time.

D. GESTURE CLASSIFICATION WITH A CNN
We used a CNN to classify the image patterns. CNNs are
extensively used as a deep learning technique that mimics the
human vision system [26]. A CNN consists of convolutional,
pooling, and fully connected layers. In convolutional layers,
the key features of the input image are extracted by a con-
volutional filter. These layers have several feature extraction
filters, and each filter performs a convolution operation while
sliding the input image to generate a feature map. The first
convolutional layer extracts partial features such as the edge
component of the input image, and later convolutional layers
extract global features [27]. Pooling layers reduce the total
data size by subsampling operations. They reduce the number
of weights and biases to be optimized so that the CNN can
be optimally trained without overfitting. Pooling methods
include max pooling to select the maximum value, median
pooling to select the median value, and mean pooling to
select the mean value. In fully connected layers, the input
image is classified through the output of the last convolutional
layer and the deep neural network. In the flattening process,
the output data of the convolutional layer are converted into
one-dimensional data which are inputted to the deep neural
network. The output of the deep neural network is applied to
the softmax layer to calculate the probability that the input
image is classified into each category.

Fig. 8 shows the CNN structure used in this study to extract
the optimal features from the hand gesture image pattern.
The CNN structure of the proposed method consists of five
convolutional layers and four pooling layers. The number
of convolutional layers and size of the convolutional filter
were optimized through trial and error to achieve the desired
accuracy. For example, the accuracy was highest with five
convolutional layers and similar with five convolutional lay-
ers, so the number of convolutional layers was set to five.
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FIGURE 8. Structure of the convolutional neural network.

FIGURE 9. Character interval identification with the energy threshold
algorithm.

The rest of the hyperparameters were determined in a similar
manner. The rectified linear unit (ReLU) f (x) = max(0,x)
was used as an activation function because it performed better
than the existing tanh or sigmoid function [28]. In addition,
the max pooling technique was used because recent studies
have demonstrated its excellent performance compared to
other pooling techniques such as median pooling and mean
pooling. The CNN was trained with the backpropagation
algorithm, and parameters were updated through stochastic
gradient descent with momentum [29]. The initial values of
the weights were set to a normal distribution with a mean
of 0 and standard deviation of 0.01, and the initial bias was
set to 0.

E. CHARACTER INTERVAL SEGMENTATION ACCORDING
TO THE SIGNAL ENERGY
Finding the start and end of a character is very important.
Because of the narrow bandwidth of the antenna, the signal
magnitude dropped abruptly when the hand was taken outside
the writing plane. Thus, we separated characters according
to the signal magnitude by taking our hand in and out of
the writing plane after a character was finished and before
starting the next one. Algorithm 2 presents the steps in detail.
Because this method depends on the reflected signal energy,
it is specific to radio sensors. It provides good performance
and yet is a very simple technique for separating characters.

Fig. 9 shows some characters written in a continuous
fashion. The interval for each character was identified with
Algorithm 2 based on the energy reflected from the hand.
Samples 146–228 showed a higher energy level, which indi-
cates when the hand was moving in the writing plane, while
the other samples showed low energy values. Hence, the ges-
ture interval was accurately identified with the algorithm.

Algorithm 2 Recognizing Character Intervals Inside a Con-
tinuous Stream According to the Signal Energy

1. Procedure
2. Input:
3. Raw data from four radar sensors: rp (m, n) p =

1 . . . 4, radar index, n = 1 . . .N , slow time m =
1. . .M , fast time index

4. Output:
5. Markers along slow time showing the start and end of

a character
6. Remove clutter:
7. Remove clutter from signal with the background sub-

traction filter presented in Section III.A to obtain the
clutter-free signal sp (m, n)

8. Train the system and find the average energy value of
the signal

9. Eav__training =
∑4

p=1
∑N−1

n=1
∑M

m=1 (sp (m, n)
2)/

(4M (N − 1))
10. Compare the current energy value of the latest sample

with the threshold value obtained during the training
session

11. Eavcurrent =
∑4

p=1
∑M

m=1 (sp (m, n)
2)/(4M )

12. If (Eavcurrent > Eav__training)
13. Start or end of character
14. End
15. End procedure

FIGURE 10. Novelda IR-UWB radar sensor (4×).

IV. EXPERIMENTAL RESULTS AND DISCUSSION
We performed experiments to verify the effectiveness of the
proposed method at character classification.

A. HARDWARE SETUP
We placed four IR-UWB radar sensors at fixed locations
as shown in Fig. 2 to make a virtual plane for in-air hand
writing. As discussed previously, we used four radar sen-
sors because the transceivers had a narrow beam width
(around 65◦) that made it difficult to cover the whole plane
with only two or three radar sensors. Using four sensors
improved the recognition accuracy. Fig. 10 shows the Xethru
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TABLE 1. Radar parameters.

X4 (Novelda, Norway) IR-UWB radar module used in this
study. Table 1 gives the parameters of the radar sensors.

B. CLUTTER REMOVAL
Fig. 11 shows the clutter removal results for the slow and fast
times of a gesture. The signal in Fig. 11(a) clearly contains
some clutter information at samples 80–100, which made
target tracking difficult. However, Fig. 11(b) shows that this
high-amplitude signal was removed after clutter removal.

C. LOCALIZATION AND IMAGE CONSTRUCTION RESULTS
The results for some characters are presented here. We used
the MATLAB software for image processing and classifica-
tion with deep learning. Fig. 12 plots the images of some
characters using both conventional positioning data and our
proposed transformation method. Figs. 12(g) and 12(i) show
that the conventional positioning data can lead to confusion
between the digits ‘‘6’’ and ‘‘5.’’ However, Figs. 12(h) and (j)
show that the transformed images for the corresponding
digits are clearly different. Hence, the transformed images
are unique even if the 2D localization data are affected by
artifacts and show similar patterns.

D. CLASSIFICATION RESULTS OF THE STATE-OF-THE-ART
AND PROPOSED METHODS FOR CHARACTERS W|ITH
ARTIFACTS
We compared the classification results of the state-of-the-art
2D trajectory-based method [23] and our proposed method
for characters with artifacts by using a confusion matrix. For
our experiments, we used three human males between 27
and 32 years old to perform gestures. For all cases, we used
100 samples for training, while 300 samples were used
for testing. As per the leave-one-person-out cross-validation
(LOPO-CV) scheme, one person did not participate in the
training session and was only included in the test session to
show the independence of the algorithm with regard to the
hand shape and size of a person.

1) COMPARISON OF CLASSIFICATION RESULTS FOR
CHARACTERS (DIGITS WITHOUT ARTIFACTS)
The accuracy results of the conventional and proposed meth-
ods were compared for the digits 0–9. First, the data were
collected for training: 10 samples for each character.

FIGURE 11. Signal (a) before and (b) after clutter removal for the whole
gesture duration.

TABLE 2. Accuracy results of the state-of-the-art method for digits
without artifacts.

After training, we used 30 gestures to test each character.
Tables 2 and 3 indicate that the accuracy results did not
differ much for characters without artifacts. Thus, we next
considered the accuracy for characters with artifacts.

2) COMPARISON OF CLASSIFICATION RESULTS FOR
CHARACTERS WITH ARTIFACTS
We selected 10 alphanumeric characters that result in artifacts
during in-air writing for comparison. The first 10 gesture
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FIGURE 12. (a, c, e, g, i) Images based on 2D positioning data and (b, d, f,
h, j) transformed images plotting the tangent ratio against slow time for
the characters ‘‘X’’, ‘‘2’’, ‘‘A’’, ‘‘6’’, and ‘‘5.’’

samples of each character were collected for training, and the
next 30 gestures were used for testing. Tables 4 and 5 present
the recognition accuracy results of the conventional and pro-
posed methods. The accuracy of the conventional method
decreased because some characters with artifacts produced
(x, y) patterns similar to those of other characters. In contrast,
the proposed method drastically improved the recognition
accuracy by adding the time information to the 2D coordi-
nates because this captured not only the shape of the character

TABLE 3. Accuracy results of the proposed method for digits without
artifacts.

TABLE 4. Accuracy results of the state-of-the-art method for characters
with/without artifacts.

TABLE 5. Accuracy results of the proposed method for characters
with/without artifacts.

written midair but also the writing style of each character. For
example, the classification accuracy for ‘‘5’’ and ‘‘6’’ was
much improved because, although these two characters have
similar shapes, the writing styles are different. Similarly, the
proposed method greatly improved the recognition accuracy
of the characters ‘‘X’’ and ‘‘a.’’

E. ACCURACY RESULTS FOR CONTINUOUS CHARACTER
WRITING
In continuous writing, there is no constraint on the interval
between characters. This means that the interval between two
consecutive characters depends upon the user’s intention and
comfort. We applied the energy threshold algorithm to certain
words to demonstrate the energy levels when a character
was being written and the interval between two characters.
Fig. 13 shows the segmentation results for the words ‘‘CAT’’
and ‘‘RADAR.’’ In order to show some diversity, we inten-
tionally made the intervals between characters of variable
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FIGURE 13. Segmentation results with the energy threshold algorithm
when writing the words (a) ‘‘CAT’’ and (b) ‘‘RADAR.’’

length. For example, the intervals between characters are
slightly longer for ‘‘CAT’’ than for ‘‘RADAR.’’ The energy
level in slow time was much higher when the hand was in the
radar plane than when it was outside it. The energy level was
very low without the hand because we had already removed
the static clutter signal through background subtraction. The
large difference in energy levels with and without the hand
in the radar plane showed that the energy threshold algo-
rithm was very effective at segmenting the characters during
continuous writing. The segmentation accuracy was 100%
in this study. We tested a set of 10 words for each word
length ranging from two to seven characters. Thus, a total
of 60 words was used to evaluate the segmentation accuracy
of the energy threshold algorithm for radar-based continuous
writing.

V. CONCLUSIONS
In this study, we classified characters using IR-UWB radar
sensors and deep learning through a CNN. In our proposed
method, 2D positioning data reflected from our hand in
midair is collected by radar sensors and preprocessed with a
localization algorithm before being transformed into tangent
ratio data along a slow time axis. The resulting image is
inputted to the CNN for character classification. An energy
threshold algorithm was also developed for accurate charac-
ter segmentation of continuous writing in midair. The main
objective of our study was to overcome the problems caused
by artifacts that occur in midair writing. We showed that
our proposed method using transformed images improved
the accuracy even for cases with artifacts. The accuracy was
improved by 8.2% for 10 characters. In addition, the energy

threshold algorithm accurately segmented the characters of
midair handwriting. In future research, we plan to extend our
work to all characters, including special characters, so that a
complete in-air keyboard can be developed.
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