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ABSTRACT Interactive sentiment analysis is an emerging, yet challenging, subtask of the natural language
processing problem. It aims to discover the affective state and sentimental change of each person in a
conversation, and has attracted an increasing attention from both academia and industry. Existing sentiment
analysis approaches are insufficient in modelling the interactions among people. However, the development
of new approaches are critically limited by the lack of labelled interactive sentiment datasets. In this
paper, we present a new conversational database that we have created and made publicly available, namely
ScenarioSA, for interactive sentiment analysis. We manually label 2,214 multi-turn English conversations
collected from various websites that provide online communication services. In comparison with existing
sentiment datasets, ScenarioSA (1) is no longer limited to one specific domain but covers a wide range
of topics and scenarios; (2) describes the interactions between two speakers of each conversation; and (3)
reflects the sentimental evolution of each speaker over the course of a conversation. Finally, we propose
an extension of interactive attention networks that could model the interactions, and compare various strong
sentiment analysis algorithms on ScenarioSA, demonstrating the need of novel interactive sentiment analysis
models and the potential of ScenarioSA to facilitate the development of such models.

INDEX TERMS Emotion recognition, natural language processing, opinion mining, sentiment analysis.

I. INTRODUCTION
Sentiment Analysis (SA) has been a core research topic in
Natural Language Processing (NLP). It aims at discover-
ing diversified subjective information implied in the given
natural language text [1]. Most existing sentiment analysis
approaches focus on identifying the polarity of commen-
taries or similar type of texts (i.e. movie reviews, product
reviews and twitter posts) at the document-, sentence- or

The associate editor coordinating the review of this manuscript and

approving it for publication was Mario Luca Bernardi .

aspect- levels [2], [3]. The commentary documents used in
these studies are in the form of individual narratives, without
involving interactions among the writers or speakers.

Along with the rapid development of WWW and social
networking services, such as WhatsAPP, Wechat and Twitter,
instant messaging has been a popular means of communica-
tion among people. As a result, a large volume of interactive
texts have been produced, which carry rich subjective infor-
mation [4]. Recognizing the polarity of the interactive texts
and its evolution with respect to people’s interaction is of a
great theoretical and practical significance. Hence, interactive
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TABLE 1. An example in ScenarioSA exhibiting the interactions between
A and B, the sentimental change, the affective states, and the jumpings in
logic of A, B, where 1=positive, −1=negative, 0=neutral. Note that the
final sentiment label of each speaker does not necessarily equal to the
sentiment label of the last turn.

sentiment analysis is becoming a new research direction, and
has attracted an increasing attention from both academia and
industry.

Interactive sentiment analysis aims to detect the affective
states of multiple speakers during and after an online conver-
sation, and study the sentimental change of each speaker in
the course of the interaction. Compared with the traditional
sentiment analysis, which only focuses on identifying the
polarity of independent individual, this goal is challenging
for three reasons: (1) in the interactive activities, the attitude
of each participant is influenced by other participants and
changes dynamically; (2) the interactions among people hide
a wealth of information, such as their social relationships,
environments and cultural backgrounds; (3) there could be
jumpings in speakers’ logical flow in the course of the inter-
action, which is different from an individual personal nar-
rative, in which each human expresses his or her opinions
logically and coherently [5]. Table 1 shows an example of
these phenomena.

However, the lack of publicly available interactive sen-
timent datasets has been a bottleneck for advancing inter-
active sentiment analysis models. Because an interactive
sentiment dataset is an indispensable element for bench-
marking systems and assessing the quality and potential of

interactive sentiment analysis algorithms. Tian et al. [4],
[6], [7] built a Chinese interactive corpus, which was col-
lected from a student community service, aiming to solve
the problem of emotional illiteracy in e-Learning services.
But this corpus was not described in detail. Ojamaa et al.
[8] used a lexicon based technology on the conversational
texts to extract the speaker’s attitude. Their dataset only
included 23 dialogue files, which were not suitable for
machine learning based assessments. Bhaskar et al. [9] pro-
posed to combine both acoustic and textual features for
emotion classification of audio conversations. The dataset
was an audio-visual database, rather than text dataset. Due
to the limited availability of sentiment-annotated interactive
text dataset, Bothe et al. [10] had to use the Vader senti-
ment analysis tool [11] to auto-annotate the sentiment labels
of two spoken interaction corpora for training their model.
Chen et al. [12] created an emotion corpus of multi-party
conversations. Based on their work, Poria et al. [13] pro-
posed a multimodal emotionlines dataset (MELD) to show
the importance of contextual and multimodal information for
emotion recognition in conversations. Both of their datasets
were collected from TV scripts. Their datasets only contained
the sentiment label of each utterance, while our dataset anno-
tated both the labels of each utterance and that of the overall
conversation.

To fill the gap, we present ScenarioSA,1 a high-quality
English conversational dataset with sentiment labels,
for interactive sentiment analysis. The dataset contains
2,214 multi-turn conversations, altogether over 24K utter-
ances. There are two speakers, anonymized asA andB in each
conversation. Each utterance ismanually labelledwith its cor-
responding sentiment polarity: positive, negative or neutral.
The final affective state of each participant is also labelled
when the conversation ends. Additionally, the conversations
in ScenarioSA cover more grounded and natural contexts,
such as shopping, college life, work, etc. The advantages of
ScenarioSA over existing sentiment datasets can be summa-
rized as follows: (1) broad coverage in various scenarios and
conversation styles; (2) unlike existing sentiment datasets,
ScenarioSA depicts the interactions between two speakers
of each conversation and reflects the sentimental evolution
of each speaker over the course of a conversation; (3) Sce-
narioSA introduces a new requirement for future sentiment
analysismodels: They should be able to identify the sentiment
polarities of each utterance and of each speaker at the end
of a conversation. A comparison of ScenarioSA with several
existing sentiment and dialogue datasets is shown in Table 2.

Finally, we design a comparative experiment on Scenar-
ioSA over a number of typical sentiment analysis models,
including a lexicon-based approach (which is SentiStrength),
two machine learning based algorithms (which are sup-
port vector machine and joint sentiment/topic model), four
popular neural network approaches: a convolutional neural

1The dataset is available on: https://github.com/yazhouzhang2008/
InteractiveSentimentDataset.
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TABLE 2. Comparison of ScenarioSA with other databases.

network (CNN), two long short-term memory (LSTM) net-
works, an interactive attention networks (IAN), and an
improved interactive attention networks with influence (IAN-
INF) that incorporates three learned influence matrices into
the output gate of each LSTM unit for obtaining hidden
states of words. Out results show that the IAN and AT-LSTM
models perform the best among all baselines, but only achieve
an accuracy of 63.3% on A, 72.8% on B and 61.5% on A,
72.3% on B, in comparison to 78.6% and 83.1% on SemEval
2014 [18], due to the challenges listed above. Through con-
sidering social influence, IAN-INF achieves better classifi-
cation accuracy results, which are 64.2% on A, 72.4% on B.
This indicates that the existing approaches cannot effectively
model the evolution of sentiment in interactive conversations
and new methodologies are required.

The major contributions of the work presented in this paper
are summarized as follows.
• We create a manually labelled large scale conversa-
tional dataset, ScenarioSA, for conversational sentiment
analysis.

• There are more than 24,000 utterances in ScenarioSA,
which makes our dataset suitable for machine/deep
learning based assessments.

• ScenarioSA not only indicates the final affective state of
each speaker, but also reflects the sentimental change of
each speaker in the conversation.

• We evaluate several typical sentiment analysis methods
over the ScenarioSA collection, showing that our dataset
would facilitate the development of future sentiment
analysis models.

The rest of this paper is organized as follows.
Section 2 gives a brief formulation of conversational senti-
ment analysis problem. Section 3 gives a brief introduction to
our ScenarioSA. In Section 4, we conduct a detailed analysis
of the ScenarioSA dataset, and describe the interactions
between speakers. In Section 5, we report and analyze the
empirical experiments. Section 6 concludes the paper and
points out a number of future research directions.

II. PROBLEM FORMULATION
The granularity of sentiment analysis can range from con-
versation, document, sentence to aspect levels. In this work,

we target determining the attitude of each speaker at the utter-
ance and conversation levels, in terms of positive (expressing
positive sentiment), negative (expressing negative sentiment)
and neutral (expressing unbiased sentiment or not expressing
any sentiment), but not bipolar (expressing both positive and
negative sentiment in one sentence). We assume that humans
prevailingly express only one main sentiment polarity [19].
When both positive and negative sentiment are implied in a
sentence, we believe that the author always leans towards one
of the two.

Moreover, we associate the speakers’ final affective states
with the polarities of utterances, allowing for finer-grained
sentiment analysis, such as at sentence (utterance) level. Sim-
ilarly, we also assume that the results of sentence level sen-
timent analysis can be aggregated in effective ways to obtain
high-level statistics: conversation-level sentiment analysis.

With the aforementioned assumptions, we formulate the
problem as follows:Given a multi-turn conversation between
speakers written in English, how to determine whether this
conversation carries subjective information and if it does,
what is the sentiment polarity of the conversation, then how
to depict the sentimental change of each speaker in the
conversation?

Now, referring to the example shown in Table 1, we for-
mulate each conversation in our ScenarioSA as a 4-tuple{(
si, uij, lij, pi

)
|i = A,B; j = 1, 2, . . . , n

}
. Specifically, n is

the number of speaker turns (n = 11 in Table 1). si denotes
the speakers A, B in the conversation. uij is the j-th utterance
expressed by the speaker si, for example, uA2 represents
the sentence: ‘‘How is that going?’’. lij is the corresponding
sentiment label of uij, lij ∈ [−1, 0, 1], denoting negative, neu-
tral, positive sentiment respectively. In Table 1, for example,
lA2 = 0. pi represents the final polarity of the speaker si,
pi ∈ [−1, 0, 1], e.g., in Table 1, we have pA = 1, pB = 1.
We take the speaker information si and the utterance uij as
input and produce its sentiment label lij as intermediate result,
then infer the final polarity indication of each speaker pi as
output.

III. DATASET CONSTRUCTION
In this section, we describe the process of creating our
ScenarioSA dataset and analyze its basic features.
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TABLE 3. The ScenarioSA dataset statistics.

A. DATA COLLECTION & PRE-PROCESSING
Our goal is to construct a large scale sentiment dataset to
support the interactive sentiment analysis task. First, we crawl
over 3,000 multi-turn English conversations from several
websites that support online communication.2 The conver-
sations are collected in the various daily life contexts and
cover a wide range of topics, such as shopping, work, travel,
and food. More details of the topics will be introduced in
Sec.IV-A. Each conversation is human written and thus is
more formal than the transcribed text from a spoken corpus
such as the First-encounter dialogue [8].

Since each conversation revolves around a certain topic,
it usually ends after a reasonable number of turns (less than
25 turns in our ScenarioSA). The crawled conversations are
clearly distinguishable from other dialogue datasets such as
Cornell Movie-Dialogues Corpus [17] and The NPS Chat
Corpus [20].

All the conversations are then pre-processed. Some of the
crawled conversations involve three or more participants.
We think the conversation amongmultiple speakers will exac-
erbate the jumpings in logic of each speaker. In this work,
we prefer studying the interactions between two speakers,
and thus discard those involving three or more speakers.
Further, for sake of privacy protection, we replace the first
speaker’s namewithA, the secondwithB, and replace others’
names mentioned in the conversation with NAME. We also
correct the spelling mistakes automatically, and check if each
conversation is composed of illegible characters.

After pre-processing, the ScenarioSA dataset contains
2,214 multi-turn conversations, altogether 24,072 utterances
and 228,047 word occurences. The average speaker turns
and average number of words per conversation is about 6
(turns) and 103 (words), respectively. The detailed statistics
are shown in Table 3.

B. ANNOTATION CRITERIA AND PROCEDURE
The pre-processed dataset is manually annotated with three
labels: −1, 0, 1. In order to guarantee the annotation quality,
we recruited five volunteers. They are all fluent in English,
and have a good knowledge in sentiment analysis. Before
labelling the whole dataset, they were instructed to indepen-
dently annotated 100 examples first, with the aim to minimise

2Note that the original copyright of all the conversations belongs to the
source owners, and the dataset is only for research purposes and cannot be
used for any commercial purposes.

ambiguity while strengthen the inter-annotator agreement.
We define the gold standard of a utterance or conversation
in terms of the label that receives the majority votes. The
annotation procedure consists of two steps:

1) SENTENCE (UTTERANCE)-LEVEL ANNOTATION
As we are interested in detecting sentimental change of each
speaker, the annotators were first asked to mark up each
sentence with one of the following three sentiment labels:
−1, 0, 1.

2) CONVERSATION-LEVEL ANNOTATION
In the second step, the annotators were instructed to tag
whether each speaker expresses positive, negative or neutral
opinion at the end of the conversation. The motivation of
adding this tag comes from our interest in developing a clas-
sification model to detect the affective state of each speaker
of the conversation.

Note that the final sentiment label of each speaker does
not necessarily equal to the sentiment label of the last turn.
Because in a few conversations, such as seeing a doctor,
the patient always shows thanks to the doctor in last turn, but
he still feels bad in the whole conversation. After calculation,
there are 578 (26.11%) conversations whose final sentiment
labels are different from the sentiment labels of the last turn.

C. AGREEMENT STUDY
After annotating the whole dataset, we assess the reliability
of our sentiment annotation procedure, through an agreement
study.

1) AGREEMENT ASSESSMENT
we first use the percent agreement calculation method to
calculate the average agreement. At the conversation level,
the average agreement among five annotators on three senti-
ment labels is about 78.6%. At the utterance level, the average
agreement is about 73.2%. Specifically, for the task of deter-
mining whether a conversation is subjective (i.e., positive
and negative) or objective (neutral), the average agreement
is 85.6%. For the task of determining whether a conversation
is positive or negative, the average agreement is 81.9%.

Moreover, we also introduce Kappa metric [21], which
is generally thought to be a another robust measure except
the aforementioned percent agreement calculation, to verify
inter-rater agreement for the dataset. The definition of κ is:

κ =
po − pe
1− pe

(1)

where p0 is the relative observed agreement among annota-
tors, and pe is the hypothetical probability of chance agree-
ment, using the observed data to calculate the probabilities
of each observer randomly seeing each category. If the anno-
tators are in complete agreement then κ = 1. If there is no
agreement among the annotators, then κ = 0. Applying our
formula for Kappa metric, we get κ = 0.57.
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TABLE 4. The probability distribution of the annotators’ judgments on
sentiment polarity.

To examine which pair of labels is the most difficult to
distinguish, Table 4 summarizes the probability distribution
of all annotators’ judgments. Each row describes the proba-
bilities of a finally assigned label being annotated as other
labels (including itself). For example, we finally assign a
−1 label to one utterance as the gold standard. However,
when annotating this utterance, different annotators may give
different labels (−1,0,1 are likely candidates). We check and
calculate the disagreement among annotators.We can observe
that it is most difficult to determine whether a conversation
is ‘‘neutral’’ or not. Further, a ‘‘negative’’ conversation can
sometimes be confused with ‘‘neutral’’.

2) ANNOTATOR-LEVEL NOISE
given the disagreement among annotators, we aim to evalu-
ate the accumulated noise level introduced by each of five
annotators. Similar to the work [22], we also associate the
noise level with the deviation from the gold standard labels.
The noise level of each annotators noise (annoi) is estimated
through accumulating the deviation frequency of the annota-
tions received from this annotator. Statistical results show that
there does exist one annotator (i.e., his noise level is 31.9%)
who yields more noisy annotations than the others (whose
noise levels are 10.6%, 13.4%, 16.1% and 18.3%). The noise
level reflects the reliability of annotators. When performing
annotation, we give higher weights to the opinions of the
annotators who have lower noise levels.

IV. DATASET ANALYSIS
In this section, a detailed analysis of the ScenarioSA dataset
is conducted, which shows that our dataset stands out in the
following aspects.

• ScenarioSA covers a wide range of topics.
• ScenarioSA describes the interactions between two
speakers, and exhibits how one speaker influences
another.

• ScenarioSA not only indicates the final affective state of
each speaker, but also reflects the sentimental change of
each speaker in the conversation.

A. TOPIC ANALYSIS
The topic information is critical for identifying the sentiment
polarity of the conversation. For example, when it comes to
accidents or crime, the speakers usually express negative atti-
tude. When it comes to romance or travel, the speakers usu-
ally feel good. The conversations in ScenarioSA, as described
above, are collected from several websites. When we were

FIGURE 1. The perplexity results on ScenarioSA.

crawling the raw data, we observed a fact that some conver-
sations have been labelled with their topics, while the others
have not. Therefore, we investigated our dataset carefully,
and empirically estimated the number of topics as around 15,
which in our belief, are enough to illustrate the diversity of
ScenarioSA.

Then we determine the topics based on those existing
labeled topics and newly extracted ones using topic mod-
elling. As one of the most popular topic models, latent
dirichlet allocation (LDA) is a probabilistic model with
interpretable topics. Hence, in this work, we choose LDA
model [23], which allows sets of observations to be explained
by unobserved sets, to mine the hidden topics in a collection
of conversations. In LDA, each document is viewed as a mix-
ture of topics, and each topic is viewed as a mixture of words.
Based on the assumption, the LDA model formulates a joint
probability distribution to describe the generative process:

p (zm,wm, θm8|α, β)

=

Nm∏
n

p
(
wm,n|φzm,n

)
· p
(
zm,n|θm

)
p (θm|α) p (8|β) (2)

where zm,n is the topic for the n-th word in a document m,
wm,n is the specific word, θm is the topic distribution for the
document m,8 is the word distribution for topic, α, β are the
parameters of the Dirichlet prior.

We consider each conversation as a document, and select
the top 10 words associated with each topic. We pick 5 to
20 topics to train the corresponding models, respectively,
and compute the perplexity of each model. The perplexity
results are shown in Figure 1. We can determine the number
of topics in ScenarioSA as 13, since it has a second low-
est perplexity. The derived topics from LDA are displayed
in Table 5, from which we can uncover a range of topics,
such as vote, apartment, school life, food, driving, and work.
Incorporating the topics that have been labelled, we cluster
all conversations into 13 categories, which are Apartment,
Financial transaction, Crime, Daily life, Romance, Traffic,
Food, Health, School life, Shopping, Travel, Vote and Work.
Figure 2 shows diverse topics and their statistics. Among

90656 VOLUME 8, 2020



Y. Zhang et al.: ScenarioSA: A Dyadic Conversational Database for Interactive SA

TABLE 5. List of the top 10 words associated with each topic.

FIGURE 2. Topic distributions in ScenarioSA.

the topics, Daily life (24.8%), Shopping (14.7%) and Work
(13.2%) are what people talk about the most, while Crime
and Vote are the least. Obviously, this is also in line with our
actual life.

B. ANALYSIS OF INTERACTION EFFECT
BETWEEN TWO SPEAKERS
Different from commentary documents, in which the affec-
tive states of the authors keep constant, the sentiment polar-
ity implied in the conversation is dynamically changing
with the conversation going on. The existence of interac-
tion effect requires a change of the sentiment evaluation
methodology.

In ScenarioSA, the interaction effect is defined as the
combined influence of one speaker on the others. When
an interaction effect is present, what one speaker says will
lead to a specific type of the other speaker’s response. For
example, in adjacency utterances, the first utterance actu-
ally determine how the second utterance is constructed. The
construction of the third utterance will be influenced by
both the first and the second utterances. Example inter-
action patterns include question-answer (service scenario),
offering-response (party scenario), apology-minimization
(work scenario), greeting-greeting (daily life scenario),
etc [24]. We summarize three main interaction patterns in
ScenarioSA as follows:

FIGURE 3. Interaction of A and B and their effect on the sentiment
polarity of A in the next turn.

1) QUESTION&ANSWER
In the service related scenarios, one speaker usually acts as
a questioner aiming to acquire some information. S/He is the
leader of a conversation, who will raise one question after
another until her/his need is met. The other speaker acts as a
service provider, who will answer the questions. About 347
(15.67%) conversations contain this pattern.

2) OFFERING&RESPONSE
In the party and similar scenarios, one speaker often throws
an invitation or gives some advice to the other. The other
speaker chooses to accept or reject it in response. It is an
active-passive relationship between two speakers. About 281
(12.69%) conversations contain this pattern.

3) GREETING&GREETING
In daily life scenarios, any speaker can initiate a conversation
through talking about the weather, the news or the work,
etc. The other speaker usually expresses her/his opinions for
exchanging information. They generally focus on a common
topic, and the role of them are equal. About 923 (41.68%)
conversations contain this pattern.

Then, we employ a statistics method, namely the interac-
tion plot [25], to check the interaction effect between two
speakers, A and B. If the lines are parallel, then there is no
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FIGURE 4. Three learned influence matrices. Different colors denote different influences. Yellow denotes great
influence, and deep blue represents small influence.

interaction effect. Conversely, the more non-parallel the lines
are, the greater the strength of the interaction.We consider the
sentiment polarities of A, B in the current turn as two ternary
variables PA and PB, and consider the sentiment polarity of A
in the next turn as a third variable PNextA. The interaction plot
is shown in Figure 3, which shows a clear interaction effect.

Last, since we have validated the existence of interaction
effect, we try to model the interactions between speakers
via the influence model [26], which is a generalization of
HMM for describing the influence each entity’s state has on
the others. Suppose there are C entities in the system, and
each entity e is associated with a finite set of possible states
1,2,. . . ,S. At different time t, each entity e is in one of the
states, denoted by qet ∈ {1, 2, . . . , S}. Each entity omits an
observable oet following the emission probability P

(
oet |q

e
t
)
.

Interaction effect is treated as the conditional dependence
between each entity’s current state qet at time t and the previ-
ous states of all entities q1t−1, q

2
t−1, . . . , q

C
t−1 at time t-1. The

conditional probability can be formulated as:

P
(
qet
∣∣ q1t−1, q2t−1, . . . , qet−1, . . . , qCt−1)

=

∑
c∈{1,2,...,C}

Re,c × Infl
(
qet |q

c
t−1
)

(3)

where R is a C × C influence matrix (Re,c represents the
element at the eth row and the cth column), t = 1, . . . ,T .
Infl

(
qet |q

c
t−1

)
is modeled using a S × S matrix M c,e, namely

Infl
(
qet |q

c
t−1

)
= M c,e

qct−1,q
e
t
, where M c,e

qct−1,q
e
t
represents the ele-

ment at the qct−1th row and qet th column of matrix M c,e. The
matrixM c,e is very similar to the transition matrix, which can
be simplified by two S × S matrices: Ec and Fc. Ec captures
the self-state transition i.e., Ec = M c,c, and Fc represents
adjacent state transition, i.e., Fc = M c,e,∀e 6= c. Therefore,
the dynamical influence model can be defined by parameters
R,E,F and P

(
oet |q

e
t
)
.

The detailed inference procedure for learning all parame-
ters refers to [26]. In this work, we can treat each speaker as an
entity, the conversation as the system. Each speaker also has
three hidden states (which are−1,0,1), representing positive,
negative and neutral. Hence, interaction effect here is set
to capture how each speaker’s affective states dynamically

change another speaker’s affective states. All parameters are
initialized randomly. After training, three influence matri-
ces are learned based on the above-mentioned three inter-
action patterns, as shown in Figure 4. We can observe that
there exist different types of influences in different inter-
action patterns, and different affective states have different
influences. Influence matri 1 describes influences existing
in the ‘‘Question&Answer’’ scenarios. We can see that the
questioner has great influence on himself or herself, and is
moderately affected by another participant. This indicates
that s/he is the leader of a conversation. Influence matrix 2
describes influences existing in the ‘‘Offering&Response’’
scenarios. We can see that the yellow part is positioned
in the lower left portion, which illustrates that the second
speaker is greatly influenced by the first speaker, before s/he
responds. Influence matrix 3 describes influences existing in
the ‘‘Greeting&Greeting’’ scenarios. We can see that each
speaker is greatly influenced by himself or herself, and also
has a moderate influence on the other speaker. The learned
influence matrices could simulate the interactions between
speakers.

C. SENTIMENT ANALYSIS
Since our conversations are collected from various scenarios,
there are many kinds of emotions in different conversations,
such as happiness, respect, fear, sadness, anger, etc. In this
work, happiness, admiration, respect, romance, etc., are seen
as positive emotions (1) while sadness, seeking help, fear,
anger, etc., are regarded as negative emotions (-1). We do not
underscore the distinction between objectivity and neutrality,
and prefer using the same label (0) to annotate both polarities.

In order to depict the sentimental change of each speaker,
we manually label the sentiment polarity of each utterance
and the final affective state of each speaker when the conver-
sation ends. Finally, we obtain nine (3×3) possible combina-
tions of labels. We count the distribution of sentiment labels,
as shown in Figure 5.

Take the sentiment labels of A as an example, we notice
that the proportion of the sentiment polarity of A being
positive, namely, A = 1, is 43.2%, the proportion of A = −1
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FIGURE 5. The distribution of sentiment labels.

(negative) and A = 0 (neutral) are 25.7% and 31.1%
respectively. This indicates that our ScenarioSA is
well-proportioned on sentiment information. The proportion
of (A = 1, B = 1), (A = 0, B = 0) and (A = −1, B = −1)
are 36.0%, 16.1%, and 15.8% respectively. This shows that
two speakers could achieve consensus after communicating
inmost scenarios.We find about 1615 (72.9%) conversations,
in which the final affective states of two speakers change,
comparing with their initial states, because of the interaction
effect.

V. EVALUATION WITH ScenarioSA
Note that this paper focuses on presenting an interactive
sentiment dataset, demonstrating the need of novel interactive
sentiment analysis models and the potential of the dataset to
facilitate the development of such models, rather than model
designing. Hence, in this section, we propose an extension
of interactive attention networks, and evaluate several strong
sentiment analysis methods over the ScenarioSA collection,
checking whether existing sentiment analysis models could
effectively solve interactive sentiment analysis problem or
not.

A. EXPERIMENTAL SETTINGS
1) OUR MAIN RESEARCH QUESTIONS
(1) Is interactive sentiment analysis problem a challenging
task? (2) How to identify the final affective state of each
speaker? (3) How to depict the sentimental change of each
speaker in a conversation?

To address (1), we introduce a few comparative models,
including lexicon-based and machine/deep learning based
methods, and evaluate their performance, demonstrating that
these existing models perform poorly on ScenarioSA. It is
necessary to design novel interactive sentiment models.
To answer (2), we run all baselines on a ternary senti-
ment classification task, and predict the sentiment label of
each utterance. We employ four strategies to obtain the final
label of each speaker. Since the sentiment label of the last
turn is very correlated to the overall sentiment, then the
first strategy is only checking the sentiment label of the last

utterance and compare that against the final label, called
Simple Baseline here. The second is summing up the labels of
each utterance belonging to each speaker, if the sum is greater
than 0, the final label is seen as positive; if the sum is less
than 0, the final label is seen as negativel if the sum equals
to 0, the label is neutral. The third one is assigning different
weights to different utterances, where the weights are learned
from the dataset. Generally, we assume that the utterances
which are nearer to the end of the conversationwould have the
greater weights. The last is a quantum Interference inspired
multimodal decision fusion (QIMF) strategy, which was pro-
posed in the work [27]. Compared with other fusion methods,
the QIMF strategy considers the correlation among data at the
decision level. To answer (3), based on the labels obtained in
the previous step, we compare the predicted label with the
true label, and check whether the sentiment of each speaker
changes.

2) PRE-PROCESSING, EVALUATION METRICS
We first remove the stop words using a standard stopword
list from the Python’s NLTK package [28]. However, we do
not filter out the punctuations, since some punctuations such
as question mark, exclamation point tend to carry subjective
information. We adopt Precision, Recall, F1 score, Accu-
racy as the evaluation metrics.

B. COMPARATIVE MODELS AND PARAMETERS SETTINGS
1) SentiStrength
SentiStrength [29] is a lexicon based method. It assigns to
each utterance three sentiment strengths: a negative strength
between−1 to−5, a positive strength between+1 to+5, and
a neutral strength with 0.

2) SVM
We use the bag of words method to generate histograms
of word frequencies, and train an SVM classifier to ana-
lyze the polarity of each utterance. We set the kernel
function to ‘‘linear’’. Other weights are set as the default
values.

3) JST
In order to validate the importance of topics, we use the
joint sentiment/topic (JST) model [30] to detect sentiments
and topics simultaneously. Similar to the work [30], we also
use the prior information. In the JST model implementa-
tion, we set the symmetric prior β = 0.01, the symmetric
prior γ = 2.

4) CNN
We employ a CNN [31] including a convolutional layer,
a pooling layer, a fully connected layer. It is trained
on top of word embeddings for utterance-level classi-
fication tasks. We set the learning rate to 0.01, batch
size to 60 and the dimensionality of word embeddings
to 300.
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FIGURE 6. The core component of the IAN-INF model.

5) LSTM & AT-LSTM
We implement a standard LSTM [32] and an attention based
LSTM [33]. We append the topic words into the input word
vectors for computing attention weights. The epoch is set to
30 and the batch size to 60. The dimensionalities of word
embeddings and attention vectors are set to 300.

6) IAN
Taking the words that have the largest tf-idf values as the
aspects, the IAN [34] is used to generate the representations
for utterances. The dimensionalities of word embeddings,
attention vectors and LSTM hidden states are set to 300,
the dropout rate is set to 0.5.

During the conversation, influence would control the
affected speaker’s response. That is, influence affects what
information one speaker is going to flow out, which is sim-
ilar to the role of the output gate in the LSTM network.
Hence, we extend IAN through incorporating influence into
the output gate of each LSTM unit. We call this generaliza-
tion interactive attention networks with influence (IAN-INF),
described as follows. The core component of the IAN-INF is
shown in Figure 6.

7) IAN-INF
We combine the output gate of each LSTM unit in IAN with
the learned influence to constitute new output gate. This new
output gate has considered the previous speaker’s influence,
when producing the target representation and context repre-
sentation. This procedure could be written as:

ot = σ (Wwo · wt +Who · ht−1 + bo)+ σ (Rk · wt) (4)

where wt is word embeddings,W and b denote weight matri-
ces and biases respectively. Rk ∈ {R1,R2,R3} denotes three
learned influence matrices. The dimensionalities of word
embeddings, attention vectors and LSTM hidden states are
set to 300, the dropout rate is set to 0.5.

C. RESULTS ON ScenarioSA
The performance of the comparative models is summarized
in Table 6. We can observe: (1) almost all the models using
the QIMF and weighted combination strategies achieve a
better performance. As we expected, this indicates that the

weighted combination andQIMF strategies are superior to the
summation strategy and Simple Baseline. Moreover, through
adding an interference term, the QIMF strategy outperforms
the weighted combination strategy. We believe that the QIMF
strategy could more effectively incorporate some comple-
mentary decision information when data fusing. This shows
that the QIMF strategy is an effective data fusion strategy,
which has its mathematical principle. (2) For the QIMF and
weighted combination strategy, all the models get better clas-
sification results on the speaker B than those on A. (3) For
the summation strategy and Simple Baseline, the results are
in the other way around. As each conversation is initiated
by the speaker A, we think that A is the goal-setting one
who releases some information. B often acts as the passive
information consumer, whose final affective state changes
more intensively in comparison with her/his initial emo-
tional state. Hence, the models that use the summation strat-
egy and the label of the last turn perform poorly on the
speaker B. (4) Since the label of the last turn is correlated
to the overall sentiment, we only check the label of the
last utterance and compare it against the final label, namely,
Simple Baseline. For IAN-INF model, the accuracy results
of A, B are 0.592, 0.546, while the original results (the
QIMF strategy) are 0.642, 0.724, declining by 10.0% and
32.6% respectively. For IAN model, the accuracy results of
A, B are 0.588, 0.533, while the original results (the QIMF
strategy) are 0.633, 0.728, declining by 7.7% and 36.6%
respectively. For AT-LSTM model, the accuracy results of
A, B are 0.561, 0.514, while the original results (the QIMF
strategy) are 0.615, 0.723, declining by 9.6% and 40.7%
respectively. From all these results, we can draw a conclu-
sion that it is necessary to develop better fusion method
for interactive sentiment analysis. Only checking the senti-
ment label of the last turn or summing up the labels is not
enough.

Specifically, for the weighted combination strategy,
the SentiStrength has theworst performance, showing that the
lexicon-based approach is not an effective way. JST outper-
forms SentiStrength, which verifies the significance of topics.
SVM, CNN and LSTM outperform SentiStrength on all met-
rics, but their accuracy results do not exceed 60% on A and
70% on B. Through incorporating the attention mechanism,
AT-LSTM and IAN achieve the best performance among
all baselines. Their accuracy results achieve 61%, 64.4% on
A and 71.4%, 70.7% on B. However, compared with their
accuracy results (which are 78.6% and 83.1%) on SemEval
2014 (a standard sentiment analysis collection), they drop by
about 22% on A and 10% on B. Through making a simple
extension, i.e., incorporating the influence score into the orig-
inal output gate of each LSTM unit, IAN-INF achieves the
best classification results on all metrics. Compare with IAN,
the accuracy results of A, B have increased by 2.2% and 1.6%.
This proves that considering social interactions is important
for improving the classification performance. It is necessary
to model the interaction information when designing future
interactive sentiment analysis models.
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TABLE 6. Performance of all baselines on ScenarioSA. The best performing system is indicated in bold.

VOLUME 8, 2020 90661



Y. Zhang et al.: ScenarioSA: A Dyadic Conversational Database for Interactive SA

FIGURE 7. The sentimental change of the speaker A and B. We make
small vertical shifts for illustration.

For the QIMF strategy, we can get similar observations.
In this work, we relax the constraint on the coefficients so
that α2 plus β2 does not necessarily equal to one. We tune
free parameters α, β to make α2 = 0.7,β2 = 0.7. When
cosθ = −0.2 onA and cosθ = 0.8 onB,mostmodels achieve
their highest classification scores. This shows that there
exists slightly negative interference effect for A’s labels, and
strongly positive interference effect for B’s labels. Finally,
SentiStrength and SVM perform the worst, while CNN and
LSTM perform better. AT-LSTM, IAN and IAN-INF achieve
a noticeable improvement over the above models. IAN-INF
achieves best performance in terms of precision, f1 and
accuracy on A, which shows that IAN-INF is an effective
extension of IAN. Combining the interaction information
does boost performance. However, we notice that it gets
the second best performance on B, which shows that only
simple modifying the output gate is not enough. We need to
develop more refined interactive sentiment analysis models
in the future.

Figure 7 shows the comparison of the predicted sentimental
change using SVM, CNN, AT-LSTM, IAN, IAN-INF and
the actual sentimental change of A, B. We see that only the
IAN and IAN-INF models accurately capture the sentimental
change of B, but none of them could accurately capture the
sentimental change of A.

In summary, we can draw a conclusion that interac-
tive sentiment analysis is a challenging task. ScenarioSA
could describe the interactions between speakers, which
would facilitate the development of future sentiment analysis
models.

VI. CONCLUSIONS AND FUTURE WORK
We present ScenarioSA, a manually labelled conversational
dataset for interactive sentiment analysis. Compared with
prior sentiment datasets, ScenarioSA covers 13 scenarios
ranging from daily life, work to politics, exhibits the sen-
timent interactions between two speakers, and reflects the
sentimental change of each speaker. Experimental results
from a proposed extension of IANmodel and several state-of-
the-art sentiment analysis models demonstrate that interactive
sentiment analysis is a challenging task, and ScenarioSA can
benefit the development of new methodologies.

In the future, on the one hand, we could improve annotation
instructions, annotation guidelines and introduce more expert
annotators and native speakers for increasing annotator agree-
ment.Moreover, wemay improve themanner of selecting and
combining annotations from different annotators, e.g., only
using conversations where full agreement between annotators
exists. Some conversations will not be used in case only
conversations with full agreement are used. Hence, more
annotated conversations would be required. We may recruit
more annotators per conversation, and discard annotators that
annotate significantly different from other annotators, etc.

On the other hand, we will develop an elaborate interactive
sentiment analysis model that considers the complex interac-
tions. We would conduct detailed analysis of human inter-
actions. Since the interactive sentiment analysis is not just
a classification task, but involves a subjective and complex
cognition process, considering this problem from a cognitive
perspective is a fascinating new direction.
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