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ABSTRACT Human action recognition is an important research topic in the field of computer vision
due to its application values. Recently, a variety of approaches based on deep learning features have been
proposed due to the effectiveness of deep neural networks. But most of these approaches are not able to fully
extract spatiotemporal features from videos, because of the lack of consideration of the diversity of scales
in temporal domain. In this paper, we propose a two-stream convolutional network with long-short-term
spatiotemporal features (LSF CNN) for human action recognition task. The network is mainly composed
of two subnetworks. One is long-term spatiotemporal features extraction network (LT-Net) that takes the
stacked RGB images as inputs. Another one is short-term spatiotemporal features extraction network (ST-
Net) that takes the optical flow as input, which is estimated from two adjacent frames. The two-scale
spatiotemporal features are fused in the fully-connected layer and fed into the linear support vector machine
(SVM). We also propose a new expression for optical flow field, which is proved to have better performance
than traditional expression in action recognition problem. With two-stream architecture, the network can
fully learn deep features in both spatial and temporal domains. The experimental results on HMDB51 and
UCF101 datasets indicated that the proposed approach improves the action recognition accuracy by using
the long-short-term spatiotemporal information.

INDEX TERMS Action Recognition, convolutional networks, optical flow, spatiotemporal features.

I. INTRODUCTION
Human action recognition, which classifies the human behav-
iors in videos, is one of the most important active areas
in computer vision. It has high application value in the
field of video surveillance [1], [2], virtual reality [3], intel-
ligent human computer interface [4], etc. Although exten-
sive researches have been done on this topic, video-based
action recognition is still a challenging issue due to the
complex background, object’s appearance and the diversity
of behavior types. Video can be regarded as composed of
image sequences, including temporal domain information
and spatial domain information. Therefore, the main difficul-
ties of action recognition are the diversity of behavior scales
in temporal domain and the moving object appearance in
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spatial domain. Compared with image recognition, due to the
introduction of time dimension, the intra class diversity of
behavior samples are more abundant. Feature extraction of
video data is very difficult, especially the feature extraction
in temporal domain because of different action lengths.

Spatiotemporal feature extraction is an essential and core
step for visual recognition task. Several classic methods
attempted to extract more local features from the local space-
time cube. These approaches normally constructed feature
descriptors using video patches. These descriptors [5]–[9]
have been proven to be able to represent video informa-
tion effectively. Recently, the Convolutional Neural Networks
(CNN) [10] based approaches have been widely used for
computer vision, such as image classification [11], [12],
image segmentation [13], face recognition [14], [15], fore-
ground detection [16], target tracking [17], [18], etc. CNNs
have been proven that they can efficiently extract spatial
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features from static image. However, traditional CNNs are not
able to extract motion information [19], [20], which is impor-
tant in video analysis. Consequently, 2D-CNN has some
limitations in dealing with the problem of video informa-
tion recognition. Many CNN-based algorithms [21]–[29] for
extracting spatiotemporal features have been proposed. These
algorithms have demonstrated that deep learningmethods can
be used for video recognition task. Reference [21] presented
a 3D CNNs structure to capture spatiotemporal features from
videos. Some algorithms [22], [23] have been developed to
compute the optical flow field as the motion features in
videos. Although some action recognition approaches took
motion information into account, they usually took the single
scale optical flow image or single scale image sequence as the
input sample. These approaches do not take the diversity of
behavior scales in temporal domain account into. Therefore,
most of these works have limited ability to capture more
discriminative information for video recognition.

FIGURE 1. Flowchart of our proposed approach for action recognition.

In this paper, we propose a novel action recogni-
tion approach with long-short-term spatiotemporal features
extraction convolutional network (LSF CNN), which is based
on 3D convolutional network and 2D convolutional network.
The proposed network uses a two-stream network, which
is composed of two subnetworks. One is long-term spa-
tiotemporal features extraction network (LT-Net), and another
one is short-term spatiotemporal features extraction network
(ST-Net). Firstly, a sequence of images sampled from video
are taken as inputs of LT-Net to capture long-term spatiotem-
poral features. Then an optical flow image obtained from two
adjacent images is taken as input of ST-Net to capture short-
term spatiotemporal features. Finally, these two-scale spa-
tiotemporal features are concatenated in the fully-connected
layer and fed into an SVM [30]. Figure 1 shows the flowchart

of the proposed approach for action recognition. Our key
contributions of this work are summarized as follows:
• We propose a novel two-stream convolution network
structure for human action recognition. The network can
learn both short-term spatiotemporal features and long-
term spatiotemporal features, which are important for
video action recognition task. By introducing two-scale
spatiotemporal features, the network can extract more
comprehensive information in both spatial and temporal
effectively. Therefore, the proposed two-stream network
structure has good performance for action recognition in
real scenes.

• We present an extensive experimental analysis on pub-
lic datasets to demonstrates the effectiveness of our
approach over state-of-the-art.

• We propose a new expression of optical flow image
which is like RGB image consist of three-channel data
to improve the effectiveness of the network.

• The proposed LSF CNN is a novel framework that uses
a two-stream structure to build a convolutional network
from video data to action classification results. It also
can be used as a common feature extractor to complete
other visual recognition task.

The remaining parts of this paper are organized as fol-
lows. In Section 2, we introduce the related researches.
Section 3 thoroughly explains the proposed approach for
action recognition. Experiment and analysis are described in
Section 4. In the end, Section 5 presents our conclusions.

II. RELATED WORK
Action recognition has been studied for decades. Many meth-
ods for human action recognition have been proposed. But it
is still a challenging task due to the large number of action
categories, different action lengths, different object’s appear-
ance, complex background motion, etc. Most of these meth-
ods are based on spatiotemporal feature extraction. In this
section, we briefly review the related works based on spa-
tiotemporal features that most relevant to our work.

Extracting motion and spatial information has been studied
for decades, which is still a challenge due to the motion
of cameras, different viewpoint, changing light, noise, etc.
Early, studies on human action recognition focused on
designing handcrafted descriptors to represent video infor-
mation. Among them, most methods are based on spatiotem-
poral point detection, such as dense trajectories [31], [32].
Peng et al. [33] introduced bag of visual words for video
representation. Reference [34] explored learning the adja-
cent frames to represent a video in a single dynamic image
used for video analysis. Lately, [35] combined foreground
trajectory with traditional features descriptors and obtained
better performance than traditional dense trajectory method.
Most of the handcrafted action video representations were
obtained by tracking the motion points throughout the entire
video. Therefore, these methods are sensitive to noise and
have limited capability to obtain more discriminative infor-
mation in real scenes. Furthermore, it is difficult to design
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an outstanding handcrafted descriptor to represent complex
video data.

Encouraged by the great success of CNN model for image
recognition [36]–[40], there are a lot of attempts to employ
deep learning methods for action recognition. Ji et al. [21]
extended the 2D CNN for images to 3D CNN by convoluting
the local space-time of multi-frame images. This method
was a good attempt of deep learning model in the field of
behavior recognition and obtained an excellent achievement
in real scene datasets. Then, Du et al. [29] modified tra-
ditional 2D kernels and introduce the 3D CNNs for spa-
tiotemporal features. One issue with 3D CNNs model is
that it takes a single scale image sequence as the input of
network to capture the single scale spatiotemporal features.
Karpathy et al. [19] used slow fusion model to fuse different
images in video and constructed a CNN model of image
sequence. Via this fusion method, the video sequence infor-
mation can be effectively added to network, and the expres-
sion ability of behavior characteristics can be improved. But
the input of the model is a single image selected from a video.
Lately, many algorithms have been developed using optical
flow as themotion information in videos. Simonyan et al. [22]
introduced a two-stream network for action recognition,
which takes a single RGB image (spatial information) and a
stack of optical flow images (temporal information) as inputs.
Feichtenhofer et al. [23] proposed a two-stream network with
new fusion method. And each stream is still regular 2D CNN.
[41] discovered one of the limiting factors about the optical
flow. Optical flow is the apparent motion of intensity values,
which can be produced by lighting changeswithout any actual
motion. Therefore, the optical flow representation of real
motion information has limitations. Shao et al. [42] proposed
a spatiotemporal Laplacian pyramid coding method for video
representation. Wang et al. [43] combined dense trajectory
with CNN and proposed a method of using CNN to express
trajectory features. Like [43], Lu et al. [44] also combined
trajectory pooling method with 3D CNNs and introduced a
multi-scale trajectory pooled 3D convolutional descriptor for
action recognition. Wang et al. [45] introduced a multi-level
video representation by stacking the activations of motion
features, atoms and phrases. Zhao et al. [46] proposed an
efficient pooling method called Line pooling, which pools
stacked features along the timeline. Varol et al. [47] pro-
posed a long-term 3D CNN to capture long-term temporal
information. Uddin et al. [48] proposed a handcrafted feature
descriptor, namely Weber’s law-based Volume Local Gra-
dient Ternary Pattern (WVLGTP) and a new convolutional
network to extract deep spatial feature. Then, fusing the
handcrafted spatiotemporal feature and deep spatial feature
for action recognition.

III. PROPOSED METHOD
There are usually two main steps for actions recognition,
including action video representation extraction and classi-
fier training. Spatiotemporal features are extremely important
for the descriptor of behavior. Most of the current methods

take a single image or a single clip as input of the model.
These approaches are not able to fully extract spatiotemporal
features from videos due to the lack of consideration of the
diversity of scales in temporal domain.

In this work, we propose a novel action recognition
approach. The proposed method employs a two-stream CNN
Network structure to fuse short-term spatiotemporal features
and long-term spatiotemporal features. Two-scale spatiotem-
poral features have been proven that can improve the results
for action recognition, because the action in video has dif-
ferent lengths. First, we employ 3D convolutional network to
extract long-term spatiotemporal features from clip selected
from video. Then, we estimate the optical flow from two adja-
cent frames selected from clip and transform the optical flow.
We employ 2D convolutional network to extract short-term
spatiotemporal features from optical flow. Finally, we fuse
long-term spatiotemporal features and short-term spatiotem-
poral features in fully-connected layer and feed the fusion
features into an SVM [30] to achieve the final recognition
predictions. In this section, we introduce the details of our
proposed approach for human actions recognition.

A. NETWORK STRUCTURE
Our proposed deep spatiotemporal features extraction model
includes two subnetworks. The stacked RGB frames (capture
long-term spatiotemporal features) and optical flow image
(capture short-term spatiotemporal features) as input samples
of the network. The combination of them has been proved to
be effective.

In order to fully extract the spatial and temporal features
of video data, a two-stream convolution network model is
proposed. The two-stream convolutional model in this paper
includes stacked static images express structure and optical
flow images express structure, as shown in Figure 2. In the
static images express structure, stacked RGB images are used
as inputs, and C3D [29] network is used to extract long-term
spatiotemporal features of videos. In the optical flow images
express structure, three-channel optical flow graph is used as
input, and VGG16 [50] network is used to extract short-term
spatiotemporal features of videos.

A video V is partitioned into N clips and the clip con-
tains 16 frames. V = {Ck}Nk=1, where Ck is the k-th clip.
Ck = {It }m1 , where It is the t-th frame. The top convo-
lution network structure operates on adjacent video clips,
effectively capturing long-term spatiotemporal features from
stacked still images for action recognition. The bottom con-
volutional network structure operates on optical flow images,
effectively capturing short-term spatiotemporal features from
optical flow images for action recognition. One video clip
and one optical flow image are sampled from video V and
they are used as the inputs of LT-Net stream and ST-Net
stream, respectively. Each video clip and optical flow image
are processed by the proposed two-stream CNN, then a per-
clip action prediction is obtained. After processing all the
clips, a series of clips results are obtained by the two-stream
model. And then getting the prediction results of the whole
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FIGURE 2. The proposed two stream CNN architecture.

video by counting the results of all cut clips. The architecture
of the proposed CNN model presented in Figure 2. We will
introduce the proposed action recognition model in detail
below.

B. LONG-TERM SPATIOTEMPORAL FEATURES EXTRACTION
In order to improve the performance of the spatiotempo-
ral features, we propose long-term spatiotemporal features
which represent both spatial and temporal information. Long-
term spatiotemporal features in video play an important role
for action recognition task. For example, run, walk, shoot ball
and some other actions look like the same behavior in a short
time. How to distinguish these behaviors, long-term spa-
tiotemporal feature extraction is particularly important. For
extracting long-term spatiotemporal features, LN-Net takes
stacked RGB images as inputs. We employ 3D convolutions
to process multiple consecutive pictures. In 3D convolutional
network, 2D convolutions are converted to 3D by inflating
filters from square to cubic. 3D convolutions are a natural
generalization of 2D convolutions for video data which is
3D. Therefore, 3D convolutions have strong spatiotemporal
feature representation capability. In this work, we choose
C3D [29] as the backbone network, which can capture long-
term spatiotemporal features from stacked RGB images. The
input of model is the sequence that obtained from video clips,
as shown in Figure 3. This stream features extraction network
structure contains 8 convolution layers and 5 pooling layers.
There is only one type of convolution filter, i.e. 3 × 3 × 3
with stride 1× 1× 1. Pooling layers are 2× 2× 2 with stride
2×2×2 except for the first pooling layer which has kernel size
of 1×2×2 due to preserving the temporal information in early
phase. The number of filters per layer is shown in Figure 2.
16-frame clips with an overlap of 15 frames are selected from
video and they are used as the inputs of LT-Net. For 3D
convolutions network, there is an obvious challenge that it
is difficult to train due to the number of model parameters.

FIGURE 3. The Input for Long-term Spatiotemporal Features Extraction
Network.

We can get more data from videos as training samples by
setting adjacent clips with an overlap of 15 frames.

C. SHORT -TERM SPATIOTEMPORAL
FEATURES EXTRACTION
1) OPTICAL FLOW EXTRACTION
video is usually expressed by continuous multi-frame images
in temporal domain, so extracting temporal feature informa-
tion is a very important step for video analysis. For action
recognition, short-term temporal features have been demon-
strated can be effective [22,23]. In this paper, the optical
flow information is used as the input of ST-Net to capture
short-term spatiotemporal features. Brox [49] optical flow
is used to estimate the motion field of adjacent frames, and
the estimated motion field is normalized. The two-channel
optical flow field is transformed into a three-channel form,
which is consistent with the dimension of RGB image. During
the training period, we can initialize the net with a model pre-
trained on RGB image dataset.

The two channels of optical flow graph are not color chan-
nels of RGB image, but two velocity vector channels. In order
to transform optical flow information into three-channel opti-
cal flow graph F , θ ∈[0,2π ] andM are introduced. The three
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channels of optical flow graph F are represented as:

F1 = sin θ =
u
M
, (1)

F2 = cos θ =
v
M
, (2)

F3 = M =
√
u2 + v2, (3)

In Figure 4, we visualize the optical flow, the top line
frames are the original images, which selected from image
sequence. The second line images show the displacement
of pixels in y direction and the third line images show the
displacement of pixels in x direction. Three-channel optical
flow images are shown in the bottom line.

FIGURE 4. (a) Original images (b) the displacement of pixels in y
direction (c) the displacement of pixels in x direction (d)three-channel
optical flow images.

FIGURE 5. The Input for Short-term Spatiotemporal Features Extraction
Network.

2) ST-NET STRUCTURE
To improve the performance of short-term temporal features,
we introduce 2D convolutions which have strong spatial
feature representation capability. Optical flow images as the
input samples of 2D convolutions network. In this work,
we employ VGG16[50] as the backbone network, which
can capture short-term spatiotemporal features from optical
flow information. The input of the model is a three-channel
optical flow image that extracted from two adjacent frames
which selected from clip, as shown in Figure 5. Short-term

spatiotemporal features extraction network structure contains
13 convolution layers and 5 pooling layers. The convolution
layers extract spatiotemporal feature maps and the pooling
layers decrease the dimensionality of feature maps. Further-
more, the convolution layers followed by the batch normal-
ization (BN) layers and Rectified Liner Unit (ReLU) which
are benefit to decrease training time and to overcome over-
fitting. ST-Net takes single optical flow image as the input
with size 256 × 256 × 3, which capture short-term spa-
tiotemporal information from two adjacent frames. In this
network, there is only one type of filter, i.e. 3 × 3. The
number of filters per layer is shown in Figure 2. Normally,
action videos contain different objects which perform differ-
ent speed behaviors. The appearance information represented
by spatial feature and the short-term temporal information
represented by optical flow. There are differences in behav-
ior on time scale. Different scale spatiotemporal features
need to be considered in feature extraction. Therefore, short-
term spatiotemporal information is also important for action
recognition.

D. NETWORKS TRAINING AND CLASSIFICATION
1) TRAINING METHOD
The proposed network employs a two-stream network, which
is composed of two subnetworks. It is difficult to train the
whole network from end to end. Since the limited number
of samples and complex model, they are easy to cause over-
fitting problem when training network. In this paper, LT-Net
and ST-Net are trained separately. Pre-training model and
data augmentation strategies are employed to solve the over-
fitting problem. LT-Net and ST-Net are trained using public
action recognition datasets with fine-tuning method. We ini-
tialize LT-Net with a model pre-trained on Sport-M [19]
which is the largest video recognition benchmark. Since
ST-Net takes three-channel optical flow image as input,
the pre-training model on ImageNet [51] can be employed
to initialize the ST-Net. During training period, every labeled
video is partitioned into N clips to be train samples for
LT-Net. Each clip contains 16 frames. We can obtain more
data from the video as training samples by setting adjacent
clips with an overlap of 15 frames. For each clip, fifteen
optical flow images are calculated to be the train samples
for ST-Net. LT-Net and ST-Net are both trained with cross
entropy loss function. The loss function is the same as
C3D net [29]. Training is done by the stochastic gradient
descent (SGD) algorithm.

2) CLASSIFICATION USING SVM
After training, the two subnetworks can be used as feature
extractors. To extract long-term spatiotemporal features, a
video is split into 16-frame long clips with a 15-frame overlap
between two consecutive clips. To extract short-term spa-
tiotemporal features, two consecutive images are selected
from the 16-frame long clips. After extracting spatiotemporal
features, short-term spatiotemporal features and long-term
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FIGURE 6. Sample frames of datasets.

spatiotemporal features are concatenated and fed into SVM
for classification. SVM is a common classifier for pattern
recognition. The performance of SVM is completely depen-
dent on support vector. The complexity of trained model is
determined by the number of support vectors, not by the
dimension of data. Therefore, SVM is not easy to over fitting.

And SVM is suitable for individual training. In this paper,
LT-Net, ST-Net and SVM are trained separately. Therefore,
we utilize SVMwith the RBF kernel function [30] to classify
the actions via the feature vector. During training phase,
model is trained with hinge loss function [30].

IV. EXPERIMENT
To compare the performance of the proposed LSF CNN
model with the current state-of-the-art methods, we first eval-
uated the proposed three-channel optical flow and the LSF
CNNon two public datasets: UCF101[52] andHMDB51[53].
Then the role of the fusion of long-term and short-term
spatiotemporal features was investigated by comparing the
results with both LT-Net and ST-Net.

A. DATASETS
HMDB51 dataset is consists of 6766 video clips with
51 classes of human actions. The spatial resolution is
320× 240. All these videos are obtained from YouTube and
digital movies. HMDB51 dataset is a very challenging dataset
since most of the videos are taken by non-fixed cameras in
real scenes. There are a lot of facial, limb and interactive
actions.

The UCF101 dataset is set up by the University of Florida.
It is one of the largest human action datasets, which con-
sists of 13,320 video clips with 101 action classes. The
videos are divided into 25 groups and each group contains
at least 100 videos. Video lengths range from 29 frames to
1776 frames. The spatial resolution is 320 × 240. Video
shooting scene is more complex since there are background
disturbance, camera motion, scale and illumination changes.

Both datasets are divided into three splits, and the average
accuracy of the three splits is used to evaluate the algorithm.
Some examples from the datasets are presented in Figure 6.

B. IMPLEMENTATION DETAILS
We used pytorch [54] to implement our algorithm. The plat-
form used in experiment uses Intel Xeon(R) CPU, and Nvidia
K80 GPU. We used MATLAB to complete optical flow esti-
mate operation.

Firstly, we performed the pre-processing operations that
include optical flow extraction and transformation. Then,
we trained the two streams networks separately. For training
LT-Net, the stochastic gradient descent (SGD) algorithm is
employed with a batch size of 20. We set a learning rate
0.005 for long-term spatiotemporal features extraction. The
input unit size is 112×112×3×16. For training ST-Net, train-
ing is done by SGD with a batch size of 32. We set a learning
rate 0.001 for short-term spatiotemporal features extraction.
As datasets for action recognition are significantly smaller
than datasets for image classification, the chance of overfit-
ting occurring in action recognition is higher. Therefore, data
augmentation is crucial for the performance of our method.
During training phase, we randomly extract four regions that
are the center or corners of the image. After training, the two
models can be used as descriptors extractor. During testing
phase, a 16-frame long clip sampled and an optical flow
image form an input unit. And the optical flow image is
calculated from the middle two images of 16-frame long clip.
For video prediction, we count clip predictions of all the clips
which are sampled from the whole video. For both datasets,
researchers provide three splits into training and testing data.
The performance is measured by the mean accuracy of three
splits.

C. EXPERIMENTAL RESULTS AND ANALYSIS
We performed various experiments on the action datasets
to investigate the effectiveness of the proposed method to
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recognize human actions. The public action datasets were
divided into training set and test set. The researchers who built
the public action datasets randomly selected 70% of the data
as the training set and the remaining 30% as the test set. And
random sampling three times forming three splits on each
dataset. The performance is measured by the mean recogni-
tion accuracy across three splits. In the experiments, we report
the average accuracy over the splits on both HMDB51 and
UCF101.

TABLE 1. Recognition accuracy of HMDB51 %.

TABLE 2. Recognition accuracy of UCF101 %.

1) EFFECTIVENESS OF THREE-CHANNEL
OPTICAL FLOW IMAGE
In this subsection, we explored the performance of differ-
ent input samples for ST-Net. Different inputs (still image,
two-channel optical flow image and three-channel optical
flow image) of the single stream were empirically tested and
the results are summarized in Table 1 and Table 2 in terms of
classification accuracy. For fair comparison and easier net-
work training, we have carried out several experiments under
the VGG16 [50] net with three splits data on public action
datasets. As shown in Table 1 and Table 2, the three-channel
optical flow image is optimal for the action recognition
model. The result shows that the three-channel optical flow is
an efficient video representation, which is suitable to be the
input sample of convolution network. The better performance
is caused by the effective dynamic information that carried
from optical flow. In addition, the proposed optical flow
image has the same dimension as RGB image. In order to
improve the effect of the net, numbers RGB images can be
used to pretrain the model. The results prove that the new
expression for optical flow is more suitable to be the input of
convolution network for action recognition. In the following
experiments, optical flow images used in this paper are all
represented by the new expression.

2) COMPARISON WITH THE STATE-OF-THE-ART METHODS
To fully evaluate the performance of the proposed method,
we compared it with some existing state-of-the-art action

TABLE 3. Recognition accuracy of the proposed network and other
state-of-the-arts on the UCF101 dataset and HMDB51 dataset %.

FIGURE 7. Accuracy comparison of some classes by ST-Net, LT-Net and
LSF CNN on the HMDB51 action dataset.

FIGURE 8. Accuracy comparison of some classes by ST-Net, LT-Net and
LSF CNN on the UCF101 action dataset.

recognition methods [22], [23], [31], [32], [43]–[47] and
two subnetworks on HMDB51 and UCF101 datasets.
Table 3 shows the comparison between the proposed network
and other state-of-the-art methods.

From the experiment results, we can see that the pro-
posed LSF CNN shows superior accuracy over these hand-
crafted methods, such as DT [31], iDT [32], MoFAP [45].
Because handcrafted methods depend on tracking densely
sampled points from moving objects and designing hand-
crafted feature descriptors. Generally, it is difficult to track
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FIGURE 9. Some sample results of action recognition.

the foreground target due to many factors, e.g., the motion
of cameras, shadows, complex background, etc. Furthermore,
it’s hard to design an excellent handcrafted feature descriptor
to represent video data. Similarly, the proposed LSF CNN
shows competitive performance with two-stream CNN [22],
two-stream-fusion CNN [23], TDD-FV [43], TC3D [44],
LTC [46], Trajectory Pooling [47]. These methods achieved
discriminative representation by considering deep spatiotem-
poral features with CNN. However, these approaches are
solely based on a single image or a single scale clip that
sampled from video data. The proposed LSF CNN combined
long-term spatiotemporal features and short-term spatiotem-
poral features, which improved the discriminative power.
In this paper, we employ SVM which is a simple liner clas-
sifier and achieve better performance. Experimental results
demonstrate that our proposed long-short-term spatiotem-
poral features have good generalization ability and distin-
guishability. In addition, in order to show more intuitively
the performance obtained by our algorithm, two subnetworks
recognition results are show in the following experiment.

3) COMPARE WITH TWO SINGLE STREAMS
In this subsection, we explored the performance of two single
streams to show the role of two-scale features for action
recognition. In order to verify the effectiveness of the net-
work framework, the recognition results of two branches and
the complete model in the database are tested respectively.
Firstly, we measured the performance of ST-Net, which the
input is three-channel optical flow image. The network model
was pre-training on ImageNet followed by fine-tuning on

action dataset. Then, we turned to LT-Net, which the input
is clip. Training LT-Net on the public action datasets is
challenging, due to the large model parameters and small
size training set. Like ST-Net, the network model was pre-
training on Sport-M dataset and fine-tuning on action dataset.
Then the two single subnetworks were used as feature extrac-
tors. We trained and tested long-term spatiotemporal fea-
ture and short-term spatiotemporal feature using the linear
SVM and reported the accuracy of some categories on the
HMDB51 and UCF101.

In the experiment, chew, clap, hug and some other short-
term actions categories that can be recognized via single
image or two adjacent images have better performance with
ST-Net than LT-Net. On the contrary, dive, flic-flac, pullup
and some other longer-term actions categories that be rec-
ognized need image sequence have better performance with
LT-Net. Figure 7 and figure 8 show the accuracy compar-
ison of some categories that obtain definite improvement
of recognition accuracy on the HMDB51 action dataset
and UCF101 action dataset. From the figures, we can see
that our proposed LSF CNN shows the superior perfor-
mance over ST-Net and LT-Net. The better performance
is caused by the fusion of different scale features. On the
HMDB51 dataset, ‘climb stairs’ obtains the highest growth in
recognition accuracy. The accuracy increases by 33.4%.
On the UCF101 dataset, ‘cliff diving’ obtains the highest
growth in recognition accuracy. The accuracy increases by
20.5%. The HMDB51 actions are more similar the actions
in real scene, so the action on the HMDB51 is harder to
recognize. However, our proposed LSF CNN has a higher
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growth on the HMDB51. The results of the public action
datasets demonstrate that effective combination of long-term
spatiotemporal features and short-term spatiotemporal fea-
tures is conducive to the expression of video information.

To summarize, the above experimental results on the public
action datasets show that the proposed LSF CNN obtains
performance gains on HMDB51 dataset and UCF101 dataset,
due to the effective combination of long-term spatiotemporal
features and short-term spatiotemporal features. In order to
show more intuitively the performance obtained by our algo-
rithm, the recognition results of some categories are show
in Figure 9.

In addition, we observe that the proposed LSF CNN
achieves low recognition accuracy on some action cate-
gories, such as ‘chew’, ‘eat’, and ‘drink’ actions in the
HMDB51. Because there are significant similarities between
these actions and small range of these actions. On the public
datasets, there are some videos contain complex background.
For these videos, our proposed LSF CNN also has limita-
tions for extracting information. Optical flow is sensitive to
lighting changes. It can be produced by background motion
without any actual motion. In other words, sometimes the
optical flow is not the real action information.

V. CONCLUSIONS
In this paper, we combined both optical flow and deep spa-
tiotemporal features for human action recognition. In order
to obtain deep spatiotemporal features from videos we pro-
posed a novel two-stream Convolutional Networks structure,
which extracts effective long-short-term spatiotemporal fea-
tures from videos. The experimental results show that the
proposed model has a good performance for the action recog-
nition task, benefited from its ability to learn different scale
spatiotemporal features effectively.

The proposed model is also an effective method to capture
motion information for other video recognition task, such
as people counting and abnormal event detection, where the
temporal features may be can improve the recognition results.
For potential future work, we are planning to further extend
the fusionmethod for encoding spatiotemporal features effec-
tively and efficiently. Furthermore, we are also planning to
explore learning a CNN to predict optical flow, which also
benefit for human action recognition.
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