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ABSTRACT Due to recent developments in highway research and increased utilization of vehicles, there
has been significant interest paid on latest, effective, and precise Intelligent Transportation System (ITS).
The process of identifying particular objects in an image plays a crucial part in the fields of computer
vision or digital image processing. Vehicle License Plate Recognition (VLPR) process is a challenging
process because of variations in viewpoint, shape, color, multiple formats and non-uniform illumination
conditions at the time of image acquisition. This paper presents an effective deep learning-based VLPR
model using optimal K-means (OKM) clustering-based segmentation and Convolutional Neural Network
(CNN) based recognition called OKM-CNNmodel. The proposed OKM-CNNmodel operates on three main
stages namely License Plate (LP) detection, segmentation using OKM clustering technique and license plate
number recognition using CNN model. During first stage, LP localization and detection process take place
using Improved Bernsen Algorithm (IBA) and Connected Component Analysis (CCA) models. Then, OKM
clustering with Krill Herd (KH) algorithm get executed to segment the LP image. Finally, the characters
in LP get recognized with the help of CNN model. An extensive experimental investigation was conducted
using three datasets namely Stanford Cars, FZU Cars and HumAIn 2019 Challenge dataset. The attained
simulation outcome ensured effective performance of the OKM-CNN model over other compared methods
in a considerable way.

INDEX TERMS Intelligent transportation system, convolutional neural network, K-means, traffic manage-
ment, vehicle license plate recognition, character recognition.

I. INTRODUCTION
The recent developments in intelligent transportation sys-
tems (ITS) and Graphical Processing Units (GPU) led
to major attention being bestowed upon Automatic Vehi-
cle License Plate Recognition (VLPR) in several research
domains. LPR is considered to be highly significant in
various applications like unmanned parking fields, security
management of unattended regions as well as traffic safety
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administration [1]. Unfortunately, these operations are
tedious in nature due to distinct format of plates and dynamic
outdoor illumination constraints namely background, bright-
ness, vehicle’s speed and distance between the camera and
vehicles at the time of image acquisition. Hence, many tech-
niques can be implemented with restricted rules like perma-
nent illumination, low vehicle speed, allocated paths, and
static background.

A common method for license plate recognition (LPR)
is comprised of four blocks such as acquisition of a vehi-
cle image, license plate (LP) localization, segmentation,
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character classification and standardization, as well as char-
acter analysis. The location procedure process is considered
to be highly complex throughout the mechanism, due to the
fact that it has a direct impact on accuracy and efficiency
of the consecutive procedures. Therefore, it is highly crit-
ical to resolve the issues in the existence of illumination
conditions and some other tedious backgrounds. A number
of developers presented massive approaches to place the LP
like edge prediction model, usage of line sensitive filters
for extracting plate regions, window scheme, and arithmetic
morphology approach [2]. Though the predefined models are
capable of processing the position of LP, it is comprised of
formidable demerits like sensitivity to illumination, higher
computation time, and absence of versatility to be applied in
diverse platforms.

Character segmentation was attained in the previous study
under the applicationmorphology, relaxation labeling, aswell
as linked components [3]. Additionally, it has been composed
with a maximum count of character analyzing methodologies
as reported in the literature [4] such as Baye’s classification,
Artificial Neural Networks (ANN), Fuzzy C-Means (FCM),
Support Vector Machine (SVM), Markov chain model, and
K-Nearest Neighbor (kNN) classifier. Even though these
methods are able to compute the task of placing an LP seg-
mentation and analysis, several models perform only on indi-
vidual line character segmentation and two kinds of character
analyses were established namely, English and numerals. The
highly tedious LP recognition techniques and other different
types of character analyses have not been explained.

Several researchers have begun to focus on LPR which
works on LP localization, segmentation and character recog-
nition. Therefore, effective placement of LP system is metic-
ulous while the extensive dissection of single part requires
a one to perform a task in a combined manner. This paper
presents an effective DL-based VLPR model using opti-
mal K-means (OKM) clustering-based segmentation and
CNN-based recognition called OKM-CNN model. The pro-
posed OKM-CNN model has three main stages. During first
stage, LP localization and detection process take place using
Improved Bernsen Algorithm (IBA) and Connected Compo-
nent Analysis (CCA) model. Subsequently, OKM clustering
with Krill Herd (KH) algorithm get executed to segment the
LP image. Finally, the characters in LP get recognized with
the help of CNN model. An extensive experimental inves-
tigation was conducted using three datasets namely Stan-
ford Cars, FZU Cars and HumAIn 2019 Challenge dataset.
In short, the paper contributions are summarized as follows.
• Perform LP localization and detection process using
IBA and CCA models

• Introduce LP image segmentation technique using OKM
clustering with Krill Herd (KH) algorithm

• Finally, execute LP character recognition process using
CNN model

• Validate the performance of the proposed model on
Stanford Cars, FZU Cars and HumAIn 2019 Challenge
dataset

The upcoming sections of the study are developed as
follows. Section 2 elaborates the existing works related
to LP detection, character segmentation, and recognition.
Section 3 introduces the proposed OKM-CNN model.
Section 4 details the experimentation part and the conclusion
is drawn in the section 5.

II. RELATED WORKS
In this section, a survey of the existing works was undertaken
in a three-folded manner namely LP detection, character
segmentation, and recognition.

A. LP DETECTION TECHNIQUES
Lin et al. [5] devised a new technique to detect LPs that can be
primarily applied to predict the vehicles and find LP for vehi-
cles so as to minimize the false positives on plate prediction.
Since the deep learning models finds applications in various
domain such as industrial internet of things, image classifi-
cation, medical diagnosis, and so on. In this view, the scope
of character recognition value got increased for blurred and
noisy images when CNNwas applied. Ullah et al. [6] concen-
trated on predicting LP based on the mathematical morpho-
logical attributes. The newly presented model was capable of
working every English LP that differs in shape and structure.
Omran et al. [7] projected an automated LP analyzing mech-
anism by applying Optical Character Recognition (OCR)
along with templates mapping and correlation technique for
plate detection.

Babu et al. [8] implied a set of four major steps for LP
analysis. In the beginning, during preprocessing, the images
were gathered from cameras, modified for proper brightness,
noise was eliminated and transformed to a grayscale image.
Then, the edges in the image were used to extract the LP
location. Furthermore, the characters were segmented in LP.
Consequently, it was used with template matching technique
to analyze every character in LP image. Rana et al. [9] defined
numerous detection approaches for LP and related the func-
tion on samemetrics. Further, this technique was applied with
signature analysis along with CCA, and Euclidean distance
transformation. Hence, themodels discussed above have been
used to attain better accuracy, yet failed because of improper
illumination as well as blurring.

B. CHARACTER SEGMENTATION
Fernandes et al. [3] presented a k-means clustering algorithm
for the segmentation of LP characters and then connected
components labeling analysis (CCLA) algorithm is used to
identify the connected pixel regions and grouping the suitable
pixels into components for the extraction of every character in
an effective way. Liang et al. [10] employed a novel wavelet
Laplacian technique to segment the characters randomly from
video text lines. It searches for zero crossing points to explore
space among words as well as characters. The function of
this model was able to attain only minimum performance
when an image is filled with noisy background. Also, few
approacheswere projected for character segmentation present
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in LP images. Khare et al. [11] developed a novel sharpness-
relied model to segment the characters of LP images. The
model encountered gradient vector and accurateness for seg-
menting operation. Therefore, this approach is cited to be
more responsive in improving point selection as well as blur
existence.

Kim et al. [12] deployed an effective model for LP detec-
tion at different illumination platforms. This model was uti-
lized with binarization and super pixel paradigm to segment
the characters in LP. The model mainly aims on a particular
reason; however, it does not exist for many reasons. Mean-
while, Dhar et al. [13] projected a system deployment for
LP recognition under the application of edge detection and
CNN. The model was consumed with character segmentation
in the form of pre-processing phase for LP analysis. In case of
character segmentation, the newly-developed technique finds
edge prediction, morphological task and regional features.
Thus, it is more effective for images with elegant back-
grounds, but the images showed no impact by the comprised
complexities.

Ingole and Gundre [14] employed character feature-relied
vehicle LP prediction and recognition. Initially, the model
performed the process of segmenting characters from LP
regions. In case of character segmentation, the technique
presented vertical as well as horizontal projection profile-
centric features. The presented features could be ineffective
for images with difficult backdrops. Radchenko et al. [15]
applied a character segmentation technique according to
CCA. The CCA performs quite well if the input image has
been binarized in the absence of character shapes and pres-
ence among the characters. Hence, the images composed of
complex backgrounds are very difficult to deploy a binariza-
tion model which divides foreground and background data.
Finally, it has been revealed that more number of approaches
have been attempted to resolve the issues with less illumina-
tion effects. However, it does not enclose alternate compli-
cations like blur, touching and difficult backgrounds. Also,
there are no models exist with redevelopment for character
segmentation from LP images.

C. CHARACTER RECOGNITION
Raghunandan et al. [16] projected a Riesz fractional-centric
approach to enhance LP detection and recognition. This
approach is used to report the reasons that affect LP discovery
and identification. According to the experimental outcome,
it is pointed out that the improvement in LP images might
enhance the recognition of simulation outcome, which is
unsuitable for real-time domains. Al-Shemarry et al. [17]
applied an ensemble of Adaboost cascades for 3L-LBPs
classification in LP recognition, particularly for low quality
images. In this model, it has been identified that the tex-
ture attributed depends upon the LBP task and it applies a
classification model for LP analysis from the images influ-
enced by diverse factors. Therefore, the function of this tech-
nique is based on learning and count of modelled instances.
Additionally, the value has been restricted in text prediction;

however, the recognition is not terminated from the devel-
oped approach. Text detection is simple when compared with
recognition, because of the detection process which does
not acquire complete shapes of characters. In recent times,
a robust ability as well as discriminating energy of DL meth-
ods along with few technologies were developed with various
DL approaches for LP recognition.

Dong et al. [18] implied a CNN-oriented technique for
automated LP recognition. It is explored with R-CNN for
the purpose of LP analysis. Bulan et al. [19] established a
segmentation and annotation-free LP recognition along with
deep localization as well as error identification. In line with
this, it has been found that the CNNs detect a collection of
candidate regions. After this, it extracts false positive from
candidate regions according to robust CNNs. Yang et al. [20]
introduced a Chinese vehicle LP recognition with the appli-
cation of kernel-based Extreme Learning Machines (ELM)
with deep convolutional features. Then, the study explored
the integration of CNN and ELM which were applied in LP
recognition. These features were identified from DL mod-
ules, which perform well in case of presence of massive
number of predetermined samples. But, it becomes highly
difficult to select the predefined instance which shows fea-
sible differences from LP recognition, only for the images
influenced by several adverse factors. Also, DL method is
constrained with shortcomings like parameter optimization
for different databases and retention of reliability of DNN.
It is clear from the predefined conditions that there exists a
gap in earlier models and the recent requirements. This obser-
vation providedmore attention to project a novel approach for
LP recognition with no dependency of classification models
andmore count of labelled samples, as present in the previous
approaches.

Yousif et al. [2] presented a new LP recognition model
based on optimized neutrosophic set (NS) using genetic
algorithm (GA). Initially, edge detection and morphological
operations are performed for LP localization. Besides, GA is
applied to extract the important features to optimize the NS
operations. It is depicted that the utilization of NS reduces the
indeterminacy on the LP images. Furthermore,

III. THE PROPOSED OKM-CNN MODEL
The overall working principle of the OKM-CNN model is
depicted in the figure 1. At earlier stage, the LP localization
and recognition process take place utilizing IBA and CCA
model. After this, the characters in the LP get segmented
using OKM algorithm in which the K-means clustering with
KH algorithm is incorporated. At last, the CNN-based charac-
ter recognition process takes place to recognize the characters
present in LP.

A. LP LOCALIZATION AND RECOGNITION PROCESS
The dissemination of diverse locations on a LP image varies,
according to the rule of a plate and the impact of lighting
platform. The binary model with global threshold is not capa-
ble of producing convincible outcome from adaptive local
binary technique that has been employed. The local binary
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FIGURE 1. Overall framework of the proposed OKM-CNN method.

techniques are referred as an image that would be classified
into m× n blocks, and every block is computed using binary
model. In this study, two local binary methodologies were
applied namely local Otsu and enhanced BA which is one of
the conventional binary approaches that can be employed on
all sub-blocks. Therefore, the function of Otsu is a contingent
on illumination constraints that has drastic variation. In order
to overcome the irregular illumination barrier, especially for
shadow images, a new binary technique such as the enhanced
BA was utilized in this research.

1) IBA-BASED LP LOCALIZATION
As the computed LP is attained by different illumination
cases and difficult backgrounds, the shadows and irregular
illumination could not be eliminated from LP. Therefore,
shadow or uneven illumination removal is an essential proce-
dure in the presented model. The binary results states that the
conventional binary models are not capable of eliminating the
shadow while the LP could not predict and segmented. This
problem can be resolved for which a novel binary technique
was presented referred as IBA.

In BA, both target and background have to be divided using
a histogram that shows a bi-modal pattern of images. The
global thresholding binary techniques attain optimal results
like Otsu and average grayscale value. Therefore, the real-
world images are composed of noise and alternate causes
while the image histogram could not produce bimodal pat-
tern. At this point, conventional binarymodels are not capable
of accomplishing the desired final outcome. Local threshold
approaches are typically employed in finding critical inter-
ference of an image, namely Bernsen Algorithm (BA) and
Niblack technique. Generally, to attain the optimal result of
local binarymodel, BA is the best solution to resolve the issue
of poor illumination.

Assume that f(u, v) is a gray value of point (u, v). The block
is composed of a point (u, v) and size is (2w+ 1)× (2w+ 1).
The threshold T(u, v) of f(u, v) is determined by

T1 (u, v)

=

mx
w≤z, l≤w

f (u+l, v+z)+
mn

−w≤z, l≤w
f (u+l, v+z)

2
.

(1)

Then, the binary image can be obtained by,

b (u, v) =

{
0, iff (u, v) < T1 (u, v)
255, else.

(2)

Elimination of noise as well as conservation of these char-
acters is highly significant in this mechanism. Assume that
f̂(u, v) is a gray value attained through Gaussian filter, σ
implies the scale of Gaussian filter, and z and l signify the
metrics of a window.
• Determine the threshold T1(u, v) of f(u, v) based on (1).
• Develop the Gaussian filter for window s = (2w+1) ×
(2w+ 1) of (u, v), i.e.,

f̂(u, v) =
1

(2w+ 1)2
∑
u,v∈S

f(u, v)

× exp−
1
2
[(
u
σ
)2 +

( v
σ
)2
]

(3)

• Determine the threshold T2(u, v) of f(u, v)3 as

T2 (u, v)=
mxf (u+l, v+z)+mnf (u+l, v+z)33

2
(4)

• Get a binary image by

b (u, v)

=


0, iff(u, v)<β((1−α)T1(u, v)+αT2(u, v));

β ∈ (0, 1)
255, else

(5)

where α refers the variable to modify the trade-off
between BA with Gaussian filter (α ∈ [0, 1 When α is
similar to 0, the projected model is a BA. When α is
similar to 1, the BA technique is deployed using a Gaus-
sian filter. Under the application of proper α, the shadow
has to be avoided in an effective manner and as a result,
the characters could be identified profitably.

• Use theWiener filtering technique to eliminate the noise.
This model could accomplish a better binary outcome, and it
is pointed out that the strokes of Kana characters are main-
tained with some pixels.

2) LP DETECTION
After computing LP using binary technique, the system
emerges into LP prediction. The simulation outcome of a pre-
diction remains the key to follow overall performance. CCA
is a popular model in image processing which screens an
image and labels the pixels to units on the basis of connection
between pixels that has been linked with one another. After
the groups are determined, every pixel is designated with a
value based on the component. According to the LP data, two
kinds of LPs are projected as following:
• Black characters in a white backdrop
• White characters in a black backdrop

92910 VOLUME 8, 2020



I. V. Pustokhina et al.: Automatic VLPR Using OKM With CNN for ITSs

Here, two detection models were used: initially, the recogni-
tion of a white frame using CCA, and second one is the detec-
tion of black characters by applying CCA. When LP type is
unknown, then the LP detection models tend to produce two
kinds of patterns:
Procedure 1: LP location with a frame. Candidate frames

are analyzed on the basis of advanced knowledge of LP.When
procedure 1 is applied, few candidate areas can be forecasted.
Procedure 2: LP location with no frame. If LP could not

be predicted, then procedure 2 has to be applied. It is used
in predicting the plate by massive extraction. When LP with
white characters or black backdrop is unpredicted, the reverse
image is examined.

At the initial stage, to reach the linked components of same
size, few parameters are applied according to the characters’
previous data like pixel value of linked component, width
higher than 10, height of more than 20, ratio of height-to-
width is lower than 2.5 or higher than 1.5 etc., Similarly,
the maintained linked units are of same size. Then, to elim-
inate few non-characters connected components, alternate
limitations are generated by character position on LP namely
distance among two characters angle.

Generally, procedure 1 requires lower time in comparison
with procedure 2. The application of procedure 1 or proce-
dure 2 in the candidate framemight providemaximum frames
simultaneously. In case of candidate frames accomplished by
procedure 1, CCA is applied to obtain massive numeric char-
acters and to process the penetration time at midpoint of the
LP to attain few candidate frames. The number of penetration
times implies the number of modifications from black pixels
to white pixels with a midline. The residual frames are not
capable of arriving at final decision. The candidate frames
can be forwarded by the given steps and discriminated against
true LP according to analyzed results.

B. OKM-BASED CHARACTER SEGMENTATION PROCESS
Neutrosophy analysis is applied to evaluate indeterminacy
or uncertainty of an image dataset. A membership set
is comprised of certain degree of falsity (F), indetermi-
nacy (I), and truth (TR). The Membership Functions (MF)
are applied for mapping the input images to (NS) form
that tends to produce (NS) image (ANS). Thus, in the
image, the pixel A(u, v) is described as ANS(u, v) =
A(t, p, f) = {TR(u, v), I(u, v),F(u, v)} for (NS) domain pro-
viding true, indeterminate, as well as false falling into a
brighter pixel set. Consider that A(u, v) illustrates the inten-
sity measures of pixel (u, v), then A(u, v) denotes the local
mean value whereas the MF is expressed as follows

TR (u, v) =
A (u, v)− A

A− A
, (6)

A (u, v) =
1

b ∗ b

u+ b
2∑

l=u− b
2

v+ b
2∑

m=q− b
2

A (l,m), (7)

I (u, v) =
δ (u, v)− δmn

δmx − δmn
, (8)

δ(u, v) = abs((A(u, v)− A (u, v) (9)

F (u, v) = 1− TR (u, v), (10)

The absolute value is shown by δ(u, v) in which the measure
of I(u, v) is used to calculate the indeterminacy of ANS(u, v).
The NS image entropy involves the addition of three sets as
shown in the following equations.

ENS = ETR + EI + EF, (11)

ETR = −

mx{TR}∑
p=mn{TR}

PTR (p) ln (PTR (p)), (12)

EF = −

mx{F}∑
p=mn{F}

PF (p) ln (PF (p)), (13)

EI = −

mx{I}∑
p=mn{I}

PI (p) ln (PI (p)), (14)

Three entropy subsets are depicted as (ETR, EI, EF).The prob-
abilities of elements present in three MFs are demonstrated
by (PTR(p), PI(p), PF(p)). Additionally, the deviations of F
and TR develop the elements distribution and entropy of I to
create F as well as TR associated with I.

The local mean task for a grayscale image A is defined
by [2]:

A (u, v) =
1

b ∗ b

u+ b
2∑

l=u− b
2

v+ b
2∑

m=q− b
2

A (l,m), (15)

The α-mean for neutrosophic image ANS is

A(α) = A(TR(α), I(α),F(α)), (16)

where TR(α),I(α) and F(α) are shown as given below:

TR(α) =

{
TR, I < α

TRα, I ≥ α

F (α) =

{
F, I < α

F, I ≥ α
(17)

TR (α) (u, v) =
1

b ∗ b

u+ b
2∑

l=u− b
2

b+ b
2∑

m=q− b
2

TR (l,m), (18)

F (α) (u, v) =
1

b ∗ b

u+ b
2∑

l=u− b
2

v+ b
2∑

m=q− b
2

F (l,m), (19)

Iα (u, v) =
δ (u, v)− δ

δ − δ
, (20)

δ(u, v) = abs(TR(u, v)−TR (u, v) (21)

TR (u, v) =
1

b ∗ b

u+ b
2∑

l=u− b
2

v+ b
2∑

m=q− b
2

TR (l,m), (22)
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where ‘b’ is the size of average filter. The entropy of I is
improved by obtaining a uniform dissemination of elements,
where α value is optimized under the application of KH
algorithm.

C. OPTIMIZATION USING KH ALGORITHM
The optimum value of (α) is used to compute by applying
KH algorithm. KH algorithm is stimulated from the herding
nature of krills, which depends upon the individual outcome
of krills. The swarm of krills hunts for foodstuff and commu-
nicate with swarm members of the technique. A collection of
three motions in which the position of a krills are presented
here
• Endeavor persuaded by other krills,
• Foraging act and
• Physical diffusion.

KH is treated as Lagrangian model as given in the Eq (23)

dUp

dt
= Np + Fp + Dp (23)

where Np indicates the movement of other krills, Fp is the
searching movement whereas Dp is the physical distribution.
The optimization Fitness Function (FF) is jaccard (JAC)
which is said to be statistical value that estimates the union
∪’ as well as intersection ∩’ operators of 2 sets. The fitness
JACs are expressed by:

JAC(f, q) =
Arf ∩ Arq

Arf ∪ Arq
, (24)

where, Arf denotes the computerized segment area by
applying the presented ONKM model, and Arq refers the
ground truth region. The ONKM (LP) character segmentation
method is used to attain the α optimal. In order to attain higher
JAC coefficient using KH, the Eq. (25) is applied.

F (f, q) = 1− JAC (f, q), (25)

D. OKM BASED CLUSTERING PROCESS
K-means is defined as the clustering method that consolidates
the objects into K groups. The arithmetical function estab-
lishes the k-means:

O =
q∑

q=1

dq∑
p=1

‖Wp − Zq‖, (26)

where, q implies the overall cluster count, Zq denotes the
center of qth cluster, and dq represents number of pixels of
qth cluster. From k-means algorithm, it is essential to reduce
O using the given constraint:

Zq =
1
dq

∑
Wp∈Cq

Wp, (27)

where the dataset, W = {wp, p = 1, 2, . . . , n}, wp signifies
sample in d-dimensional space and C = {C1,C2, . . . ,Cq
refers the partition W = Uq

p=1Cp. Once the optimization is

FIGURE 2. Architecture of CNN for character recognition.

completed,α, (T and I) subsets are named as new values while
the consequence of indeterminacy is computed as:

W(u, v) = {
TR (u, v) , I (u, v) < αoptimal

¯TRα (u, v) , I (u, v) ≥ αoptimal
(28)

Then, it is applied with k-means clustering for optimal NS to
a subset (TR).

E. CNN-BASED RECOGNITION PROCESS
CNN is a familiar DL model used to recognize the characters
present in the segmented LPs. CNN includes a set of conv,
pooling and Fully Connected (FC) layers as shown in the
figure 2. These layers are employed in the construction of
CNN model with diverse number of blocks, addition or dele-
tion of blocks.

1) CONV LAYER
It varies from one NN to another in such a way that not each
pixel is linked to subsequent layer with weights and biases.
However, the whole image gets partitioned into smaller parts
while the weights/biases are employed into it. These are
called as filters or kernel which are convoluted with each
smaller region in the input image and offers feature maps
as output. The filters are considered as simpler ‘features’
which undergo search in input image and in conv layer. The
parameters, needed to perform the convolution function, are
less since similar filter gets traversal over the whole image
in an individual feature. The filter count, local region size,
stride, and padding are the hyper parameters of convolution
layer. With respect to sizes and genres of the input image,
these hyper parameters undergo tuning to achieve effective
performance.

2) POOLING LAYER
In order to reduce the spatial dimension of the image and
parameter count, pooling layer is utilized to minimize the
processing cost. It carries a predefined function over input
and therefore no parameters are devised. Various kinds of
pooling layers exist namely average pooling, stochastic pool-
ing and max pooling. Here, Max pooling is utilized where
the nxn window is slided over the input with stride value s.
For every location, the maximum value in the nxn region
is considered and consequently the input size gets reduced.
It offers translational invariance so that a minor difference in
location can also be recognized.

3) FC LAYER
Here, the flattened output of the final pooling layer is pro-
vided as input to a FC layer. It acts as a classical NN, in which
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FIGURE 3. a) Images in Stanford Cars dataset. b) Images in FZU Cars
dataset. c) HumAIn 2019 challenge.

each neuron of the earlier layer is linked to the current layer.
Therefore, the parameter count in the layer is higher than the
conv. layer. It is linked to the output layer commonly known
as classifier.

4) ACTIVATION FUNCTION
Various activation functions are employed along different
architectural models of CNN. The nonlinear activation func-
tions called ReLU, LReLU, PReLU, and Swish are available.
The nonlinear activation function assists to speed up the
training process. In this paper, ReLUs function is found to
be effective over other ones.

IV. PERFORMANCE VALIDATION
A. IMPLEMENTATION DETAILS
The presented OKM-CNNmethod was accelerated by apply-
ing in a PC with configuration such as i5, 8th generation
and 16 GBRAM. The OKM-CNN approach is processed
under the application of Python language with TensorFlow,
Pillow, OpenCV and PyTesseract. Figure 3 depicts the sam-
ple test images. For experimental analysis, a collection of
three datasets was employed. The primary Stanford Cars
dataset is comprised of 297 model cars with 43,615 images.
The second Stanford Cars dataset encloses a set of 196 model
cars with 16,185 images. At last, the images from HumAIn
2019 Challenge dataset(https://campuscommune.tcs.com/en-
in/intro/contests/tcs-humain-2019) were utilized.

B. RESULTS ANALYSIS
Fig. 4 depicts the visualization results of OKM-CNN system.
It is implied that the OKM-CNN approach analyzed the LP
number on images. Figure 4a displays the input image while
the LP detected image is shown in the figure 4b. Then,

FIGURE 4. a) Original Image. b) Detected Image. c) Segmented Image.
d) Recognized Image.

FIGURE 5. Results analysis of FZU Cars dataset.

the segmented characters in the LP are displayed in figure 4c
and the characters were recognized in figure 4d.

Table 1 and Figure 5 demonstrates the relative analyses
of OKM-CNN with traditional approaches [4] with respect
to precision, recall, F-score and mAP on applied FZU Cars
Dataset. The table measures denote that the ZF technique
resulted in poor LP detection outcomes by reaching the least
precision of 0.916, recall of 0.948, F-score of 0.932 and mAP
of 0.908. Meanwhile, it is clear that the VGG16 method
attained a slightly better result to a finite limit with the
precision of 0.925, recall of 0.955, F-score of 0.940 and mAP
of 0.912. Then, the ResNet50 scheme generated a moderate
precision of 0.938, recall of 0.951, F-score of 0.944 and mAP
of 0.916. Concurrently, the ResNet101 model resulted in
better precision of 0.945, recall of 0.958, F-score of 0.951 and
mAP of 0.922.

In line with this, the DA-Net136, DA-NET160, DA-168
and DA-Net200 methodologies achieved identical and rea-
sonable performances. The DA-Net136 technology yielded
a precision of 0.961, recall of 0.964, F-score of 0.962 and
mAP of 0.942. Simultaneously, the DA-Net160 method
accomplished a precision of 0.965, recall of 0.966, F-score
of 0.965 and mAP of 0.952. In line with this, the DA-
Net168 model achieved a precision of 0.966, recall of 0.968,
F-score of 0.967 andmAP of 0.955. At the same time, theDA-
Net200 model attained a precision of 0.969, recall of 0.971,
F-score of 0.970 and mAP of 0.958. At last, the OKM-
CNN technology performed well than previous approaches
with higher precision of 0.973, recall of 0.979, F-score
of 0.972 and mAP of 0.963.
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TABLE 1. Result analysis of existing with proposed OKM-CNN for applied dataset.

FIGURE 6. Results analysis of stanford cars dataset.

Figure 6 depicts the relative study of OKM-CNN with
conventional methods by means of precision, recall, F-score
and mAP on the Stanford Cars dataset employed for the
study. The table values show that the ZF model performed
ineffectively under the LP detection outcome by achieving
low precision of 0.856, recall of 0.897, F-score of 0.876 and
mAP of 0.872. Concurrently, it is evident that the VGG16
approach attained mildly higher results with the precision of
0.911, recall of 0.954, F-score of 0.932 and mAP of 0.907.
Then, the ResNet50model offered a better precision of 0.912,
recall of 0.946, F-score of 0.929 and mAP of 0.918. In line
with this, the ResNet101 model attained somewhat moderate
precision of 0.941, recall of 0.952, F-score of 0.946 and mAP
of 0.909.

Along with that, the DA-Net136, DA-NET160, DA-168
and DA-Net200 models accomplished nearer and
considerable performance. The DA-Net136 model obtained a
precision of 0.953, recall of 0.962, F-score of 0.957 and mAP

of 0.932. In line with this, the DA-Net160 model yielded a
precision of 0.949, recall of 0.954, F-score of 0.951 and mAP
of 0.938. Simultaneously, the DA-Net168 model obtained
a precision of 0.962, recall of 0.967, F-score of 0.964 and
mAP of 0.945. Meanwhile, the DA-Net200 model achieved a
precision of 0.955, recall of 0.959, F-score of 0.957 and mAP
of 0.941. Consequently, the OKM-CNN model pulled off
superior outcome than traditional approaches with the opti-
mal precision of 0.965, recall of 0.970, F-score of 0.966 and
mAP of 0.948.

Figure 7 showcases the comparative analyses of OKM-
CNN with conventional methods with respect to preci-
sion, recall, F-score and mAP on the presented HumAIn
2019 Dataset. The table values represent that the ZF tech-
nique produced poor LP detection results by achieving only
low precision of 0.863, recall of 0.873, F-score of 0.864 and
mAP of 0.869. In line with this, it is clear that the VGG16
scheme achievedmoderate results with the precision of 0.869,
recall of 0.889, F-score of 0.874 and mAP of 0.876. Besides,
the ResNet50 model generated better precision of 0.871,
recall of 0.892, F-score of 0.887 and mAP of 0.892.

Concurrently, the ResNet101 model accomplished gradual
precision of 0.913, recall of 0.923, F-score of 0.913 and
mAP of 0.925. Meanwhile, the DA-Net136, DA-NET160,
DA-168 and DA-Net200 models reached nearby and iden-
tical functions. The DA-Net136 model achieved a precision
of 0.923, recall of 0.931, F-score of 0.926 and mAP of
0.935. Likewise, the DA-Net160 model obtained a precision
of 0.936, recall of 0.942, F-score of 0.937 and mAP of 0.938.
In line with this, the DA-Net168 model attained a preci-
sion of 0.932, recall of 0.948, F-score of 0.941 and mAP
of 0.942. Then, the DA-Net200 model achieved a precision
of 0.945, recall of 0.957, F-score of 0.949 and mAP of
0.953. At last, the OKM-CNN model accomplished a higher
precision of 0.954, recall of 0.963, F-score of 0.956 and mAP
of 0.961 when compared with conventional models.
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FIGURE 7. Results analysis of HumAIn 2019 dataset.

FIGURE 8. Overall accuracy analysis of diverse VLPR models.

TABLE 2. Result analysis of existing with proposed OKM-CNN in terms of
overall accuracy (%).

Table 2 and figure 8 tabulated the entire accuracy analy-
sis provided by OKM-CNN mechanism with previous mod-
els on applied dataset. It is understood that the presented
OKM-CNN model achieved the best recognition perfor-
mance by providing a higher accuracy of 0.981. Simultane-
ously, the VGG16 and ResNet 50 model attained closer and
competitive results with accuracies of 0.971 and 0.976.

Likewise, the VGG_CNN_M_1024 model slightly had an
increase in the accuracy of 0.967 while the ZF and ResNet
101 models achieved only minimum accuracy values of

0.942 and 0.943 correspondingly. The projected OKM-CNN
model attained efficient recognition on every applied image
than the previous techniques.

V. CONCLUSION
This paper has presented a new OKM-CNN technique for
effective detection and recognition of LPs. The proposed
OKM-CNN model has three main stages. In the first stage,
LP localization and detection process take place using IBA
and CCAmodels. Subsequently, OKM-based clustering tech-
nique gets executed to segment the LP image and finally,
the characters in LP get recognized using CNN model.
The proposed OKM-CNN model can be employed as the
major element of intelligent infrastructure like toll fee collec-
tion, parking management and traffic surveillance. An exten-
sive experimental investigation was conducted using three
datasets namely Stanford Cars, FZU Cars and HumAIn
2019 Challenge dataset. The proposed OKM-CNN model
achieved maximum overall accuracy of 0.981 on the applied
dataset. In future, the performance of the OKM-CNN model
can be enhanced to recognize multilingual LPs. Further-
more, the experimental outcome of OKM-CNN model can
be improved by the inclusion of bio-inspired optimization
algorithm-based parameter tuning process.
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