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ABSTRACT The human skeleton joints captured by RGB-D camera are widely used in action recognition for
its robust and comprehensive 3D information. Presently, most action recognition methods based on skeleton
joints treat all skeletal joints with the same importance spatially and temporally. However, the contributions
of skeletal joints vary significantly. Hence, a GL-LSTM+Diff model is proposed to improve the recognition
of human actions. A global spatial attention (GSA) model is proposed to express the different weights
for different skeletal joints to provide precise spatial information for human action recognition. The
accumulative learning curve (ALC) model is introduced to highlight which frames contribute most to the
final decision making by giving varying temporal weights to each intermediate accumulated learning results.
By integrating the proposed GSA (for spatial information) and ALC (for temporal processing) models
into the LSTM framework and taking the human skeletal joints as inputs, a global spatio-temporal action
recognition framework (GL-LSTM) is constructed to recognize human actions. Diff is introduced as the
preprocessing method to enhance the dynamic of the features, thus to get distinguishable features in deep
learning. Rigorous experiments on the largest dataset NTU RGB+D and the common small dataset SBU
show that the algorithm proposed in this paper outperforms other state-of-the-art methods.

INDEX TERMS Human action recognition, global attention model, accumulative learning curve, LSTM,
spatio-temporal attention.

I. INTRODUCTION
Human action recognition has a wide range of applica-
tions [1], such as human-computer interaction, video surveil-
lance, health care, entertainment, etc. Its application has
become one of the research hotspots in the field of computer
vision [2]. After several decades of development, research
on human action recognition has made a series of impor-
tant progress [3], among which two are most influential.
One is the change of the type of information used, from
the traditional RGB to the current and popular RGB-D.
RGB-D not only contains RGB and depth information, but
also extracts the 3D skeleton joints and expresses the move-
ments of the human body more concisely and accurately. For
example, Chen et al. [4] constructed the depth action maps
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by using depth camera Kinect, Evangelidis et al. [5] used
skeletal quads feature for action recognition from Kinect,
Ohn-Bar et al. [6] combined depth information and skeleton
joints for human action recognition, and Saini et al. [7] used
the skeleton joints to accomplish the interaction monitoring
system between two persons. The other is the transformation
from traditional learning to today’s deep learning. Deep learn-
ing is goal-oriented and automatic, and the recognition effect
is significantly better than traditional methods. For example,
Zheng et al. [8] used deep learning to capture the long-term
global motion dynamics in action sequences; Li et al. [9]
adopted CNN and depthmotionmaps to accomplish real-time
human action recognition. Zhang et al. [10] compared the
result of different skeletal joints features based on LSTM.
Zhu et al. [11] proposed the co-occurrence feature to enhance
the result of action recognition. However, most of the cur-
rent action recognition based on deep learning treats each
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FIGURE 1. The proposed Global Spatio-Temporal Attention framework.

skeleton joint the same spatially, and gives each frame the
same weight temporally. Intuitively, this is not in line with
human cognition. In the sequence of actions, it may be com-
pletely different for the importance of each frame sequence
to the recognition action; so does the effect of each joint on
different actions. In response to this problem, the mainstream
practice at present is to embed the attention model into deep
learning. Attention is a concept proposed in cognitive neurol-
ogy. It indicates that when the human brain receives external
information, consciously or unconsciously, it selects a small
portion of useful information to focus on and ignores the
rest [12]. Sharma et al. [13] first proposed the attentionmodel
and achieved significant results. At present, in action recog-
nition, an influential model is the spatio-temporal attention
model STA-LSTM proposed by Song et al. [14]. It feeds the
previous frame and the current frame to the LSTM frame-
work to calculate the weight of each joint (spatial atten-
tion) and each action (temporal attention). The weight of
each frame and each joint essentially reflects the significant
change in the relationship between the two frames before
and after, indicating the change of the local information
of the action. This kind of attention is termed as ‘‘local
attention.’’

The main disadvantage of the local attention model is
that it only uses the local changes of the action sequence to
obtain the attention weight. However, this is inconsistent with
human cognition and accurate attention weight is not easy
to obtain. Universally, only after reading the entire sequence
of actions in a complete way, can it be reliable to determine
whichmoments of action aremore important andwhich joints
weight greater in action recognition. Inspired by this obser-
vation, the present paper proposes a global spatio-temporal
attention model as shown in Figure 1, which takes all frames
of each action as inputs and obtains the weight of each joint
for action recognition. Meanwhile, a weight parameter is
given to each frame action, and the parameter value reflect-

ing the weight of the frame is obtained by global learning.
Spatially, a global attention model is used to determine the
weight of each joint after observing the complete sequence
of action. Temporally, the ALC model is used to determine
the importance of each frame sequence. That is, data training
is used to determine the weight of each frame action. Thus,
this paper constructs global spatial attention with ALC action
recognition model GL-LSTM.

It is also observed that in action recognition, the dynamic
plays an important role. The traditional method based on
LSTM mainly obtains the temporal relationship of actions,
but insufficient attention is paid to the dynamic. Therefore,
to improve the effect of action recognition, this paper intro-
duces Diff [15] as the preprocessing method to strengthen the
dynamic of features.

Comparedwith our previouswork [16], there are twomajor
improvements in this paper. First, it provides rich experi-
mental results and detailed experimental analysis on NTU
RGB+D dataset. In order to verify the adaptability of the
algorithm, it is tested on the common small dataset SBU. Sec-
ond, it introduces the Diff [15] feature in the preprocessing
stage to enhance the dynamic of the features and get more
distinctive features by deep learning for higher accuracy rate.
The main contributions of this paper are:

1) Global spatial attention model: Different from the tradi-
tional local attentionmodel, the global spatial attentionmodel
determines the importance of each skeleton joint from the
perspective of the entire action sequence and therefore can
express the importance of the skeletal joints more accurately.

2) Accumulative learning curve model: This model intro-
duces a set of weight parameters that reflect the importance of
each frame in the normal LSTM architecture. By using direct
data training, the importance of each frame can be obtained
effectively.

3) The spatio-temporal attention model and LSTM-based
action recognition framework are integrated organically to
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construct a simple and convenient training model, and the
recognition effect is classical.

4) The method proposed in this paper combines human
experience and deep learning to construct features, so that
deep learning can focus on more distinctive features. Accord-
ing to human experience, dynamic features have a better
effect on action recognition. Therefore, Diff is proposed
as the basic feature of deep learning, which significantly
improves the effect of action recognition.

II. RELATED WORK
The main focus of this paper is to construct an effective atten-
tion model to improve the effect of action recognition under
the framework of RNN. Therefore, this section will introduce
related works regarding the action recognition method based
on RNN network and the application of attention mechanism
in action recognition. At the same time, the method of using
handcrafted features to enhance the dynamic characteristics
is also introduced.

A. RNN FOR ACTION RECOGNITION
Recurrent Neural Network (RNN) is a popular model that
uses the recurrent structure for sequential data modeling and
feature extraction. It is mainly used to deal with timing char-
acteristics of a sequence, such as speech recognition [17],
machine translation [18] and motion recognition. The emer-
gence of LSTM effectively solved the problem of poor mem-
ory of RNN, thus it gained wide attention and became one of
the main methods to solve the sequence problem.

At present, the most frequently used model in action recog-
nition is LSTM despite its’ multifarious variants, such as
Bidirectional LSTM [19], GRU [20]. At the same time, with
the introduction of a depth camera, human skeleton joint is
widely used in motion recognition for its simple structure
and rich connotation. Therefore, human skeleton joints are
often fed directly into the LSTM architecture to realize action
recognition.

So far, the most frequently used structure in this regard is
the ‘‘LSTM+full connection layer+softmax layer.’’ LSTM
is used to obtain the temporal characteristics of actions,
and full connection layer and softmax layer are used to
classify actions. There are two typical LSTM concatenated
architectures according to the choice of information location.
One takes only the output of the last moment of the LSTM
as the feature (referred to as the basic LSTM) and extracts
the timing feature of the whole action sequence. This method
has been widely used. However, for the action with a long-
time sequence, some information about earlier time may
be lost, which will affect its performance to some extent.
The other uses the output information of each time as the
final feature, which means the output of each time plays the
same role in action recognition (hereinafter referred to as
Equal Weight). This method is rarely used due to the fact
that it is not particularly suitable to deal with such prob-
lems as action recognition. Therefore, most of the current
LSTM based action recognition methods are based on the

first structure. Zhang et al. [10] takes the joints of the human
skeleton as input, and uses three-layer LSTM to realize
the classification of actions, and obtains satisfactory results.
In order to learn the effect of each segment of human joints
in action recognition more precisely, Shahroudy et al. [21]
proposed a P-LSTM network which divides human joints
into five parts; each part is saved by a cell, and five cells
are connected in series as the final cell. Zhu et al. [11] put
forward the co-occurrence structure of skeleton joints on
the LSTM framework, which related different actions to the
corresponding joints and classifies the actions and joints
together. In order to eliminate the influence of perspective
change on action recognition, Zhang et al. [22] proposed
view adaptive neural networks to achieve perspective align-
ment, and achieved good results. Sharma et al. [13] intro-
duced the attention model on the basic LSTM to imitate
human action recognition, which gained wide attention in the
research of action recognition.

B. ATTENTION MECHANISM
Attention is a complex cognitive ability that human beings
are born with. It is the ability to pay attention to some
information while ignoring others [12]. The attention mecha-
nism was first proposed by Itti et al. [23] in computer vision,
which is mainly used to express the importance of different
information. At present, attention model is widely used in
various fields of deep learning, such as natural language
processing [24], object recognition [25], [26], speech recog-
nition [27], and so on. In the field of action recognition,
Sharma et al. [13] has applied the attention model to extract
the attention weight of each frame of image based on human
joints, and then uses this parameter in the CNN framework
based on RGB. Baradel et al. [28] proposed pose-conditioned
spatio-temporal attention based on human joint data, which
effectively improves the recognition effect. Li et al. [29]
embedded soft attention model on LSTM. Yang et al. [30]
introduced the attention model on the basis of the skeleton
map. At present, an important attention model is STA-LSTM,
which is proposed by Song et al. [14]. It has two parts: tem-
poral attention and spatial attention, and both of them are
calculated by the changing relationship between two adjacent
frames. It is clear in structure and effective in the recognition
effect.

The proposed GL-LSTMmethod in this paper differs from
STA-LSTM as follows: first, STA-LSTM constructs a local
attention model based on the relationship of two adjacent
frames. The proposed GL-LSTM calculates attention weight
based on all sequences of the whole action, that is, global
attention model. Second, STA-LSTM is composed of three
independent parts (Temporal attention, Spatio attention and
LSTM main network) and it is difficult to achieve opti-
mal results due to its complex training process. In contrast,
GL-LSTM integrates the three parts organically, and con-
structs a simple network structure, which makes the training
process relatively simple and re-usable.
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C. HANDCRAFTED DYNAMIC FEATURE
In essence, action recognition mainly depends on two fea-
tures: the static feature that reflects the appearance and shape
of the human body, and the dynamic feature that reflects the
changes of limbs. Among them, the dynamic characteristics
play an important role in action recognition, especially in
the movement with drastic changes of limbs. In RGB image
sequence, the dynamic features are often achieved by optical
flow technology [31] or trajectory technology [32], but this
kind of method generally requires a large amount of compu-
tation. In 3D human joints, dynamic features are often con-
structed on the relationship between joints. Zhang et. al. [10]
proposes geometric relational Joint-Line Distance features
based on distances between joints and selected lines. Being
applied to a cascade of three LSTM, these features and their
variations attain better results than using raw skeleton data.
JDM-CNN [33] codes pair-wise distances [34] between joints
over a sequence of single or multiple person skeletons into
color variations to capture temporal information. Based on
human cognition, these basic features are constructed by
hand, and then dynamic features are acquired by deep learn-
ing. It is better than modifying the deep network, and can be
seen as a way of human-computer intelligence integration.

III. LSTM WITH GLOBAL SPATIAL ATTENTION AND ALC
The Global Spatio-Temporal Attention Model is proposed
in order to express both spatial and temporal attentions as
shown in Figure 1. The global spatial attention model will
serve the purpose of spatial attention, while an accumulative
learning curve (ALC) model for temporal attention. These
two models are integrated into the LSTM framework for
action recognition.

A. GLOBAL SPATIAL ATTENTION MODEL
The configuration of human joints expresses the spatial distri-
bution of different joints of the human body, and is distinctive
for the classification of action types. For different types of
actions, the function of each joint in action recognition may
be different. That is, the movement of one certain joint may
be enough to determine some actions, while for other actions
some other joints may be necessary. In order to express
these ideas, the traditional method is to use the local spatial
attention model as in (1).

X ′t = Xtat (1)

where Xt = (Xt,1, . . . ,Xt,K ) represents the input data at time
t,K represents the number of skeleton joints in the human
body, at = (at,1, . . . , at,K ) is weight at time t , and each at,i
represents the weight given to a skeleton joint k at time t .
The local spatial attention weights are functions of the current
frame and the previous frame, as expressed below:

at = fs(xt ,t−1 ) (2)

In this paper, it is believed that the importance of each
joint in action recognition can be effectively determined only

after the entire action sequence has been looked through. This
spatial attention is called global spatial attention, which is
expressed as:

X ′′t = Xtq (3)

Here, q = (q1, . . . , qK ) is the attention weight of each
skeleton joint, and K is the number of human joints. (3) is
to determine the attention weight applicable to all frames
of the current action after looking through the entire action
sequence. That is, in the same action sequence, the same joint
has the same weight in different frames, and different joints
have different weights.

The weight of global spatial attention can be achieved
by using the backpropagation algorithm to approximate
the function by sending the LSTM outputs for all
moments ht together into a deep learning framework. s =
ReLU (

∑n
t=1 whsht + bs) is used to approximate the joint

weights needed. Further, normalization of the weights is
necessary to prevent the fluctuation due to the data size
variation. In other words, qi = 1+ exp(si)∑K

j=1 exp(sj)
represents the

weight of each joint. As shown in Figure 2 in the dashed box,
all the LSTM outputs ht are first sent to the Full Connection,
then to the ReLU to enhance the nonlinearity of the structure,
finally to the Normalize to prevent data dispersion. Eventu-
ally, the joint points and weight of each frame q are multiplied
to get the joint point data sequence with spatial attention X ′′t .
After that, it will be sent to the subsequent network structure
to extract features and classification for action recognition.

FIGURE 2. LSTM with Global Spatial Attention Model.

B. ACCUMULATIVE LEARNING CURVE (ALC) MODEL
At present, most action recognition methods attach the same
importance to each frame in an action sequence. However,
only a few key frames are important for human behavioral
judgment. Less relevant frames are therefore ignored. This
phenomenon is called temporal attention. The use of the
additive learning curvemodel is proposed to express temporal
attention. That is, when using the LSTM framework to iden-
tify actions, not only the output feature of each frame h′′t is
considered, but also the different importance of each h′′t which
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is represented by weight zt of each h′′t , using (z1h
′′

1, . . . , zth
′′
t )

to represent the features of the entire action video.
When inputting the actions in the video into the learning

process of the LSTM network from the beginning, at out-
put of LSTM, there will be a cumulative learning effect h′′t
from the initial time to the current time t at each moment.
In other words, the temporal characteristics of the actions are
extracted from the initial time to the current time t .

On the other hand, in order to consider the contribution
of each cumulative learning effect, a separate network (see
Figure 4) is designed to train its corresponding weights zt .
In general, not only the learning results h′′t from the initial
time to the current, but also the corresponding weights zt are
obtained. Therefore, the curve of resulting weights zt (over
time) is named as an accumulative learning curve, referred to
as ALC, and Figure 3 is a typical ALC curve.

FIGURE 3. ALC curve.

FIGURE 4. ALC model.

ALC, as shown in Figure 4, not only shows different effects
of different h′′t on action recognition, but also provides a
more suitable way to use the Equal Weight framework. Let
ot = zth′′t , where h

′′
t = LSTM (LSTM (xt )) due to the use

of a two-layer LSTM framework (c.f. Figure 4). Let g =∑n
t=1 wh∼ot + b∼ to represent the full connection layer, let

p(y = i|X ) = exp(gi)∑C
j=1 exp(gj)

, i = 1, ...C indicates the effect

of the final Softmax classification. It shall be noted that the
weights zt are obtained directly by training, and thus all the
video sequences need to be normalized to the same length.
The desired feature can be obtained by multiplying zt and h′′t
in the final test phase. Therefore, ALC zt reflects the temporal
weight distribution of most action sequences.

C. INTEGRATION OF SPATIAL MODEL AND
TEMPORAL MODEL
To further improve the recognition effect, spatio-temporal
attention framework as shown in Figure 1 is constructed by
integrating the global spatial attention model and accumula-
tive learning curve model. In this framework, not only the
important skeleton joints in the spatial, but also the important
action frames in the temporal domain are considered.

Compared with the spatial attention model and temporal
attention model, this framework is more complex, thus mak-
ing it difficult to train. Moreover, it is more likely to face the
over-fitting issue. In order to alleviate the above problems,
this paper adopts a second-order regularization strategy on
the loss function which is defined as follows:

L = −
C∑
i=1

yi log ŷi + λ1||wLSTMGSA ||
2
2 + λ2||wLSTMALC ||

2
2

(4)

In (4), the first term represents the loss function by using
cross-entropy, y = (y1, . . . , yC )T represents the type of real
action, ŷi = p(Ci|X ) represents the type of action calculated
through this framework. The second term ||wLSTMGSA ||

2
2 rep-

resents the second-order regularity of the global spatial atten-
tion model parameter. The third term ||wLSTMALC ||

2
2 repre-

sents the second-order regularization of the parameters of the
additive learning curve model, λ1 and λ2 are the equilibrium
factors.

IV. DIFF FOR TEMPORAL DYNAMIC FEATURE
To further improve the effect of action recognition, this paper
proposes to build a Diff feature based on the motion track
of human joints. It reflects the change of each joint between
adjacent frames and enhances the dynamic of the features.
Taking this feature as the preprocessing in deep learning
network, the subsequent LSTM network can acquire more
dynamic features, and its structure is shown in Figure 5.
In other words, firstly, the 3D skeleton joint data of the
human body is sent into Diff preprocessing to obtain more
dynamic basic features; then, it is sent to the LSTM network
for feature extraction and action recognition. The Diff feature
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FIGURE 5. Action recognition by LSTM with Diff.

construction process is shown in Figure 6, and the detailed
steps are as follows:

FIGURE 6. Extraction of temporal dynamic features by subtracting
subsampled frames.

1) Downsample original human joint data. F(i) = F(d×i),
index i is the index for the downsampled F(i). That is, sample
one frame of action every d time interval;
2) Subtract the sampling data of two adjacent frames to get

displacement vectorDi. dk (i) = pk (i+1)−pk (i) where pk (i+
1),pk (i) is the 3d coordinate of the k-th joint in F(i+ 1),F(i).
Collectively, these 25 displacement vectors constitute the Diff
cue, denoted by Di.
From the above steps, it can be seen that Diff is easy to

be calculated in the scene with 3D skeleton joints as input.
As opposed to the trajectory method [32] where each dis-
placement vector dk (i) is added back to the associated pk (i),
the Diff here only keeps the displacement vectors. For record-
ings F(t) of the same action performing instance by cameras
of different locations and pose conditions, the respective
Diff cues are expected to be different. However, the absolute
amplitude changes along the whole process for all Diff cues
are likely to be the same, serving a validate cue for discrimi-
nating different actions.

V. EXPERIMENTAL EVALUATION
In order to validate its effectiveness, the proposed algorithm is
validated on two commonly used action recognition datasets
with different scales, the largest NTU RGB+D dataset and
the common small SBU dataset [35]. The following is an
evaluation of the effect of the global spatial attention model
and ALC model from the aspects of visualization, effect

enhancement, comparison with classic attention model. The
effect of Diff is evaluated from two aspects: recognition effect
and distinguishing action types. Finally, the effectiveness of
the proposed algorithm is evaluated more comprehensively
by comparing with other state-of-the-art methods.

A. DATASET
1) NTU RGB+D DATASET
NTU RGB+D dataset [21] is currently the largest RGB-D
action recognition dataset. NTU RGB+D dataset 60 is the
version of NTU RGB+D dataset before 2019. As the largest
RGB-D action data, it is highly praised and used by most
action recognition methods based on deep learning. For the
convenience of comparison, NTU RGB+D dataset 60 is
selected as a test dataset in this paper. NTU RGB+D dataset
60 recorded 60 actions of 40 participants by three cameras
in 80 viewing angles with a total of 56880 data, including
49 single actions, 10 health care actions and 11 actions by two
individuals. It not only offers different forms of data, such
as RGB, depth, skeleton joint points etc., but also provides
two standard test methods: Cross subject (CS) and Cross
view (CV). Cross subject mainly aims at predicting the action
difference between different people, that is, the difference
between different people when performing the same action.
It takes 40320 data completed by 20 people numbered 1, 2,
4, 5, 8, 9, 13, 14, 15, 16, 17, 18, 19, 25, 27, 28, 31, 34, 35,
38 as the training set, selects randomly 5% as the validation
set in the training set, and 16,560 sets of data completed by
another 20 people as the test set. Cross view (CV) aims at
the variability of the same kind of action from the different
camera perspectives. It uses 37,920 data recorded by cameras
numbered 2 and 3 as training set, extracts randomly 5% as
a validation set in the training set, and 18,960 sets of data
recorded by camera 1 as the test set.

2) SBU DATASET
At present, SBU is mainly used to test the performance of
an action recognition algorithm based on deep learning in
small-scale data. 282 action video sequences and 8 kinds of
actions by 7 individuals are recorded by using Kinect V1.
At the same time, it provides three kinds of information:
RGB, depth and skeleton joints. The dataset is divided into
21 groups; each group contains 8 kinds of actions completed
by 2 individuals. The dataset does not provide standard data
test methods. At present, in this data set, most of the test
methods used by other researchers are 50% cross-validation
in the 21 groups of data, taking the average value as the final
result. This paper also uses this method.

B. IMPLEMENTATION DETAILS
1) TEST PLATFORM AND SETTINGS
The test platform used in this paper consists of Intel (R) Core
i7- 7700K @ 4.2GHz CPU, GEFORCE GTX 1080 TI GPU,
with a Windows 10 operating system. Tensorflow is used
as the development framework. The optimization method
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is Adam, and the learning rate is set as 0.001. Meanwhile,
both ALC and FC adopt Dropout to prevent over-fitting;
the regularization parameters are set as 0.0001 and 0.00001
respectively. The initial weights for all parameters are set by
using Glorot Initialization [36]. The initial value of all bias is
set to 0.

2) DATA PREPROCESSING
In NTU RGB+D dataset 60, the participants may be one
or two. For the convenience of programming, all actions are
done by two individuals. That is, for the actions by only one
person, joint point data of another individual will be added
into data preprocessing (all joint position data of this person
are 0). For the actions of two individuals, keep it as it is.
In SBU dataset, each action is a two-individual action, and
no additional processing is required.

3) TRAINING PROCESS
The mini-batch size is set to 128. And in mini-batch iter-
ation, the loss is calculated by using Cross entropy. When
Adam [37] adjusts the learning rate automatically, backprop-
agation through time (BPTT) [38] is used for reverse learning.
According to the evaluationmethod of NTURGB+Ddataset,
the validation set is verified every 100 iterations during the
training; and only themodel with the best recognition result is
used for the final testing phase. Then, the selected test model
is tested with the test set, and the test results are maintained;
finally, the best test results are taken as the test results of
the algorithm. In SBU dataset, due to its small scale of data,
the parameter part changes Mini batch size to 16, and the
other parts are the same as NTU RGB+D dataset.

C. VISUALIZATION
1) VISUALIZATION OF GLOBAL SPATIAL ATTENTION MODEL
The clapping action in NTU RGB+D dataset is randomly
chosen to observe the visualization effect of spatial attention
as shown in Figure 7. The red circle is used to represent the
skeleton joints with large spatial attention weight, and the size
of the circle represents the strength of the weight.

FIGURE 7. Visualization of global spatial attention for clapping action.

As can be seen from the figure, for the whole clapping
sequence, the part with more weight is mainly on the hand.
That is to say, the movement of the hand largely determines
the type of action. The same conclusion is also true with

the visualization of other actions. It is clear that the spatial
attention model presented in this paper basically expresses
the intuition of the proposed algorithm.

2) VISUALIZATION OF ALC MODEL
Similarly, in order to observe the effect of ALC in describing
the expression of temporal attention weight, a trained test
model ALC is randomly selected under the NTU-CS test.
ALC visualization is shown in Figure 3. The result of the
subtraction of two adjacent frames in the ALC curve is shown
in Figure 8, which expresses clearly the weight change of
each frame of the video in ALC. The curve in Figure 3 is
the weight of each output arranged according to temporal
sequence, which reflects the importance of the content con-
tained in the video from the beginning to the end. It can be
seen from the figure that the most important part of the action
is mainly concentrated in the end part of the sequence. That
is, the output comparatively later contains more information
and plays a greater role in action recognition.

FIGURE 8. Differentiated temporal attention.

Figure 8 just makes up for this defect. It shows the impor-
tance of each frame of action in the whole recognition pro-
cess. It can be seen from the figure that the most important
part of the action is mainly concentrated in the middle. The
actions at the beginning and end are less important. This is
consistent with themessage expressed in the video, and is also
consistent with human cognition. It can be seen that the ALC
model better represents the idea proposed by the algorithm.

D. ENHANCEMENT OF THE PROPOSED
ATTENTION MODEL
1) GLOBAL SPATIAL ATTENTION MODEL
In order to further evaluate the spatial attention model pro-
posed in this paper, recognition rate enhancement and effi-
ciency will be analyzed. The recognition results of different
methods are arranged into the histogram of recognition rate
as shown in Figure 9. It can be seen from the figure that the
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recognition rate by using pure LSTM is 66.8% under the NTU
Cross Subject test, and that of using global spatial attention
is 75.1%, with an 8.3% increase. Under the NTU Cross View
test, the recognition rate by using pure LSTM is 77.5%, and
that of using global spatial attention is 82.16%, with a 4.66%
increase. Under the SBU dataset, the recognition rate by using
global spatial attention is 7.34% higher than that of using pure
LSTM. From the above experimental results, it can be seen
that the recognition rate has been significantly improved by
using the global spatial attention model.

Meanwhile, in order to further understand the effective-
ness of the global spatial attention model, that is, what kind
of action type it has better effect on, this paper examines
the enhancement on NTU RGB+D dataset and sorts out
top 10 actions that have better enhancement. Table 1 is the
sequence of the 10 actions, namely clapping, putting on
glasses, brushing teeth, drinking water, rubbing two hands,
punch, taking off a hat/cap, writing, putting on a shoe, hand-
shaking hands. On observing these actions it has been inferred
that they have two common characteristics. Firstly, these
actions are only closely related to a few limbs or parts of
limbs, but hardly related to other parts of limbs. For example,
clapping ismainly related to hands, not to other parts of limbs.

TABLE 1. ACCURACY (%) for Ram and GSA LSTM on NTU RGB+D dataset.

Secondly, recognition rate is generally lower on the pure
LSTM framework that does not employ any attention models.
The result is the same on SBU dataset. It can therefore be
confirmed that the global spatial attention model effectively
strengthens the importance of key limbs in action recognition
and provides spatio-temporal information that significantly
enhances the recognition accuracy.

2) ALC MODEL
Similar to the global spatial attention model, this part mainly
evaluates the effectiveness of ALC model from the aspect

of recognition enhancement. It mainly compares ALC with
the two feature extraction methods basic LSTM (only the last
output is taken as the feature) and Equal Weight (the output
of each time is concatenated as the feature).

As shown in Figure 9, under the NTU Cross Subject test,
the recognition rate by using pure LSTM (basic LSTM) is
66.8%, and that of Equal weight is 71.53%, and that of ALC
is 77.4%. The recognition rate of ALC is better than the other
two methods. Under NTU-Cross View test, the recognition
rate of ALC is 83.79%, higher than 77.5% of pure LSTM
and 77.09% of Equal Weight. In SBU dataset, similar results
are presented. The recognition rate of ALC is 96.82%, while
that of LSTM is only 86.7%. Therefore, ALC has an obvious
effect on the recognition rate enhancement.

TABLE 2. ACCURACY (%) for Ram and ALC LSTM on NTU RGB+D dataset.

Similarly, to further analyze the effect of ALC, 10 actions
that have better enhancement are sorted out. They are putting
on glasses, brushing teeth, clapping, rubbing two hands,
touching head, drinkingwater, taking off a hat /cap, punching,
handshaking hands, checking time in table 2. By looking at
these 10 types of actions manually, there are two findings.
On the one hand, the recognition rate is generally low if ALC
is not used. On the other hand, the key frames of these actions
are concentrated in the middle of time. In SBU dataset, a sim-
ilar conclusion is presented. It can be seen that ALC mainly
improves the effect of action recognition and highlights the
importance of key frames by accurately modeling the weight
distribution of action sequences.

E. COMPARISON WITH STA-LSTM MODEL
STA-LSTM is a classic spatio-temporal attention model
in action recognition, and it is also the comparison target
in this paper. The following is a comparison from three
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FIGURE 9. Accuracy on SBU and NTU RGB+D datasets.

aspects: spatial attentionmodel, temporal attentionmodel and
spatio-temporal attention model.

1) SPATIAL ATTENTION MODEL
STA-LSTM uses local spatial attention, mainly considering
the relationship between two adjacent frames to determine
the weight of the skeleton joints. The global attention model
proposed in this paper determines which joints are important
and which joints are not important by all frames of the
whole sequence. Global attention is more expressive than
local attention because it contains more information.

TABLE 3. Accuracy (%) comparison on NTU RGB+D dataset.

In the CS test of NTURGB+Ddataset, as shown in table 3,
the spatial attention recognition rates for STA-LSTM and
GSA are 71.9% and 75.1% respectively; in the CV test,
they are 80.4% and 82.16% respectively. In SBU datasets,
as shown in Table 4, the spatial attention recognition rates
for STA-LSTM and GSA are 88% and 94.04% respectively.
The recognition rate of GSA is significantly higher than that
of STA-LSTM. These experimental results show that the
recognition of global spatial attention model outperforms that
of local spatial attention model.

2) TEMPORAL ATTENTION MODEL
STA-LSTMuses local temporal attention,mainly considering
the relationship of the before-after frames. In this paper, ALC
is used to obtain the weight of each frame directly through
data training, which reflects the weight distribution of the
whole training data set in temporal dimension. Compared
with local temporal attention, ALC considers the importance

of the whole sequence globally. The workload of ALC is
much smaller than STA-LSTM in both training and testing.

In terms of recognition rate, as shown in table 3, in NTU
CV test, spatial attention accuracy for STA-LSTM and ALC
are 73.2% and 77.4% respectively, while in NTU-CV test,
they are 80.5% and 83.78% respectively. In SBU datasets,
as shown in Table 4, the temporal attention accuracy for
STA-LSTM and ALC are 89% and 96.82% respectively.
It can be seen that the recognition rate of ALC proposed in
this paper is significantly better than that of STA-LSTM in
the two datasets, which is also consistent with the previous
theoretical analysis.

TABLE 4. Accuracy (%) comparison ON SBU dataset.

3) SPATIO-TEMPORAL ATTENTION MODEL
STA-LSTM model consists of three parts, namely, spa-
tial attention, temporal attention and main LSTM network.
In terms of training mode, STA-LSTM is divided into four
phases with 9 steps: 1) pre-train temporary attention model;
2) pre-train spatial attention model; 3) train the main LSTM
network; 4) jointly train the whole network. On the whole,
the training process is comparatively complex and it is dif-
ficult to get desirable results. The experimental results of
STA-LSTM on NTU RGB+D dataset are the best exam-
ple. Specifically, under NTU CS test, the recognition rate
for spatial attention, temporal attention and spatio-temporal
attention is 71.9%, 73.2%, and 73.4% respectively. The
spatio-temporal attention rate is only 0.2% higher than that
of temporal attention. Under NTU CV test, spatio-temporal
attention is only 0.7% higher than that of temporal attention.
Intuitively, the improvement of integrating spatio-temporal
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attention model is not obvious, which is not consistent with
human intuition.

In contrast, the framework proposed in this paper is rela-
tively simple. It is only composed of global spatial attention
and ALC, and the training method is also simple. The end to
end method can be used directly without any additional steps.
At the same time, the recognition rate of spatio-temporal
attention is about 2% higher than that of temporal atten-
tion and spatial attention alone. Whether on NTU CS, NTU
CV test, or SBU dataset, the overall recognition rate of
GL-LSTM is higher than STA-LSTM. It can be seen that
the spatio-temporal attention model proposed in this paper is
better than STA-LSTM.

F. DIFF
To measure the effect of Diff on action recognition, tests
are conducted on NTU RGB+D dataset and SBU dataset
respectively. The test results are shown in table 5 and table 6.

TABLE 5. Recognition rate (%) with Diff on NTU RGB+D dataset.

TABLE 6. Recognition rate(%) with Diff on SBU dataset.

It can be seen from table 5 that the Diff method improved
the recognition rate, whether it is NTU CS test or NTU
CV test. To be exact, in spatial attention, the recognition
rate is increased by 6.2% and 5.54% respectively; in tem-
poral attention, increased by 5.1% and 3.72% respectively;
in spatio-temporal attention, increased by 4.7% and 4.55%
respectively. Similar results are presented on the SBU dataset
shown in Table 6.

The reason: for action recognition, dynamic is one of the
key characteristics to distinguish different actions, and plays
a particularly important role. Diff improves the effect of
action recognition by strengthening the dynamics of features
to learn and distinguish features more effectively. In essence,
Diff solves some problems encountered in action recogni-
tion (dynamic feature extraction), alleviates some pressure

of deep learning, and enables deep learning to better play its
own (learning feature) advantages and concentrate on feature
extraction.

TABLE 7. ACCURACY (%) for Ram and Diff on NTU RGB+D dataset.

This paper further explored on what kind of actions Diff
cue is effective. In order to ensure pure Diff cue effect,
the original data and Diff processed data are sent to a
three-layer general LSTM network. Table 7 lists the first five
types of actions according to the enhancement rate. It can be
seen from Table 7 that the five types of movements are all the
types with obvious limb changes and large range of motion.
That is to say, dynamic is the dominant feature in this kind of
movements. Therefore, strengthening dynamic will help to
improve the effect of action recognition. This coincides with
the dynamics expressed by Diff. It can be seen that in the
action sequence with intense and dynamic movement, Diff
cue will notably improve the distinguishability of features.

G. COMPARISON WITH OTHER STATE-OF-
THE-ART ALGORITHMS
In order to evaluate the effect of the proposed algorithm
more accurately, the action recognition results of different
algorithms on NTU RGB+D dataset 60 and SBU dataset
are shown in table 8 and table 9. To ensure the reliability of
the results, comparison of the algorithm with other state-of-
the-art ones needs to meet four conditions at the same time:
1) use only 3D human skeleton as input and no other informa-
tion; 2) use only original data without any data enhancement;
3) use only single stream information, and no multi-stream
information integration; 4) use RNN-based approaches.

Table 8 shows the results of the proposed algorithm with
other state-of-the-art algorithms on NTU RGB+D dataset.
Lie group [39] and Dynamic skeletons [40] are the results
of traditional machine learning; the rest is by deep learning.
It can be seen from the table that the method based on
deep learning is better than that based on traditional machine
learning. Obviously, compared with traditional methods,
the method based on deep learning has obvious advantages.
Even though, there is a certain gap compared with inte-
grated methods such as [47], [49], the GL-LSTM method
proposed in this paper has obvious advantages compared
with pure attention methods (such as STA-LSTM [14]). The
GL-LSTM+Diff method has obvious advantages compared
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TABLE 8. Recognition rate(%) on NTU RGB+D dataset.

TABLE 9. Recognition rate (%) on SBU database.

with other state-of-the-art methods, whether it is 84.4% under
CS test or 90.2% under CV test. This proves that the method
proposed in this paper has a good effect on large scale
data sets.

Table 9 shows recognition rate of the algorithm proposed
in this paper and other state-of-the-art algorithms on SBU
dataset. Most algorithms adopt deep learning, except for joint
feature in [10]. Compared with other deep learning methods,
the recognition rate of the proposed GL-LSTM+Diff method
reaches 99.2%, significantly higher than other state-of-the-art
methods. This indicates that the method proposed in this
paper has better adaptability on small scale datasets.

To sum up, the algorithm proposed in this paper has certain
advantages in both large datasets and small datasets.

VI. CONCLUSION
To tackle the different importance of each joint and the dif-
ferent roles each frame plays in action recognition, this paper
proposes the GL-LSTM model. By integrating the proposed
GSA (for spatial information) and ALC (for temporal pro-
cessing) models into the LSTM framework and taking the
human skeleton joints as input, the global spatio-temporal
action recognition framework is constructed to recognize
human actions. Compared with other classic methods such
as STA-LSTM, the algorithm proposed in this paper offers
better performance, accuracy, least algorithmic complex-
ity and training overheads. With the introduction of Diff
cue, the recognition and dynamic of features are improved.
The experimental results on the largest action dataset NTU
RGB+D and the commonly used small SBU dataset show the
effectiveness of the proposed GL-LSTM+Diff model over
state-of-the-art models.
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