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ABSTRACT Iceberg and ship identification in satellite synthetic aperture radar (SAR) data plays an
important role in offering an operational iceberg surveillance program. Here, the identification aims to detect
ocean SAR targets and then categorize these targets into iceberg, ship, or unknown. Although the adaptive
threshold techniques have achieved promising results on the ship and iceberg detection in SAR images,
the discrimination between these two target classes is still very challenging for operational scenarios. This
study presents a computational framework for iceberg and ship discrimination based on an ensemble of
various deep learning and machine learning algorithms. On one hand, latest deep neural networks — namely,
DenseNet and ResNet — are deployed in this study for end-to-end feature exaction and image classification
directly on original SAR images. On the other hand, handcrafted features are extracted on de-speckled SAR
images, followed by classification using advanced machine learning algorithms — namely, XGBoost and
LightGBM. The outcomes from both sides are then combined through min-max median stacking approach
to classify the given SAR images into iceberg and ship categories. The proposed framework has recently been
deployed as the key kernel for the *“Statoil/C-CORE Iceberg Classifier Challenge” organized by Kaggle. The
performance is promising as our final scores were ranked 26 and 39 out of 3343 teams on public and private
leaderboards, respectively. We hope that by sharing the solutions, we can further promote research interests
in the field of iceberg and ship identification.

INDEX TERMS Iceberg and ship identification, satellite synthetic aperture radar (SAR) images, image

classification.

I. INTRODUCTION

For oceanographic observations, satellite synthetic aperture
radar (SAR) plays an important role, as it is able to monitor
the oceans and floating structures in all weather conditions
by using its active radar. Drifting icebergs present a threat to
navigation and activities in areas such as offshore of the East
Coast of Canada. To offer an operational iceberg surveillance
program, it is essential to utilize satellite SAR data to identify
between iceberg and ship. However, this process could be
labor intensive, subjective, and error prone because satellite
SAR data with coarser resolution is not as intuitive as satellite
optical data for manually interpreting target classification.
Therefore, it is desired to develop an automated method [1]
for iceberg or ship identification. The identification involves
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the detection of ocean SAR targets and then the classification
of these targets.

There is extensive literature on ship detection using SAR,
and much of this has been summarized in [2] and [3]. These
ship detection algorithms were applied for the detection
of icebergs from SAR data. One of the simple but widely
used methods is the threshold-based detection algorithm. The
algorithm can be thought of as a bright target detection on the
sea, such that a pixel is selected as long as it passes the criteria
(or threshold), regardless of what it represents. This algorithm
can achieve success in ocean target detection because ships
and icebergs usually appear as bright targets against the dark
background of the ocean. However, it is not able to classify
the target, and hence discrimination algorithms have to be
further employed to label the target as a ship, an iceberg or
unknown.
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The previous methods on SAR images classifica-
tion include using multivariate approaches, support vec-
tor machines (SVMs), and convolutional neural networks
(CNNs). The combination of HV (transmit horizontally and
receive vertically) and HH (transmit/receive horizontally)
bands, can be used for feature extraction as shown in [4], from
which it is discovered that ships are more likely to generate
reflections on the edges in the HH bands. To distinguish
between ships and icebergs, the discrimination between the
two classes is carried out after edge detection by extracting
features and conducting target classification. The model in [5]
uses the Bayes rule to maximize the posteriori probability
regarding two classes to achieve an accuracy of 93% for
classifying ships. To discriminate ships from icebergs in sim-
ulated, dual polarized, medium resolution SAR data, a SVM
classifier is proposed in [6] based on the features of intensity
and polarimetric parameters. In [7], ships and icebergs are
discriminated based on their different dominant scattering
mechanisms.

In recent years, CNNs [8] have been leading the way
in solving many challenging image classification problems.
Due to the advent of AlexNet [9], which won 2012 Ima-
geNet Large-Scale Visual Recognition Challenge, CNNs
have been successfully employed in many image classi-
fication tasks [10], [11]. Compared to using hand-crafted
features in conventional machine learning approaches, deep
neural networks are able to automatically learn complex
representations from input data. Recently, CNNs have
achieved promising performance in SAR classification
tasks [12], [13].

Specifically, for the task of ship and iceberg discrimina-
tion, Bentes ef al. [14] applied CNNs to ship-iceberg dis-
crimination and tested on TerraSAR-X StripMap images.
Schwegmann et al. [15] employed a specific type of deep
neural networks — the highway networks — to ship dis-
crimination in SAR images and achieved promising results.
Qdegaard et al. [16] used CNNs to detect ships in harbor
background in SAR images. To circumvent the lack of train-
ing samples, they utilized a simulation software to generate
simulated data for training. Song et al. [17] followed this idea
and introduced a deep generative neural network for SAR
automatic target recognition. Zhang et al. [18] proposed a
complex-valued (CV) CNNss specifically designed to process
complex values in PolSAR data, i.e., the off-diagonal ele-
ments of coherency or covariance matrix.

In this paper, a computational framework is proposed for
iceberg and ship discrimination based on an ensemble of var-
ious deep learning and machine learning algorithms. On one
hand, latest deep neural networks — namely, ResNet [19]
and DenseNet [20] — are deployed in this study for end-
to-end feature exaction and image classification directly on
original SAR images. On the other hand, handcrafted fea-
tures are extracted on de-speckled SAR images, followed by
classification using advanced machine learning algorithms —
namely, XGBoost [21] and LightGBM [22]. The outcomes
from both approaches are then combined through min-max
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median stacking approach to classify the given SAR images
into iceberg and ship.

Generally, ensemble of models is a standard approach
in applied machine learning to ensure that the most stable
and best possible prediction is made. For this specific task,
we found out that the deep features extracted by CNNs did not
dominate the handcrafted features used in boosting methods.
In other words, CNNs and boosting methods may discover
diverse meaningful features, leading to different predictions
for given SAR images. This is the main motivation of the
combination of the predictions from CNNs and boosting
methods. We make an assumption in this study that “CNNs
and boosting methods may be good in different ways, and
make different prediction errors”, as long as the majority
of the models make correct predictions, the combination
will lead to a better result. This is in consonance with the
observation in [23]: ‘“‘the reason that model ensemble works
is that different models will usually not make all the same
errors on the test set™.

The main contributions of this paper are three folds: Firstly,
we propose a computational framework for iceberg and ship
classification through the ensemble of advanced deep learn-
ing and machine learning techniques. Secondly, we address
several unique challenges involved in target discrimination
from coarse resolution satellite SAR images, such as data
augmentation and pseudo labelling. Lastly, we publish the
source codes ! for public sharing as part of the Kaggle compe-
tition ““Statoil/C-CORE Iceberg Classifier Challenge” [24].
Interested readers may re-use the source codes for their own
target discrimination from SAR images.

The rest of this paper is organized as follows: The proposed
iceberg and ship discrimination framework is presented in
Section II. Case study of our proposed framework on Kaggle
competition for ship and iceberg classification is illustrated in
Section III. Insights and discussions related to target discrim-
ination from SAR images are included in Section IV. Lastly,
the conclusion is given in Section V.

Il. METHODOLOGY

The goal of this paper is to develop automated ways to
discriminate icebergs from ships for a given SAR image.
The overall workflow of the proposed framework is illus-
trated in Fig.1, which consists of image classification by
deep learning approaches (described in Section II-A), image
de-speckling followed by machine learning classification
(described in Section II-B), and the ensemble of outcomes
from both deep learning and machine learning (described in
Section II-C).

A. DEEP LEARNING APPROACHES

In recent years, the community has witnessed an accel-
erated growth in the development of deep learning tech-
niques [25], [26] especially the deep CNNs like ResNet [19]
and DenseNet [20]. These developments have significantly

1 https://bitbucket.org/xulei_yang/iceberg_ship/src
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FIGURE 1. Overall workflow of the proposed computational framework.
pushed the frontier of the state-of-art in many applica- Iout SAR
tion df)r.nalns, including visual object detection, speech II:: ages
recognition, etc.
When it comes to neural network design, the trend in the
past few years has pointed in one direction: deeper. How-
ever, deep networks are hard to train because of the notori- Shifting & Flipping & Rotation DenseNet /
ous vanishing gradient problem where the gradient becomes Ci?g?‘%?fﬂi;ﬁ;?fﬂ ResNet Conv.
infinitesimally small through repeated multiplication in the Mean-variance Normalization Layers
back-propagation process. As a result, as the network goes
deeper, its performance gets saturated or even starts degrading
rapidly [27). . . Input Incident 2D Average
ResNet [19] uses a so-called “identity shortcut connec- Angle Pooling Layer

tion” that skips one or more layers. In addition, it refines
the residual block and proposed a pre-activation variant of
the residual block such that the gradients can flow through
the shortcut connections to any other earlier layer unimped-
edly. In such a way, ResNet makes it possible to train up
to hundreds or even thousands of layers with compelling
efficiency [28].

Huang er al. [20] proposed a novel architecture called
DenseNet that further exploits the effects of shortcut connec-
tions - it connects all layers directly with each other. In this
novel architecture, the input of each layer consists of the
feature maps of all earlier layers, and its output is passed
to each subsequent layers. The feature maps are aggregated
with depth-concatenation. Other than tackling the vanishing
gradients problem, this architecture also encourages feature
reuse, making the network highly parameter-efficient.

In this subsection, we describe how we modified the
ResNet and DenseNet models for iceberg and ship discrimi-
nation. Our approach is illustrated in Fig.2. The convolutional
layers from ResNet and DenseNet are used to extract various
layers of features from SAR images, which are then combined
together for image classification. We use pre-trained ResNet
and DenseNet models on ImageNet dataset. The pre-trained
Deep CNN (DCNN) models require 3-channel input. As the
original SAR images from Kaggle competition only contain
two channels (HH and HV), the average of these two channels
is used as the third channel. All the fully-connected layers in
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FIGURE 2. Diagram of deep learning approaches for ship and iceberg
classification.

the original models are removed, and a 2D average pooling
layer is added after the last convolutional layer, followed by
a flatten layer before the last dense layer. Finally, Sigmoid
activation is used in the last dense layer instead of the origi-
nal Softmax function to obtain the probability of the image
belonging to the iceberg class. In the Kaggle competition,
incident angle of each SAR image is also provided. To make
use of this information, the angle value is concatenated into
the network just before the last dense layer, as shown in Fig.2.

B. MACHINE LEARNING METHODS

The workflow of using machine learning methods for ship
and iceberg discrimination is illustrated in Fig. 3, which
involves noise de-speckling, feature engineering, and image
classification. The details are discussed in the ensuing text.
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FIGURE 3. Diagram of machine learning approaches for ship and iceberg classification.

1) SAR IMAGES

SAR utilizes microwave-frequency light to actively image
surface features [29]. One of the consequences is that the
features being imaged often have a roughness with length
scales similar to the wavelength of the light being used.
So, the backscattered light will experience mutual interfer-
ence creating speckle noise. Speckle noise presents itself as
patches that are lighter or darker than they otherwise would
have been based on the features being imaged, as demon-
strated by Fig. 4 and Fig. 5.

FIGURE 4. Demonstration of filtering out speckle noise on a ship image
before filtering. Left: ship band 1; right: ship band 2.

70

FIGURE 5. Demonstration of filtering out speckle noise on a ship image
after filtering. Left: ship band 1; right: ship band 2.

Unlike deep learning approaches, which provide an end-
to-end solution for the iceberg and ship discrimination
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directly on original SAR images, machine learning classifi-
cation methods require feature engineering to extract mean-
ingful features to be used for classification. Raw SAR images
from Kaggle competition contain multiple speckle noise (as
shown in Fig. 4 and Fig. 5) which may affect feature extrac-
tion and image classification. In this work, the additive noise
lee de-speckling filter [30] is used to reduce speckle noise
before employing machine learning approaches.

2) DE-SPECKLING

A number of de-speckling methods, such as [31] and [32],
have been presented to filter out speckle noise in SAR images.
In this study, we employ the speckle noise reduction method
called Lee Filter [30] to reduce such noise. It is assumed
that speckle noise is additive with a constant mean of zero,
a constant variance, and drawn from a Gaussian distribution.
Using a window (I x J pixels) to scan the image with a stride
of 1 pixel, the de-speckled value of the pixel in the center of
the window located in the ith row and jth column is

g = uk +w o (zj — ug) (1)

where uy is the mean value of all pixels in the window
centered on pixel (i, j), z; is the unfiltered value of the pixel,
and w is a weight calculated by

varg

W= ————— 2

varg + Varpoise

where vary is the variance of all pixels in the window and
Varpoise 1 the variance of the speckle noise. A possible alter-
native to using the actual value of the center pixel for z; is
to use the median pixel value in the window. The parameters
of the filter are the window/kernel size and the variance of
the noise (which is unknown but perhaps can be estimated
from the image as the variance over a uniform feature smooth
like the surface of still water). Using a larger window size
and noise variance will increase radiometric resolution at the
expense of spatial resolution. As demonstrated by two images
in Fig.5, most of the speckle noise in the SAR images are
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successfully removed. We will perform feature extraction and
image classification based on filtered images.

3) FEATURE ENGINEERING
The following features are extracted and used for this study:
« Regular aggregations per band considered as a signal:
— Minimum
— Maximum
— Mean
— Standard deviation
— Kurtosis
— Skew
o Other aggregations per band considered as an image:
— Standard deviation after Sobel filtering on x
— Standard deviation after Sobel filtering on y
— Standard deviation after Laplace filtering
o Features from combined bands:
— Pearson correlation coefficient
— Standard deviation of \/ (band 1% + band 22)

4) IMAGE CLASSIFICATION

Tree boosting is a highly effective and widely used machine
learning method. In this study, we employ the latest devel-
opments of boosting machines, i.e., XGBoost [21] and
LightGBM [22] for the discrimination of ship and ice-
berg. XGBoost [21] stands for eXtreme Gradient Boost-
ing, an algorithm that has recently been dominating applied
machine learning and Kaggle competitions for structured
or tabular data. XGBoost is an implementation of gradient
boosted decision trees designed for speed and performance,
which scales beyond billions of examples using far fewer
resources than existing systems. LightGBM [22] is a gradi-
ent boosting framework that uses tree based learning algo-
rithm. LightGBM grows tree vertically while other algorithm
grows trees horizontally meaning that LightGBM grows tree
leaf-wise while other algorithm grows level-wise. It will
choose the leaf with max delta loss to grow. When growing
the same leaf, leaf-wise algorithm can reduce more loss than a
level-wise algorithm, hence resulting in much better accuracy
which would otherwise be rarely achievable by any of the
existing boosting algorithms. As shown in Fig. 3, by using
the extracted features as described in the last subsection,
together with the input feature of incident angle, XGBoost
and LightGBM classifiers are used to classify the given SAR
image into ship and iceberg by outputting the probability of
the image being an iceberg.

C. STACKING

Different stacking methods have been used to build an ensem-
ble from multiple classifiers. For this specific application, it is
found that the simple min-max median staking generates the
best performance. Assume that we have N outcomes from N
classifiers and each classifier generates a probability value
between [0, 1] for a given SAR image. High probability
indicates the image has high potential of being an iceberg,
while low probability implies high potential of being a ship.
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The basic idea behind min-max median is to select very
high probability (larger than pre-defined max value, most
likely being an iceberg) and very low probability (smaller
than pre-defined min value, most likely being a ship) values
first, then take median of these selected values. If no values
are selected, then take median through all the N probability
values. Effectiveness of the min-max median stacking will be
demonstrated by the experiments in the next section.

Ill. EXPERIMENTS

A. DATASET

The Centre for Cold Ocean Resource Engineering (C-CORE)
and Norwegian energy company Statoil have launched a com-
petition to find a more effective method of spotting icebergs
that pose a risk to ships and infrastructure. The ““Iceberg
Classifier Challenge™ requires participants to find an ““algo-
rithm that automatically identifies if a remotely sensed target
is a ship or iceberg,” according to the competition’s home
page [24]. The challenge was posted on the Google-owned
website Kaggle. Kaggle is used for hosting competitions
where participants are invited to devise solutions to a wide
range of data-related problems.

In this binary classification task, a participant has access
to readings of radar backscatter to distinguish ships and ice-
bergs. The data is of 2-channel, each polarized to transmit
horizontally-receive horizontally/vertically (HH/HV). The
readings are floating point values on the dB scale. Also
included is the angle of incidence for each reading. There
are 1604 samples in the training set and 8424 samples in
the testing set. For testing set, 20% of the samples are
used for public leaderboard scoring and the rest for private
leaderboard scoring. The classes in the training set are fairly
well-balanced wherein 900 are ships and the rest are icebergs.
Fig.6 and Fig. 7 show some randomly selected samples from
the training set for 2 ships and 2 icebergs, respectively, where
pseudo color is used for visualization. It can be seen from
the figures that it could be hard to discern some ships from
icebergs by visual inspection of a channel that had been
coerced into pseudo-color images.

B. EVALUATION METRICS

Submissions are evaluated on the log loss between the pre-
dicted values and ground truth. For Kaggle competition, each
image has been labeled with one true class (not disclosed for
testing set). For scoring, we must submit a set of predicted
probabilities (one for each image). The performance is then
evaluated by the log loss function as follows:

1 n m
log loss = - Z Zyij log(pij) 3)

i=1 j=1

where n is the number of images in the test set, m is the
number of image class labels, log is the natural logarithm,
vij is 1 if observation i belongs to Class j and 0 otherwise, and
pij is the predicted probability that observation i belongs to
Class j. More specifically, for two-class image classification
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(b)

FIGURE 6. Image samples of ships from Kaggle competition. (a) Ship
sample 1. Left: band 1; right: band 2. (b) Ship sample 2. Left: band 1;
right: band 2.

(b)

FIGURE 7. Image samples of icebergs from Kaggle competition.
(a) Iceberg sample 1. Left: band 1; right: band 2. (b) Iceberg sample 2.
Left: band 1; right: band 2.

problem, the log loss function is as follows:
1 n
log loss = — 3 [yilogGi) + (1=y)log(1 = )] (4)
i=1
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where y; is 1 if the image is an iceberg, and O if it is a ship.
The variable y; is the predicted probability of the image being
an iceberg. A smaller log loss is better.

C. TRAINING

The deep learning models were constructed on the Keras
deep learning platform with Tensorflow backend. The Adam
optimizer with learning rate n = 0.0001, 8; = 0.9, and
B2 = 0.999 was implemented for compiling the Keras model.
The value of fuzz vector used in numeric expressions was set
as le — 08. All weights were initialized with 0 mean and 0.1
standard deviation Gaussian distribution. These weights are
optimized by back propagation through the aforementioned
loss functions to calculate the penalty between the prediction
and the ground truth in every batch. The network was trained
for 50 epochs with a mini batch size of 32 using a 5-fold cross
validation. The final accuracy is estimated by averaging 5 dif-
ferent values produced by each fold. All the experiments were
conducted in Ubuntu 16.04 with 4 Nvidia GTX1080 GPU
cards.

D. RESULTS

We tested each of the discussed methods on Kaggle ice-
berg classification dataset [24]. The generated score values
are listed in Table 1. Overall, the deep learning approaches
performed much better than machine learning methods,
e.g., ResNet achieved log loss 0.1494 and 0.1474, much
smaller than 0.1882 and 0.2063 by XGBoost, on public and
private leaderboard, respectively. By combining outcomes
from both deep learning and machine learning, our proposed
framework achieved the best performance, i.e., log loss val-
ues of 0.1070 and 0.1295, which ranked 26 and 39 out of
3343 international teams on public and private leaderboard,
respectively.

IV. DISCUSSION

Ship and iceberg discrimination from low resolution SAR
images is a challenging task. In this section, we discuss sev-
eral interesting findings from our participation in the compe-
tition as follows. Several of them have also been deployed in
our previous kaggle competitions [33], in which a two-stage
detection scheme was proposed to handle small object recog-
nition from large background within a given image.

A. DATA AUGMENTATION IS ESSENTIAL

FOR CNNs CLASSIFIERS

As shown in the experiment results, image augmentation is
one of the most important methods which can help boost the
performance of deep neural networks with limited training
data. To build good image classifiers, different data aug-
mentation strategies can be adopted for different domain
applications. In this work, a combination of image processing
techniques, such as random rotation, shifts, shear, scale and
flips, was leveraged to create artificial images. Meanwhile,
mean-variance normalization, as well as color space transfor-
mation and elastic transformation were also implemented to
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TABLE 1. Performance of each method on Kaggle iceberg classification dataset [24].

Methods Public Leaderboard ~ Private Leaderboard Remarks
XGBoost 0.1882 0.2063 Ensemble of various XGBoost
models
LightGBM 0.1807 0.2088 Ensemble of various LightGBM
models
Ensemble of various ResNetl8 &
ResNet 0.1494 0.1474 ResNet50 models
DenseNet 0.1408 0.1449 Ensemble of various DenseNet121
models
Min-max  Median 0.1070 0.1295
stacking

enhance the image augmentation. For more details on image
augmentation, the reader may refer to [34].

B. CROSS-VALIDATION HELPS AVOID

MODEL OVERFITTING

The goal of a deep learning or machine learning model is
to generalize the training data to any data different from
problem domain. In this Kaggle challenge, the number of
samples in the training dataset is much smaller than that in
the testing dataset. As a result, the trained model may yield
higher accuracy on the training set than the testing dataset.
In other words, there is a problem with overfitting. To mitigate
this problem, we employed k-folder (k = 5) cross-validation
wherein the output of the model is averaged over k-trained
sub-models. The experiments showed that this model gener-
alization strategy increased our competition ranking to some
extent in both public and private leaderboards.

C. PSEUDO LABELING INCREASES TRAINING SAMPLES
In many machine learning domains, data acquisition is one
of the most expensive steps since many time-consuming and
labor-intensive processes are involved. For example, ground
truth masks have to be drawn manually and further confirmed
by many other experts through voting. Therefore, using lim-
ited data and yet able to train a good model is still an open
problem. In this work, the pseudo labeling approach was
applied where the unlabeled data in the testing dataset were
utilized for the traning process. Specifically, a model is first
trained based on the training dataset. Then we use such a
model to perform the prediction task on the testing dataset
where the predicted probability for each testing sample is
calculated. After that, the most confident samples from the
testing dataset are in turn added into the training dataset.
This process can be iterated to help enlarge the training
dataset progressively. It is shown that the performance of the
trained model was improved by using pseudo labeling from
the experiments.

D. DE-SPECKLING WORKS FOR MACHINE

LEARNING ONLY

It is interesting to find out that deep learning obtains worse
performance on de-speckled data samples as compared to
raw SAR images. We believe this is due to the fact that
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the de-noising process may discard some useful structures
around the ship or iceberg objects, which could otherwise
be learned by the deep neural networks to assist the clas-
sification of ship and iceberg. As such, we train ResNet
and DenseNet models directly using raw SAR images. For
machine learning methods, hand-crafted features could be
obfuscated by speckle noise. Hence, it is difficult to find
meaningful features directly on noisy raw SAR images
as compared to de-speckled images. This explains why
de-speckling improves the performance of XGBoost and
LightGBM classifiers on ship and iceberg classification.

E. ENSEMBLE BOOSTS PERFORMANCE

In the past years, as demonstrated in a number of com-
puter vision competitions, deep learning approaches have
achieved superior performance over traditional machine
learning approaches on most of the image and video analysis
tasks. It is natural that a deep learning option would be of first
priority for this image-related competition. Machine learning
approaches, while performing worse than CNNs on image
classification tasks (as shown in Table 1), may serve to add
meaningful features through delicate feature engineering to
assist the classification of deep learning. As shown in the
experimental results, the combination of deep learning and
machine learning leads to a better performance as compared
to that of individual models.

V. CONCLUSION

In this study, we presented a computational framework to
tackle the ship and iceberg discrimination problem by com-
bining the advantages of both deep learning and machine
learning techniques. We also addressed several unique practi-
cal challenges related to this specific real-world application.
The proposed approach was evaluated through the case study
on the recent Kaggle competition for ship and iceberg classi-
fication. Our results were ranked nearly top 1% on both public
and private leaderboards, which verified the effectiveness of
the proposed approach.
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