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ABSTRACT Huge penetration of grid-tied wind generators into the existing electricity networks increased
various challenges in modern power grids. Tremendous attempts are accomplished to properly enhance
the behavior of the wind generation systems. This article exhibits a new self-tuned control approach for
enhancing the performance of a permanent-magnet synchronous generator-based wind turbine, which is
interlinked to the electricity network. The self-tuned technique relies on an improved multiband-structured
subband adaptive filter (IMSAF) algorithm, which achieves less computational intricacy over the least-mean-
square approach. The IMSAF algorithm-based self-tuned proportional-integral (PI) controller is employed
to adjust the interface voltage source converters through a cascaded control structure. The IMSAF algorithm
updates the multiple PI controllers’ gains on-line without the necessity to optimize or fine-tune. To achieve
realistic responses, practical wind speed data measured in Zaafarana wind farm, Egypt, are implemented in
this study. The efficacy of self-tuned control approach is compared with that realized using an optimized PI
control approach by the water cycle and the genetic algorithms, considering symmetrical and unsymmetrical
faults, as the network disturbances. The validity of self-tuned control approach is widely confirmed by
performing simulation analyses usingMATLAB/Simulink software, and satisfactory responses are achieved.
Notably, the IMSAF-based self-tuned control approach is realized to be an accurate means for improving
the characteristic of grid-tied wind generators.

INDEX TERMS Adaptive control, adaptive filter algorithm, power converters, power system control, power
system dynamics, wind energy.

NOMENCLATURE
ABBREVIATIONS
AF Adaptive filter
CCS Cascaded control strategy
CMPN Continuous mixed P-norm
DFIG Doubly-fed induction generator
FC Frequency converter
GSI Grid-side inverter
IMSAF Improved multiband-structured

subband adaptive filter
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MSC Machine-side converter
OVPS Over-voltage protection scheme
PCC Point of common coupling
PMSG Permanent-magnet synchronous generator
PLL Phase-locked-loop
PI Proportional-integral
RECS Renewable energy conversion system
SRG Switched reluctance generator
SEIG Self-excited induction generator
VSWT Variable-speed wind turbine
VS-WTGS Variable-speed WTGS
VSC Voltage source converter
LMS Least-mean-square
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WCA Water cycle algorithm
WT Wind turbine
WTGS Wind turbine generator system

SYMBOLS
ρ Air density
Vdc,V ∗dc DC-link voltage and its set-point value
ωe Electrical angular speed of PMSG
vds, vqsλopt d- and q-axis stator voltages of PMSG
ids, iqs d- and q-axis stator currents of PMSG
Ld ,Lq d- and q-axis self-inductances of PMSG
J Moment of inertia of PMSG
λm Magnetic flux of PMSG
Pω Mechanical power extracted from WT
Mus Maximum undershoot
Popt Optimum power of the WT
Mos Peak overshoot
P Pole pair number of the PMSG
QPCC Reactive power at the PCC
R Radius of the WT’s blade
PPMSG,QPMSG Real and reactive powers of PMSG
ωr Rotational rotor speed of the WT’s shaft
Rs Stator resistance of PMSG
Ls Synchronous inductance of the PMSG
Ess Steady-state error
Ts Settling time
λ, λopt Tip speed ratio and its optimum value
β Turbine blade Pitch angle
θr Transformation angle of the PMSG
θt Transformation angle of the grid
VPCC Terminal voltage at the PCC
CP,CP−opt WT Power coefficient and its optimum

value
Vw Wind speed

I. INTRODUCTION
Over the last decades, various renewable energy technologies,
including wind, solar, wave, tidal, and geothermal energy
have generated significant attention worldwide due to sev-
eral strategic factors, including the exhaustion of fossil fuel,
global warming, political matters, and propensity to live in
a healthy environment. Owing to its huge energy genera-
tion capability with minimal expenses and its minimum cli-
mate effect, wind energy has tremendous potential to act a
vital role in the modern electric power systems. Globally,
the installed wind power realized 591 GW in 2018, repre-
senting an increase of 9.6% compared to 2017’s statistics [1].
According to the recent records, it is anticipated that the
installed wind power will achieve 917 GW worldwide by
2030 [1]. With large-scale permeation of wind power plants
into the exciting power system, different problems have been
released, which must be addressed, inspected, and solved.
Therefore, it is indispensable to explore the transient and
dynamic behaviors of a grid-interlinked WTGS to enhance
its performance.

At present, the VS-WTGS technologies have becomemore
trustworthy for the wind generation sector. This significant
attention is because of their distinguished features, such as
higher power capture, lower quantities ripple, and a high
degree of controllability over that of the fixed-speed [2], [3].
Various classes of electric generators-based VS-WTGSs are
commercially obtainable in the wind power market [4]. SRG
is made of magnetic core and windings, which has a sim-
ple and robust structure. However, it requires an excitation
circuit and a position sensor, leading to a complicated cir-
cuitry [4], [5]. SEIG is distinguished by its brushless struc-
ture, simple operation, and good dynamic behavior. But,
it suffers from the regular maintenance of the gearbox and
the high cost of capacitor-bank required for the excitation.
Besides, SEIG has poor voltage and frequency regulations,
where it depends on excitation capacitance and prime mover
speed [6], [7]. Moreover, DFIG is widely utilized in large-
scale WTGS due to its lower converter costs and lower
power losses. However, its demerits are the limited speed
range and the regular maintenance for gearbox and slip-rings
[8]–[10]. On the other hand, PMSG is the most effica-
cious and favorable technology applied in the VS-WTGS
[11]–[14]. This technology becomesmore expectant for mod-
ern wind generation system worldwide [12]. This solicitude
is due to its salient features such as the self-excitation, which
allows higher power factor operation and high efficiency.
In addition, PMSG has a small size compared to its power
rating and has a grid support capability [13]. Moreover,
PMSG has multi magnetic poles and large air gaps, resulting
in low rotational generator speed [2]. In a direct-drive PMSG
configuration, the gearbox can be omitted, leading to lower
losses/cost and higher reliability [13], [14]. Moreover, due
to the absence of the magnetization current, PMSG is more
appropriate than other electric machines.

The VSWT driving a PMSG, as a rule, is integrated into
the electricity network using a full-rated FC that involves
two VSCs linked by a DC-bus capacitor [2], [15]. This
topology presents distinct merit, where the FC decouples the
generator from the power grid. Hence, the network fluctu-
ations/disturbances have no direct impact on the generator.
As a result, WTGS performance can be further enhanced.
In addition, the full-rated FC provides a better control capa-
bility over system variables.

The well-designed CCS is considered a good candidate
here to control the VSCs of the grid-tied WTGS [16], [17].
This control structure relies, in general, on the PI controllers.
These controllers are still widespread in various industrial
systems because of their features, including the system
robustness, the simple design, and the extensive stability mar-
gins. But, the PI controllers encounter some problems, such
as the high instability to the nonlinear dynamic systems and
variables’ variation [2], [17], [18]. Various research studies
have been employed with the proper designing of multiple PI
controllers to improve the performance of grid-tied WTGSs.
The PI controller was employed to adjust an energy storage
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system to properly enhance the behavior of VS-WTGSs
[19]. Moreover, several control approaches have been sug-
gested to reinforce the WT stability [20], [21]. Notably,
the PI controller has been widely utilized in different control
approaches for various RECSs [22]–[24]. In these previous
studies, the design of such controller relies on the trial and
error criteria, which requires a long period, extremely huge
efforts, and essentially depends on the designer expertise.
Hence, the fine-tuning of these controllers reveals an extreme
challenge to the control designers, particularly in large non-
linear systems.

Recently, various optimization techniques are presented to
optimally design the multiple PI controllers’ gains [25]–[27].
Shuffled frog leaping algorithm [16], harmony search algo-
rithm [28], grey wolf optimization [2], whale optimiza-
tion algorithm [29], gravitational search algorithm [30],
WCA [17], [31], and mine blast algorithm [32], modified
selfish herd optimization [33], and quasi-oppositional selfish-
herd optimization algorithm [34] were proposed for properly
designing the multiple PI controllers through the CCS for
enhancing the performance of RECSs. Significant enhance-
ments of the grid-interlinked WTGSs are indeed reached
by using the previously reported techniques. However, there
are some constraints of these approaches [29]–[31], includ-
ing the complexity of the computational algorithm, long
training process, and tremendous efforts exerted in fine-
tuning the parameters of the control approach. In addition,
these approaches rely on the initial conditions and the solver
accuracy.

Adaptive control methodology plays an important role in
improving the system responses. In the literature review,
various adaptive control schemes were proposed to properly
control the WECSs such as adaptive sliding mode control
scheme that was utilized to optimize the efficiency of DFIG-
based WTGS during the fast disturbances of gusty wind
effects [35]. In [36], adaptive fuzzy-logic control strategy
was proposed to adjust the dynamic speed control of the
VSWT-PMSG in order to improve the system robustness.
Moreover, a robust adaptive control strategy is developed
to online update the PID controllers’ gains for regulating
the power of WTGS [37]. In [38], adaptive speed control
is presented to achieve the MPPT in small-scale WECS.
Furthermore, AFs play a crucial role to solve many problems
in different applications, including signal prediction, acous-
tic echo cancellation, and channel equalization [39]–[43].
Presently, the AFs have been further explored in electric
power systems, where affine projection (AP) [13], [44] and
CMPN [45], [46] algorithms were applied to on-line adapt
the multiple controllers for performance enhancement of
RECSs. The performance of these algorithms is evaluated
by the computational intricacy features and the convergence
rate [44]–[46]. The IMSAF algorithm is considered as one of
the latest AF algorithms presented by Yang et al. [47]. The
main merit of the IMSAF is the ability to achieve the best
performance with less computational intricacy over other AF
algorithms [47]–[49].

This appears the principle impetus to apply IMSAF
algorithm-based self-tuned PI controllers to properly enhance
the behavior of the grid-interlinked WTGS.

This article exhibits a new contribution of applying the
IMSAF algorithm-based self-tuned PI control approach to
enhance the characteristics of the grid-interlinked WTGSs.
The proposed IMSAF-based self-tuned PI controller is uti-
lized to adjust the MSC and the GSI through a CCS. The
IMSAF algorithm continuously updates the PI controllers’
gains in the control strategy for both the converter/inverter
without the necessity to optimize or fine-tune. The modeling
and control approaches of the system under study are illus-
trated. To achieve realistic responses, practical wind speed
data that captured from Zaafarana wind farm, Egypt, are
implemented in this study. The feasibility of the self-tuned
or adaptive control scheme is compared with that realized
using optimized PI control strategy by the WCA and the
GA approaches, considering symmetrical and unsymmetrical
faults, as the grid disturbances. The IMSAF algorithm-based
self-tuned control scheme is realized to be a precise means
for enhancing the behavior of the grid-tied wind generators.
According to the authors’ knowledge, the IMSAF algorithm-
based self-tuned PI control strategy has not been reported till
now in the RECS literature.

The article is organized as follows: Section II describes the
model of the system. In Section III, the FC control strategy
is presented. In Section IV, the proposed IMSAF technology
is illustrated. The optimal PI control scheme is discussed
in Section V. The simulation analyses and discussion are
depicted in Section VI. Finally, Section VII draws the con-
clusion.

II. MODEL OF THE SYSTEM
Fig. 1 depicts the modelling of the system under study, which
is presented to clarify the worthiness of self-tuned PI con-
trollers utilized in controlling the VSCs of the grid-tied VS-
WTGS. In this regard, such a system mainly composes of
a VSWT, a PMSG, a FC, a dc-link capacitor, a three-phase
transformer, and two transmission line circuits. In this study,
parameters of the PMSG-based VSWT system are mentioned
in Table 1 [13]. The system base power is set 5.0 MVA. The
grid-tied VS-WTGS structure is briefly described as follows:

A. WT MODEL
The Pω captured from the WT is given as [2], [13]:

Pω = 0.5ρπR2V 3
ωCP (λ, β) (1)

FIGURE 1. Modelling of the system.
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FIGURE 2. WT characteristic with maximum power trajectory.

TABLE 1. Parameters of the PMSG-based VSWT.

The CP formula is expressed by the following [44]:

λ =
ωrR
Vw

(2)

CP (λ, β) =
1
2

(
λ− 0.022β2−5.6

)
e−0.17λ (3)

Characteristic of a VSWT utilized in this investigation is
elucidated in Fig. 2, including the maximum power trajectory
[13], [20]. Since a rigorous practical recording of wind speed
is, commonly, difficult to recognize, it is preferable to obtain
the optimum power, Popt , in terms of ωr as follows [19]:-

Popt = 0.5ρπR2
(
ωrR
λopt

)3

CP−opt (4)

B. GENERATOR MODEL
The terminal voltages of the PMSG in dq quantities are
expressed using the following formulas [2]:-

vds = Rsids + Ld
dids
dt
− ωeLqiqs (5)

vqs = Rsiqs + Lq
diqs
dt
+ ωeλm + ωeLd ids (6)

ωe = Pωr (7)

The developed torque, Te, can be written as follows:

Te =
3
2
P[(Ld − Lq)idsiqs − λmiqs] (8)

III. FC CONTROL STRATEGY
The concept of a direct-drive PMSG-based VSWT technol-
ogy,mainly, relies on the utilization a FC. Such a full-capacity
FC composes of an MSC, a dc-bus capacitor, and a GSI. The
FC control strategy using the IMSAF algorithm-based self-
tuned PI controllers is illustrated next.

A. MACHINE-SIDE CONVERTER (MSC)
The MSC is worthy to achieve the maximum power of the
WT. A well-known CCS, illustrated in Fig. 3(a), is applied
to the MSC. The MSC is linked directly to the generator.
So, it can adjust the PMSG active power. The reference real
power, Popt , is realized by using the maximum power point
tracking approach. On the other hand, Id adjusts its reactive
power, and its reference value, Q∗PMSG, equals zero to per-
form a unity power operation under steady-state conditions
at the PMSG terminals. Note that, four self-tuned or adaptive
PI controllers are applied to this work under the cascaded
structure. Self-tuned PI-1 and PI-3 controllers are utilized
to adjust the reactive and active powers in the outer loops,
generating the dq-axes set-point currents, I∗d and I∗q . In other
words, self-tuned PI-2 and PI-4 are utilized for adjusting the
dq-axes currents in the inner loops, generating the set-point

FIGURE 3. Control block diagram. (a) MSC. (b) GSI.
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voltage signals, V ∗d and Vq. Then, these signals are converted
to their abc signals, V ∗a,b,c, using the θr that is realized from
the ωr . The V ∗a,b,c signals are compared with a carrier signal
with a triangular shape and its frequency equals 1.0 kHz in
order to produce the switching signals of IGBT switches of
such MSC.

B. GRID-SIDE INVERTER (GSI)
The GSI, which is essentially a two-level, three-phase, six
IGBT switches inverter, is employed to adjust the Vdc and
the VPCC , at a required value controlled by the operator. Four
self-tuned PI controllers through the CCS are applied for this
purpose, as illustrated in Fig. 3(b). In such a situation, self-
tuned PI-5 and PI-7 controllers are employed to adjust the
Vdc andVPCC through outer loops, generating the dq-axes set-
point currents, I∗dn and I

∗
qn. The self-tuned PI-6 and PI-8 con-

trollers are employed for controlling the dq-axes currents,
Idn and Iqn. A PLL system is applied to extract the θt from
the grid voltages. The set-point voltage quantities, V ∗dn and
V ∗qn, are converted to their set-point waveform, V ∗a,b,cn using
the θt . Then, the V ∗a,b,cn signals are applied to a pulse width
modulation technique to produce the gate pulses of electronic
switches of such GSI. The self-tuned technique of the PI con-
trollers relies on the IMSAF technology, which is discussed
in the next section.

IV. PROPOSED IMSAF TECHNOLOGY
AFs have been employed in various applications. The AF per-
formance is evaluated based on the convergence rate, steady-
state error, and computational intricacy characteristics [40].
The LMS and the normalized LMS (NLMS) AF approaches
are widely employed because of their features, including the
simple implementation, robust performance, and less compu-
tational intricacy. However, the LMS algorithms suffer from
the weak convergence speed, especially for colored input sig-
nals [48], [49]. Therefore, various approaches were presented
to expedite the convergence rate of the NLMS algorithm, such
as AP and CMPN algorithms. Notably, this enhancement is
realized at the cost raised computational intricacy. So, several
low computational complexity approaches were proposed.
Recently, the conventional MSAF technology is utilized to
speed up the convergence rate for input signals having a large
spectral dynamic range. While, the IMSAF is proposed to
exceed the convergence rate in the radio and colored sig-
nals, which require high-order filters to model long acoustic
impulse responses. Moreover, the IMSAF algorithm realizes
good responses for a highly non-stationary signal in a noisy
system [47].

The IMSAF relies on a minimal disturbance concept by
nulling the most recent P posteriori errors in the N sub-
bands [47]–[49]. This algorithm is derived from the Lagrange
multipliers method.

Consider the required signal d (n) which appears from a
linear model as follows [47]:-

d (n) = wT
o u(n)+ v(n) (9)

where wo = [w0,w1, . . . . . . .,wL−1]T denotes the
length-L tap-weight vector of the system, u (n) =

[u (n) , u (n− 1) , . . . ., u (n− L + 1)]T represents the input
signal vector, and v (n) stands for the system noise.

The d (n) and u (n) are divided into N subband signals,
di(n) and ui(n), through analysis filters Hi(z). The subband
input signals ui (n) are filtered by AF to produce the output
signals yi (n). Then, the di (n) and ui (n) signals are decimated
by a factor N to produce di,D (k) and yi,D (k). The variables
n and k are utilized to clarify the original and decimated
sequences. The a priori and a posteriori decimated subband
errors are defined as [47]:-

ei,D (k) = di,D (k)− wT (k)ui (k) (10)

ξi,D (k) = di,D (k)− wT (k + 1)ui(k) (11)

where

ui (k) = [ui (kN ) , ui (kN − 1) , . . . ..,ui (kN −M + 1)]T

represents the regression vector for the ith subband signal
and w (k) = [w0 (k) ,w1 (k) , . . . .,wM−1 (k)]T is the weight
vector of AF. M is the length of the modeling filter.

The MSAF algorithm depends on a minimal disturbance
concept by nulling the posteriori errors in all N subbands for
each iteration, k , as follows:-

min
w(k+1)

||w (k + 1)−w(k)||2

subject to ξi,D (k) = 0, i = 0, 1, . . . ,N − 1 (12)

where ||.||2 stands for the squared Euclidean norm of a vector.
The IMSAF algorithm is inspired from the AP algorithm,

since further recent data is utilized to update the AF. Here,
we suggest to null the most recent P a posteriori errors in the
N subbands, i.e., a total PN error signals, and then

di,D (k − j)=wT (k+1)ui(k − j), i = 0, 1, . . . ..,N − 1;

j = 0, 1, . . . . . . ..,P− 1 (13)

To achieve a merged solution, some quantities are
defined as [47]:-

U (k) = [u0 (k) , . . . .,u0 (k − P+ 1) ,u1 (k) ,

. . . .,u1 (k − P+ 1) ,

. . . .,uN−1 (k) , . . . .,uN−1 (k − P+ 1)] (14)

dD (k) = [d0,D (k) , . . . ., d0,D (k − P+ 1) , d1,D (k) ,

. . . ., d1,D (k − P+ 1) , . . . ., dN−1,D (k) ,

. . . . . . . . dN−1,D (k − P+ 1)]T , (15)

eD (k) = [e0,D (k) , . . . ., e0,D (k − P+ 1) , e1,D (k) ,

. . . ., e1,D (k − P+ 1) . . . ., eN−1,D (k) ,

. . . . . . . . . . eN−1,D (k − P+ 1)]T

= dD (k)UT (k)w (k) , (16)

ξD (k) = [ξ0,D (k) , . . . ., ξ0,D (k − P+ 1) , ξ1,D (k)

. . . ., ξ1,D (k − P+ 1) . . . ., ξN−1,D (k) ,

. . . ., ξN−1,D (k − P+ 1)]T

= dD (k)UT (k)w (k + 1) , (17)
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where P denotes the projection order.
Constraint conditions of (13) are written as follows [47]:-

UT (k)w(k + 1) =dD(k) (18)

We seek w (k + 1) to solve the constraint optimization crite-
rion by the following:-

min
w(k+1)

||w (k + 1)−w (k)||2 subject to ξD (k) = 0 (19)

where 0 represents the NP X 1 null matrix.
Lagrange multiplier approach is used to resolve the con-

straint minimization problem. The cost function is expressed
as:-

J [w (k + 1)]=
1
2
||w (k + 1)−w (k)||2+λT ξD (k) (20)

where λ = [λ0, λ1, . . . .,λNP−1]T denotes the Lagrange mul-
tiplier vector. Take the derivative of (20) related to w (k + 1)
and set it to zero, then

w (k + 1) = w (k)+ U (k)λ (21)

Substituting (21) into (18) and using (16), one has

UT (k)U (k) λ = eD (k) (22)

Solve λ from (22) and substitute it into (21), a recursive
relation is presented for updating the tap-weight vector as;

w(k + 1) = w(k)+ µU(k)[UT (k)U(k)]
(−1)

eD(k) (23)

To prevent the numerical instability, a regularization
parameter ε is added to the diagonal elements ofUT (k)U (k).
Therefore, a more practical update equation of the IMSAF
algorithm can be expressed as follows:-

w (k + 1) = w (k)+ µU (k) [UT (k)U (k)+ εI]−1eD (k)

(24)

where I stands for the identity matrix with size NP X NP and
µ is the step size that is considered in the range of 0 < µ ≤ 2
to minimize the error signal with rapid convergence.

The IMSAF keeps the next coefficient vector w (k + 1) as
close to the w (k), and forcing the posterior errors to zero.

In this work, the IMSAF algorithm is applied to on-line
update the proportional and integral gains of all PI controllers
under the CCS for both the converter/inverter. The on-line
adaptation of the PI controller gains basically relies on (24).
The update of the PI controllers’ gains is represented using
the next equations:

kp(k + 1) = kp(k)+1kp(k) (25)

ki(k + 1) = ki(k)+1ki(k) (26)

By comparing (24) with (25)-(26), the change of the con-
troller gains (1kp (k) and 1ki (k)) is realized as:

1kp (k) = 1ki (k) = µU (k) [UT (k)U (k)+ εI ]
−1
eD (k)

(27)

From Eqs. (25)-(27), the IMSAF algorithm is imple-
mented in this study by considering the input vector U (k)
equals [m (k − 1) , e (k)−e (k − 1) , e (k)+e (k + 1)]T ,
where m (k − 1) denotes one-step previous output of the PI
controller. The present coefficient vector w(k) = [1, kp, ki]T .
Fig. 4 depicts the control scheme of the IMSAF-based self-
tuned PI control approach. The difference between the set-
point signal (U∗ (k)) and the actual signal (U (k)) represents
the error signal e (k). These two input signals to the summing
point are changed related to the location of the self-tuned
PI controller in the control approach. All the self-tuned PI
controllers presented in Figs. 3(a)-(b) are on-line updated
using the proposed IMSAF algorithm, as clarified in Fig. 4.
For an instant, for self-tuned PI-3 controller indicated in
Fig. 3(a), U∗ (k) and U (k) are Popt and PPMSG, and the
controller output m (k) denotes the current I∗q .

FIGURE 4. Self-tuned PI controller based on IMSAF algorithm.

V. OPTIMAL PI CONTROL SCHEME
To confirm the efficacy of the VS-WTGS interlinked to the
electric network under several operating cases, the simulation
analyses of the system under study using the IMSAF-based
self-tuned PI control approach is compared with that obtained
using the PI control scheme optimized by the WCA and
the GA approaches. Four PI controllers optimized by the
WCA and the GAs approach are utilized in the CCS for
each converter/inverter. The WCA and GAs approaches are
employed to properly fine-tune the eight PI controllers as
follows.

A. THE OPTIMIZATION ALGORITHMS
1) GAs APPROACH
The GAs approach-based evolutionary algorithm is a robust
optimization technique applied to get the best solutions of
optimization problems in several engineering applications
[2], [27]. The heuristic search of GA relies on the survival
of the fittest [50]. In the GA, the optimization process is
started with a random generation of the population. The
population is composed of a group of chromosomes. The
solution that performed for each string can be assessed when
the random population is realized. The function applied for
assessing the solution for each step is known as the fitness
function. The GA applies inspired methods, such as natural
selection, reproduction, mutation, and crossover [2], [50].
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Here, the optimization selection approach depends on uni-
form selection technique, in which the response is obtained
with no bias and minimal spread [2].

2) WCA APPROACH
The WCA is a new meta-heuristic optimization approach,
which was introduced in 2012 [51]. The WCA was inspired
by the water cycle process in nature. This cycle is depicted
as follows; the water branches are gathered to establish a
river, which terminates to the sea. Then, the water in rivers
is vaporized due to the weather conditions producing clouds
in the sky. Finally, the clouds are condensed and return back
to the earth in the rains form in the winter season [31],
[51]. The merits of the WCA are the fast convergence speed
and the lower parameters to be fine-tuned. The WCA were
efficiently applied to solve various optimization problems in
different applications such as designing the optimal control
strategy for efficient operation of microgrids [31] and for
wave energy conversion systems [17], load frequency control
of interconnected power systems [52], and optimal dealing
with the overcurrent relays coordination problems in electric
power systems [53]. The detailed WCA is mentioned in [31].

B. THE OPTIMIZATION STEPS
In this study, the GAs and WCA approaches are presented
to design the PI controllers’ gains. The design methodology
of the optimal PI control scheme using the GAs and WCA
approaches is performed as the next:
STEP 1) VARIABLES SELECTION:
The PI controllers’ parameters are chosen as the design

variables, where the X1, X3,. . . . . . , and X15, respectively,
denote the proportional gains (kp) of PI-1, PI-2,. . . . . . ., and
PI-8. X2, X4,. . . , and X16, respectively, denote the integral
gains (ki) of PI-1, PI-2,. . . . . . ., and PI-8.
STEP 2) CREATION OF OBJECTIVE FUNCTION:
The system modeling of the grid-tied VS-WTGS con-

trolled by the optimized PI control strategy is set up. The GAs
and WCA approaches are applied to minimize the objective
function using the following steps:-

a: FOR MSC CONTROL SCHEME
In the inner loop, the transfer function (TF) of Iq in S-domain
form is given as:

NM =
I∗q
Iq
=

(
X7 +

X8
S

)
∗ (1/ (Rs + Ls ∗ S)

1+
(
X7 +

X8
S

)
∗

(
1

Rs+Ls∗S

) (28)

where (I∗q and Iq) are, respectively, the set-point and actual
q-axis currents, and (X7 and X8) denote the gains of PI-4.
Besides, in the outer loop, the TF of q-axis control is also

represented in S-domain as:

Popt
Ppmsg

=

(
X5 +

X6
S

)
∗

1.5Pλ2mVw
R ∗NM

1+
(
X5 +

X6
S

)
∗

1.5Pλ2mVw
R ∗NM

(29)

where (X5 and X6) stand for the gains of PI-3.

For a simple design, the Id and Iq controllers have the same
dynamics. Therefore, the proper design of the PI gains is done
only for the Id control.

b: FOR GSI CONTROL SCHEME
In the inner loop, the TF of Idn is represented in the S-domain
form as follows:

KL =
I∗dn
Idn
=

(
X11 +

X12
S

)
∗(1/(Rg+Lg∗S)

1+
(
X11 +

X12
S

)
∗( 1

Rg+Lg∗S
)

(30)

where (I∗dn and Idn) stand for the set-point and actual grid
d-axis currents, (Rg and Lg) denote the resistance and induc-
tance of the network, and (X11 and X12) stand for the gains of
PI-6.

Also, in the outer loop, the TF of dn-axis control in the
S-domain form is written as:

V ∗dc
Vdc
=

(
X9 +

X10
S

)
∗

1
CdcS
∗KL

1+
(
X9 +

X10
S

)
∗

1
CdcS
∗ KL

(31)

where (X9 and X10) are the gains of PI-5.
For simplicity, the TF of Iqn in inner-loop is the same

to (30). Thus, the Eqs. (28) to (31) are linearized in state-space
system, where the matrix A that relates to the poles of the
closed-loop control can be realized. The objective function,
J , is given as [54]:

J =
1∣∣∣max{Re(λi)}i=1,2,3.....

∣∣∣ + Zb
Zb =

{
1000, if max {Re (λi)} ≥ 0
0 otherwise

(32)

where λi denotes the ith mode eigenvalue of the matrix A,
and (Zb) is a function used to achieve a stable system [54].
The system stability is determined based on the real part of
the eigenvalues. Therefore, should be greater for avoiding the
system instability.
STEP 3) APPLICATION OF OPTIMIZATION TECH-

NIQUES:
The GAs and WCA approaches are performed directly

in (32) for minimizing the function, J , and obtain the opti-
mal gains of PI controllers, which are clarified in Table 2.
Here, the MATLAB toolbox for the GA technique is used
[55]. Characteristics of the GA and WCA are indicated in
[27] and [31], respectively. The optimization approaches are
terminated with the average change in the fitness value was
≤ 1e−7. Fig. 5 indicates the fitness function convergence of
the GA and WCA approaches.

VI. SIMULATION ANALYSES AND DISCUSSION
A complete model of a grid-tied VS-WTGS is intro-
duced. The simulation results are performed using the MAT-
LAB/Simulink software [55]. The time step is chosen 20 µs.
The simulation time is selected related to the scenario type.
Different scenarios are implemented through this study to
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TABLE 2. Optimal values of PI controllers’ gains.

FIGURE 5. Fitness convergence. (a) GA. (b) WCA.

confirm the validity of the grid-tied WTGS model and the
efficacy of the IMSAF-based self-tuned PI control strategy,
as elucidated next.

A. TRANSIENT CHARACTERISTIC ANALYSIS
This scenario aims at evaluating the efficacy of the IMSAF
algorithm-based self-tuned control approach for enhancing
the transient stability response of the grid-interlinked PMSG-
based VSWT. To confirm this validity, the simulation anal-
yses of the self-tuned control approach is compared with
that realized when the GA and WCA-based PI controllers
are used, considering subjecting the system to different fault

conditions. The symmetrical 3-line-to-ground (3LG) fault
occurs at the fault pointF of the grid-tiedWTGS, as indicated
in Fig. 1. The disturbance is supposed to be a temporary
fault with duration of 1.0 s. The circuit breakers (CBs) take
the action to disconnect the faulted line at t = 1.1 s. At the
instant (t=1.5 s), the CBs are successfully reclosed again.
In this analysis, the wind speed is considered constant at
its rated speed of 12 m/s. This is due to it is regarded that
the wind speed does not vary dramatically through the short
period of the simulation for this analysis. During the network
disturbance, the VPCC drops suddenly from its rated value
of 1.0 pu and the GSI has to inject a suitable amount of
reactive power in order to help the VPCC to successfully return
to the pre-fault value, as pointed out in Fig. 6(a). It can be
mentioned that the VPCC profile using the IMSAF-based self-
tuned PI controller is better damped with lower oscillations
over that realized using the optimized PI controller by the
GA and WCA approaches. Fig. 6(b) clarifies the response
of the PMSG rotor speed using both control strategies. Note
that, the PMSG runs at its rated ωr of 1.0 pu and the operator
allows ± 5% of this speed as the maximum/minimum speed
that higher/lower the rated ωr before discounting from the
grid. In addition, the IMSAF-based self-tuned PI controller
can efficiently help the generator speed to realize its original
value quickly over the optimized PI control scheme. Fig. 6(c)
clarifies the PPCC response. Notably, the IMSAF-based self-
tuned PI control strategy can efficiently adjust the maximum
power delivered to the power grid and attain an excellent
response in comparison with the GA andWCA-based PI con-
trol schemes. Fig. 6(d) indicates the reactive power response,
QPCC, using both control approaches. It is worthy of noting
that the QPCC profile has a better damped with minimum
fluctuation and becomes more enhanced than that realized
using the GA and WCA-based PI control schemes. Fig. 6(e)
depicts the Vdc response. Note that, an OVPS that utilizes a
breaking chopper [27], is regarded in this analysis so as to
attain the Vdc response in an acceptable range during the fault
condition. It is clearly observed that without using the dc-bus
OVPS, the Vdc raises rapidly at the instant of the fault, lead-
ing to unstable operation of the FC. Moreover, it is pointed
out that the proposed self-tuned control approach achieves
a very fast response with minimal oscillations over that of
the optimized PI controller by the GA and WCA approaches.
The transient performance specifications, such as the Ess,
Mos/Mus, and Ts using both strategies are clarified in Table 3.
Notably, the transient performance specifications using the
IMSAF-based self-tuned PI control approach are lower than
that realized when the GA and WCA-based optimal PI con-
trollers are used.

Furthermore, a fair comparison is carried out for the
VS-WTGS interlinked to the electric network using the
IMSAF-based self-tuned PI control scheme and the opti-
mized PI controllers by the GA and WCA approaches
under different unsymmetrical fault conditions, such as
2-line-to-ground (2LG), line-to-line (LL), and 1-line-to-
ground (1LG) fault conditions. The VPCC response using
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FIGURE 6. Performances under symmetrical 3LG fault. (a) VPCC. (b) PMSG
rotor speed. (c) PPCC. (d) QPCC. (e) Vdc.

these fault situations is depicted Figs. 7(a)-(c). It is clearly
noticed that the VPCC profile with the proposed self-tuned
control approach achieves much better damped response with

FIGURE 7. VPCC performance under unsymmetrical faults. (a) 2LG fault.
(b) LL fault. (c) 1LG fault.

lower oscillations over that realized using the optimized PI
controller by the GA and WCA approaches.

Notably, the transient stability responses are rigorously
enhancedwith the help of using the IMSAF-based adaptive PI
control approach over that achieved when the GA and WCA-
based PI controller are used. The proposed control strategy
has a capability of returning these performances to their pre-
fault values after the disturbance removal.

B. DYNAMIC CHARACTERISTIC ANALYSIS
For achieving precise performances, the dynamic behav-
ior of the grid-tied WTGS using the IMSAF-based self-
tuned PI controller is assessed by applying practical wind
speed data that captured from Zaafarana wind farm, Egypt,
on 24 September 2018. The simulation studies using the
proposed self-tuned control strategy are compared with
that achieved using the optimized PI controller by the GA
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TABLE 3. Transient performance specifications.

approach. These analyses are done usingMATLAB/Simulink
program from 12.10 to 12.15 pm. Fig. 8(a) points out the
wind speed pattern of this wind power plant. It can be noted
that within the five minutes pattern, the wind speed varies
from 9.3 to 12.96 m/s to clarify a wide range of wind speed
fluctuation. Fig. 8(b) points out the performance of the PMSG
rotor speed, which guarantees its operation through vari-
ous operating regions. Moreover, the PMSG speed becomes
more stable and accurately realizes its rated value using
the IMSAF-based PI controller over that of the optimized
PI control scheme. Note that, during the high wind speeds,
a blade pitch controller that is reported in [19], is taken into
account in this study to remain the PMSG speed constant.
The PPCC response is plotted using both control strategies,
as depicted in Fig. 8(c). It is clearly observed that the PPCC
is nearly close to the rated value using the proposed self-
tuned technology compared to that of the GA-based optimal
control scheme. Fig. 8(d) clarifies the QPCC profile, which is
controlled using the GSI to consequently maintain the VPCC
constant. It can be noted here that the QPCC profile using
the IMSAF technology has better damped, faster, and much
better enhanced performance over that realized when the GA-
based PI control strategy is used. Fig. 8(e) demonstrates the
VPCC response. It is noticeable that the VPCC can realize
the rated value precisely with lower overshoot and oscilla-
tions with the help of using the self-tuned control approach
compared with the GA-based PI controller. The Vdc profile
is pointed out in Fig. 8(f). It is seen that in spite of the
wind speed fluctuations, theVdc profile has small fluctuations
and better enhanced performance using the IMSAF-based PI
control approach over the GA-based optimal control scheme.

From these results, it is noticed that the IMSAF-based self-
tuned PI control approach can capture the maximum power
from the WT and transfer it to the power network under vari-
ous operating situations even through the deep and sharpwind
speed variations. Moreover, with the self-tuned technology,
the Vdc and the VPCC aremaintained constant during the wind
speed fluctuations. Notably, the IMSAF-based self-tuned PI

FIGURE 8. Performances using practical wind speed data. (a) Wind speed.
(b) PMSG rotor speed. (c) PPCC. (d) QPCC. (e) VPCC. (f) Vdc.

control approach achieves much better-damped response,
such as faster with minimum ripples, lower Mos/Mus, lower
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FIGURE 8. (Continued) Performances using practical wind speed data.
(a) Wind speed. (b) PMSG rotor speed. (c) PPCC. (d) QPCC. (e) VPCC. (f) Vdc.

Ts, and lower Ess than that obtained when the optimized PI
controllers by the GA are used. The high response, precision,
and distinction of the proposed self-tuned control strategy
reflect the precise design and robustness of the IMSAF to
minimize the error signals, achieving rigorous and satisfac-
tory responses compared with the GA-based optimal PI con-
trol scheme.

VII. CONCLUSION
This article has exhibited a new self-tuned PI control
approach based on the IMSAF technology so as to improve
the behavior of the VS-WTGS interconnected to the power
grid. Cascaded self-tuned PI controllers were developed to
effectively adjust both of the MSC and the GSI. The IMSAF
technology distinguishes by its rapid response, which was
applied to on-line update the proportional and integral gains
of the multiple PI controllers in an expedited way. The
proposed self-tuned control strategy pointed out competi-
tive features and good potentials to deal with heavy non-
linear systems, especially for the RECSs. Various scenarios
were promoted to confirm the efficacy of the proposed self-
tuned control approach. With the IMSAF, the PMSG-based
VS-WTGS system has achieved lower values of the transient
responses over that obtained using the GA and the WCA.
The Ess of the VPCC profile using IMSAF was decreased
by 100% over that of using both optimization approaches.
Moreover, the Mos of the QPCC response using IMSAF was
decreased by 62.5% and 59% than that by using the GA
and WCA approaches. Furthermore, the Ts response of the
PMSG rotor speed profile was decreased by 85% and 80%
over that by using the GA and the WCA, respectively. From
the simulation studies, it can be claimed that the transient and
dynamic performances using the self-tuned control approach
are faster, better dampedwith lower fluctuations, and superior
to that realized using the optimized PI controller by the GA
and WCA approaches, taking into account various network
fault conditions. Themain objective of using the IMSAF tech-
nology is that the control system no longer needs intricacy
approaches to properly design the multiple PI controllers.
Notably, the proposed adaptive technology is not limited to
the control of the VS-WTGS. Future workwill concentrate on

expanding the proposed IMSAF technology-based adaptive
fuzzy logic control strategy to adjust the power system appli-
cations, energy storage devices, and smart grids, achieving
excellent responses in the RECSs.
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