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ABSTRACT At present, China has the world’s longest high-speed railway (HSR) network, but most trains
do not have clear market positioning and hierarchical standard. The current train hierarchies and adjustment
is empirically set by HSR organisers. This paper applies a clustering method and cross-over analysis to
study the classification of China’s HSR trains and provides scientific operation suggestions. By adopting the
timetable data and ticket booking data of Shanghai-Nanjing intercity railway, we establish a clustering index
system consists of train characteristics indexes and operational performance indexes, then use t-distributed
Stochastic Neighbour Embedding (t-SNE) to do dimensionality reduction for original data. We obtain the
optimal clustering number by validity indexes and use k-means to cluster the HSR trains. After clustering,
we use a cross-over analysis to illustrate the relationship between train characteristics, passenger demand and
operational performance.Wefind there are twomain types of train on Shanghai-Nanjing intercityHSR: trains
departing on the hour that have good operational performance, trains with staggered stops and low-capacity
based on the strategies of ‘‘low capacity, high density’’ that have better operational performance at peak
time. After 19:00, due to the passenger demand decrease, train capacity can be reduced to avoid unnecessary
waste. Short-distance trains could easily be replaced by long-distance trains with similar stop schedules and
need to maintain a certain operation frequency. The proposed clustering method has universal applicability
for Chinese HSR lines.

INDEX TERMS High-speed railway train, clustering analysis, train characteristics, operational performance,
cross-over analysis.

I. INTRODUCTION
By the end of 2018, business mileage on Chinese railways
had reached 131,000 km, of which high-speed railway (HSR)
mileage accounted for 29,000 km. This means that China has
built the largest HSR network in the world [1]. There are
3970.5 pairs of passenger trains per day; of these, multiple-
unit trains make up 2775 pairs, or 69.8% of passenger trains,
and these trains have become the main mode of railway
passenger transport. With the expansion of HSR network
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and passenger transport market, trains operating on the line
and passenger transport products are more complex and
diversified, which raise new requirements for the operation
and adjustment of HSR trains. Studying the classification
of HSR trains and analysing the operational performance of
trains with different train characteristics (stop schedule, travel
speed, departure time, etc.), provide scientific operation sug-
gestions for adjusting actual train planning and contribute
great significance for improving both operational efficiency
and social benefits.

At present, many countries with a certain scale of
HSR, such as Japan, France and Germany, have formed

81918 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0001-6114-9093
https://orcid.org/0000-0001-6017-713X
https://orcid.org/0000-0002-6170-033X
https://orcid.org/0000-0002-6296-0678
https://orcid.org/0000-0002-8073-9483
https://orcid.org/0000-0003-4501-1339


L. Deng et al.: Two-Dimensional Clustering Method for HSR Trains in China

a well-established system for HSR train, which is differen-
tiated by stop schedule and travel speed, to meet diversity
of passenger demands, and improve the railway company’s
income. The Tokaido Shinkansen is the longest-running HSR
line in Japan. There are three main train types operating on
the line, namely, Nozomi, Hikari and Kodama. The main
difference between them is the number of stops and the grades
of stations. Nozomi only stop at large stations with high
frequency. Hikari stop both large stations and some smaller
stations. The first two types are trains with few stops and high
travel speed in long mileage. Kodama stop at every station
with low travel speed in small mileage, but can improve
service accessibility between stations on the HSR line. These
three train types are mainly differentiated by stop schedule,
forming a hierarchical timetable with different travel speed
for different passenger demand. Thus, organisers can design
various ticket options to improve income.

China has some initial experience in train classification,
but not clearly and specifically. Since the first HSR train line
taken into operation in 2008, China has referred to its HSR
trains called G-series, D-series and C-series trains. The first
two series are based on their running speed (which correspond
to the speed standard of HSR lines they mainly serve), while
C-series serves intercity HSR lines. In order to avoid unneces-
sary waste of transport capacity, all trains actually operating
on a HSR line have the same running speed, so the train on the
HSR lines are divided by stop schedule and departure time.
Currently, only portion of trains have obvious characteristics,
such as those only stopping at provincial capitals and depart-
ing on the hour and those stopping at approximately every
station. But most trains do not have clear market positioning
and hierarchical standard. In general, the current hierarchies
and adjustment of HSR trains is more like an empirical
decision-making by the passenger transport organisers.

This paper attempts to apply clustering analysis method to
fill the gap in HSR train classification. According to practical
timetable data and ticket booking data, we cluster HSR trains
based on train characteristics and operational performance,
analyse actual characteristics of each cluster, evaluate their
operational performance, and provide scientific operation
suggestions for the design and adjustment of train hierarchies.
The study can explore the coupling relationship between train
characteristics and operational performance for HSR trains in
China, then help to establish a hierarchical system of HSR
train types that is suitable for the Chinese HSR network
and passenger demand. Although due to the complexity of
Chinese HSR network, the train types in different lines and
regions are not the same. The research method proposed in
this paper has universal applicability of Chinese HSR train.

The contribution of this paper is three aspects. (i) Based
on actual timetable data and ticket booking data, we cluster
HSR trains currently in service, which can reflect the actual
characteristics of trains, their operational performance in pas-
senger transport market, and the difference between them.
The clustering research provides scientific operation sugges-
tions for the design and adjustment of train hierarchies. In the

past, the train hierarchies were mostly set up empirically by
the organisers according to passenger transport market, and
adjusted gradually in the operation process. (ii) We creatively
take HSR trains as clustering research objects. According to
a large number of actual ticket booking data of HSR system,
we propose a clustering index system based on train charac-
teristics and operational performance and a two-dimensional
clustering method for HSR trains. (iii) We use a cross-over
analysis to avoid the annihilation effect between indexes,
reveal the relationship between train characteristics, passen-
ger demand and operational performance, and then make
reasonable operation suggestions for HSR system.

The remainder of the article is structured as follows.
Section II describes related research work. Section III
explains the building of an index system based on train char-
acteristics and operational performance. Section IV presents a
two-dimensional clustering method, using the t-SNE dimen-
sionality reduction method, the k-means clustering method
and validity indexes. Section V presents and analyses the
results of clustering for Shanghai-Nanjing intercity HSR
trains, based on train characteristics and operational perfor-
mance, respectively. Section VI gives a cross-over analysis of
Shanghai-Nanjing intercity HSR trains. Section VII presents
the conclusion and discusses future work.

II. LITERATURE REVIEW
In this paper, we select two indexes of train characteristics
and operational performance to cluster HSR trains, and put
forward reasonable operation suggestions by analysing the
relationship between them. Indexes of train characteristics
are from the optimised contents that are generally concerned
in researches of train timetable and train planning. Indexes
of operational performance refer to the literatures that eval-
uate passenger service quality, compare different modes of
transportation, and evaluate train timetable or train planning.
In addition, clustering methods have been widely applied to
passenger groups classification, transportation network nodes
classification and traffic system evaluation. This section sum-
marises existing literature on train characteristics, operational
performance, and clustering methods used in the transporta-
tion field.

A. RESEARCH ON TRAIN CHARACTERISTICS
Many studies of train planning and train timetable con-
struct models and algorithms to solve different optimisation
objects (or multi-objectives). Claessens et al. [2] aimed to
minimise train operating costs, and optimised the line, line
types, routes, frequencies and train lengths (in the form
of coaches). Ghoseiri et al. [3] reduced fuel consumption
costs and shortened passenger journey time by optimising
the origin and destination, paths and arrival and departure
times. Bussieck et al. [4] adjusted the frequency of different
train types within the railway network, such as InterCity
(Express) trains (IC/ICE), InterRegio trains (IR), and con-
necting district town and commuter trains (CT), in order
to meet passenger demand. Yue et al. [5] optimised train
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timetables based on travel routes, including the numbers of
stops and stopping times. Kaspi and Raviv [6] input a pool of
routes, the passenger demand, cycle time and safety and oper-
ational restrictions, and output an optimised timetable that
can minimise passenger journey time and operational costs.
Zhou and Zhong [7] proposed a generalised resource-
constrained project scheduling formulation including
segments, arrival and departure times, etc., and obtained a
feasible timetable with guaranteed optimality for a single-
track rail network. Repolho et al. [8] used a mixed-integer
optimisation model to determine the optimal locations and
numbers of trains on the railway line, and obtained an
optimised stop schedule. To optimise the line planning,
Fu et al. [9] according to stops, categorised trains into two
classes: higher-classified trains and lower-classified trains,
and gave priority to higher-classified trains in formulating
and optimising a line planning.

The contents of train planning and train timetable, that
express the characteristics of trains in different aspects, such
as the optimisation objects, including stop schedule, ori-
gin and destination, capacity, the constraints and limits of
optimisation objects, the optimised results, etc, can provide
reference for our clustering index of train characteristics.

B. RESEARCH ON OPERATIONAL PERFORMANCE
Many literatures have adopted questionnaires combined with
data analysis methods to evaluate train service quality and
operational performance, or to select important factors that
affect train service quality. Chou et al. [10] showed that
passengers prioritised five attributes: car cleanliness, neat
appearance of employee, employee service attitude, comfort
of air conditioning, and on-time performance. Based on con-
firmatory factor analysis, Chou et al. [11] found that for
the same service quality index, Taiwanese passengers were
more concerned about the necessary facilities of infrastruc-
ture services, while Korean passengers paid more attention to
frontline staff interaction. Nathanail [12] concluded that Hel-
lenic Railway performed well in terms of safety, accuracy and
service, but less well in terms of cleanliness and information
provision to passengers.

Some studies have combined with market segmentation
theory or have compared other transportation modes such
as civil aviation, to make reasonable suggestions for the
operation of trains. Dobruszkes [13] pointed out that if HSTs
(high-speed trains) are to compete successfully with airplane,
a number of factors come into play, including travel time,
frequencies, fares, airline hubs, geographical structures of
urban regions, etc. Wang et al. [14] showed that the oper-
ational performance of HSR trains is not only influenced
by population densities and well-developed economies, but
also by fares, frequency, travel distance, departure time and
distance from airports/HSR station to the city centre.

Some research on evaluation of HSR train plan is for
single train. Stoilova and Nikolova [15] evaluated transport
plan with the transport satisfaction, average number of train
stops, average distance travelled, average speed, reliability,

availability of service with direct transport and transport
capacity as indicators. Jiang et al. [16] evaluated train
timetable by involving the number of alighting and boarding
passengers, the train load factor, the number of passengers
waiting for trains due to overcrowding in vehicles and the
number ofwaiting passengers on the platform. Feng et al. [17]
analysed the comprehensive effect of target speed, passenger
capacity utilization rate and formulation of a HSR train on
transport efficiency.

In the literatures that evaluate passenger service quality,
compare different modes of transportation, and evaluate train
timetable or train planning, the indexes reflecting the opera-
tion performance of HSR trains can provide guidance for this
paper.

C. CLUSTERING METHODS USED IN THE
TRANSPORTATION FIELD
The application of clustering analysis methods in the trans-
portation field mainly focuses on three aspects. The first
type of clustering analysis uses transportation objects such
as passengers or goods as research objects. In the field
of passenger transportation, some studies have put forward
the target marketing strategies, considering the impact of
passenger travel behaviour and other aspects in combina-
tion with market segmentation theory. Teichert et al. [18],
Urban et al. [19] and Punel and Ermegun [20] conducted
clustering analysis on groups of airline passengers, discussed
various characteristics of different clusters, and proposed
targeted marketing strategies. Lv et al. [21] and Liu et al. [22]
obtained the critical characteristic variables, and used affinity
propagation method and fuzzy C-means method, respectively
to cluster HSR passengers. Li and Sun [23] divided goods into
seven types to solve conflicts between the rapid increasing of
cargo quantities and the customs limited supervision force,
so that customs could focus on high risk level cargo.

The second type of clustering analysis involves transporta-
tion service nodes, which include ports, airports and railway
stations. Cabral and Ramos [24] and Gianfranco et al. [25]
clustered container ports to analyse the relationships between
them. Vogel and Graham [26], Cui et al. [27] and Mayer [28]
clustered airports, and explored the formation mechanism of
airport groups and the relationships among airport categories,
cargo types and geographical areas. Zhou et al. [29] and
Zhao et al. [30] classified the stations in the HSR network
according to the daily average volume of passenger traffic,
laying the foundation for the design of a train planning.

The third type of clustering analysis aims to evaluate traf-
fic safety, transportation service level, competitiveness, and
related factors. Depaire et al. [31] examined the effectiveness
of latent class clustering in identifying homogeneous types
of traffic accident. Wei and Sun [32] combined an improved
principal component analysis technique with clustering anal-
ysis to comprehensively evaluate regional traffic safety, while
Yeo et al. [33] identified the components of competitiveness
for ports and ranked container ports in Korea, China, and
other countries.
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On the one hand, clustering methods applied on railway
field is mainly hierarchical clustering, which is not friendly
to large sample and hard to visualise. On the other hand,
the current clustering analysis research focuses on transporta-
tion network nodes classification, passenger groups classifi-
cation according to passenger travel choice, while HSR trains
classification keep not involved.

III. CONSTRUCTION OF A CLUSTERING SYSTEM FOR HSR
TRAINS BASED ON TRAIN CHARACTERISTICS AND
OPERATIONAL PERFORMANCE
Before we carry out a clustering analysis of trains, it is nec-
essary to construct a scientific clustering index system. The
rationality and comprehensiveness of the selected indexes
directly affect the results of clustering analysis. Based on
the contents of the train timetable and the characteristics
of train passenger flow, the indexes are selected from the
current statistical standards for railway passenger service in
China, and a clustering index system for HSR trains is then
established.

The train timetable includes origin and destination of train,
travel distance, stop schedule, train grade and capacity. Let
the HSR network be (V ,E), where V = {v1, v2, · · · , vh}
is the set of stations and E is the set of segments. For each
train T ∈ �, the corresponding stop schedule is VT =(
v1, v2, · · · , vh(T )

)
, where h (T ) is the number of stations at

which train T stops, including the origin and destination.
Let RS (T ) represent the set of origins and destinations

(r, s) served by train T , namely (r, s) ∈ RS (T ). QT (r, s) is
the number of passengers on train T over (r, s), and LT (r, s)
is the distance travelled by these passengers.

A. INDEXES BASED ON TRAIN CHARACTERISTICS
1) STOP SCHEDULE SCORE
Chinese railway stations are divided into six distinct grades
according to passenger volume, freight volume, and tech-
nological volume. However, the grade of HSR stations is
generally higher, and the function of the station grade in
distinguishing the status of HSR stations is not apparent.
In order to increase discrimination between HSR stations and
describe the distribution of train stops, we divideHSRpassen-
ger stations within the study area V = {v1, v2, · · · , vh} into τ
grades according to the number of passengers dispatched by
train. In view of [34], the importance of urban road network
nodes in China, we take τ = 3, that is, a central city node,
a provincial capital city node, and a general county-level city
node.

For any train T , the number of stops for grade j is mj,
the set of them is M (T ) =

{
m1,m2,mj · · · ,mτ

}
. M (T ) is

used to describe the distribution of train stops. Thus, the stop
schedule score for the train is:

P (T ) =

∑τ
j=1 βjmj
h (T )

(1)

where βj represents the weight of different grades passen-
ger stations. The train stop schedule score comprehensively

reflects the stops made by the train and the grades of the sta-
tions, and trains with similar scores have strong similarities.

2) PASSING-STOPPING RATIO
For any train T , the passing-stopping ratio is the proportion
of the number of its stops to the total number of stations
passed through its route, (both of them exclude the origin and
destination). It reflects the density of train stops, which is an
important attribute of the train stop schedule.

ϕ (T ) =
h (T )− 2
N (T )

(2)

where N (T ) is the total number of stations along the route
travelled by the train T , but not include the origin and
destination.

3) OTHER INDEXES
We also choose other indexes to describe train characteristics,
such as w (T ) to reflect the train travel distance, t (T ) the
travel time, v (T ) the travel speed, and b the train capacity.

B. INDEXES BASED ON OPERATIONAL PERFORMANCE
1) TRAIN LOAD FACTOR
The train load factor refers to the ratio of the total number of
kilometres travelled by passengers on the train to the number
of kilometres travelled by all seats. It also indicates the ratio
of passenger turnover to train quota turnover. This factor
reflects whether seats are fully utilised

γ (T ) =

∑
(r,s)∈RS(T ) QT (r, s)× LT (r, s)

b× w (T )
(3)

2) NUMBER OF PASSENGERS DISPATCHED
The number of passengers dispatched refers to the total num-
ber of passengers travelling on a train at a certain time.

Q (T ) =
∑

(r,s)∈RS(T )
QT (r, s) (4)

3) TRAIN PASSENGER TURNOVER
The train passenger turnover is the number of passenger
kilometres completed by each train within a certain period,
which can be expressed as the product of traffic volume and
transportation distance. Train passenger turnover is one of the
most important factors in a railway passenger traffic plan.

Ψ (T ) =
∑

(r,s)∈RS(T )
QT (r, s)× LT (r, s) (5)

4) FARE INCOME
This reflects the ticket revenue of the train, that is, the sum of
the ticket revenue for the different types of passengers.

Γ (T ) =
∑

(r,s)∈RS(T )
QT (r, s)× pT (r, s) (6)

where pT (r, s) is the ticket price in the (r, s) section of
train T . The higher the fare income, the better the economic
benefit, meaning that more people are willing to take this
train.
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TABLE 1. HSR train clustering index system.

5) PASSENGER AVERAGE HAUL DISTANCE
This refers to the average distance that each passenger is
transported within a certain period, and is usually expressed
as the ratio of passenger turnover to passenger volume. It is
an important index used to analyse passenger behaviour char-
acteristics and to reflect travel demand.

L (T ) =

∑
(r,s)∈RS(T )QT (r, s)× LT (r, s)

Q (T )
(7)

In conclusion, the clustering index system of HSR trains
based on train characteristics and operational performance is
established, as shown in Table 1.

IV. TWO-DIMENSIONAL CLUSTERING METHOD OF HSR
TRAINS
Using t-distributed Stochastic Neighbour Embedding
(t-SNE) dimensionality reduction, we extract the features of
the constructed HSR train clustering indexes. t-SNE dimen-
sion reduction uses a conditional probability to express the
distance relationship, and is different from linear dimension
reduction, which uses the Euclidean distance to describe
the similarities between data. In high-dimensional space,
t-SNE adopts a Gaussian distribution, while in low-
dimensional space a t-distribution is used, which has a longer
tail. As a result, t-SNE is one of only a few algorithms that
consider both global and local structures at the same time,
which is helpful when visualising data.

The k-means clustering algorithm is a classical partition-
based clustering algorithm. Based on the proximity principle,
data points are allocated to the nearest cluster to adjust the
central position of each cluster until no further change is
seen. Thus, by combining validity indexes to determine the
k value, we use a two-dimensional clustering method for
Shanghai-Nanjing intercity HSR trains, based on indexes of
train characteristics and operational performance, and the
k-means clustering algorithm.

Due to the obvious differences between the train charac-
teristics and operational performance, we cluster them sep-
arately to acquire two types of train clusters, and carry out
a cross-over analysis on these two clustering results. The
advantages of this approach are: (i) it avoids the annihila-
tion effect between the indexes of train characteristics and

operational performance, i.e. the influence of one aspect or
its index items will not be covered by another aspect or index;
and (ii) using cross-over analysis, the results of clustering
trains based on train characteristics can be investigated in
terms of their operational performance. Hence, the service
positioning of train clusters can be clarified, and suggestions
for train clusters structure improvement can be put forward.

In addition, the data processing, analysis of example and
visualisations in this paper are made by the programming of
Python 3.7.

A. t-SNE DIMENSIONALITY REDUCTION
Stochastic Neighbour Embedding (SNE) is a manifold-based
information theory learning method that was proposed by
Hinton and Roweis [35]. Based on a Gaussian distribution,
the Euclidean distance, which usually describes spatial data
relations, is converted into a conditional probability of sim-
ilarity. The aim is to minimise the distribution conditional
probability difference between high and low dimensions,
in order to maintain the data manifold structure when the data
is mapped from high-dimensional space to low-dimensional
space.

For any two high-dimensional data points xi and xj,
SNE defines pj|i as the conditional probability that xi has xj
as its neighbour:

pj|i =
exp

(
−‖xi−xj‖

2

2σi2

)
∑

k,i exp
(
−‖xi−xk‖2

2σi2

) (8)

where σi is the Gaussian variance centred on data point xi.
Similarly, for high-dimensional data points xi and xj, the cor-
responding mapping points yi and yj have conditional
probabilities qj|i:

qj|i =
exp

(
−
∥∥yi − yj∥∥2)∑

k,i exp
(
−‖yi − yk‖2

) (9)

The purpose of SNE is to minimise the mismatch in the
conditional probabilities between low-dimensional space and
high-dimensional space. We use the Kullback-Leibler diver-
gence, represented here as the cost function C , to measure
this:

C =
∑

i
KL (Pi ‖ Qi) =

∑
i

∑
j
pj|i log

pj|i
qj|i

(10)

wherePi is the conditional probability distribution of all other
data points, while given a data point xi;Qi represents the con-
ditional probability distribution of all other mapping points,
while given a mapping point yi. The best low-dimensional
mapping can be obtained by using a gradient descent method
to solve the cost function C .
However, SNE is hampered by optimising the cost function

and solving the crowding problem. Hence, Maaten and Hin-
ton [36] proposed a symmetric joint probability expression to
replace the conditional probability in SNE:

pij =
pi|j + pj|i

2n
(11)
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In low-dimensional space, they introduced a heavy-tailed
distribution to describe the neighbour selection probability of
low-dimensional mapping points:

qij =

(
1+

∥∥yi − yj∥∥2)−1∑
k,l
(
1+ ‖yk − yl‖2

)−1 (12)

The introduction of a t-distribution alleviates the crowding
problem in the low-dimensional space. Numerous experimen-
tal results have shown that t-SNE gives better performance
than many other dimensionality reduction methods for the
same data sets, and can better maintain the neighbourhood
structure of high-dimensional data. In this paper, we adopt
t-SNE to reduce the dimensions of the train data for subse-
quent clustering and visual analysis.

B. K-MEANS CLUSTERING ALGORITHM
The k-means clustering algorithm is a classical approach,
and is the most widely used clustering algorithm at present.
It divides a data set containing n data points into k clusters,
namely, Ci (i = 1, 2, · · · , k) so that the final result shows
high similarity within clusters but low similarity between
clusters. The specific steps of this algorithm are as follows:

(i) For a data set X = {x1, x2, · · · , xn}, randomly select k
data points as the initial cluster centre µi (i = 1, 2, · · · , k).

(ii) Using the Euclidean distance formula J (Ci) =∑
xj∈Ci

∥∥xj − µi∥∥2, calculate the distance from each data
point xj to each cluster centre µi, and assign xj to the nearest
cluster.

(iii) Based on µi = 1
ni

∑
xj∈Ci xj, recalculate each cluster

centre µi, where ni represents the number of data points in
cluster Ci.
(iv) Repeat Step (ii) and Step (iii) until the locations of all

cluster centres no longer change or the maximum number of
iterations is reached.

C. VALIDITY INDEXES
Clustering validity indexes can help us to judge the quality
of clustering algorithms. In general, these can be divided
into internal validity indexes and external validity indexes.
Internal validity indexes are mainly based on information
of the data itself, while external validity indexes refer to
the structure of known data sets, such as labels. Internal
validity indexes are often used to identify the optimal k value
for the same clustering method, and of these, the silhouette
coefficient and DB index have shown high performance in
terms of evaluation. In this paper, we use these two indexes
to determine the k value.

1) SILHOUETTE COEFFICIENT
The silhouette coefficient reflects the closeness of each data
point to its cluster and the separation between different clus-
ters. In other words, the silhouette coefficient calculates the
distance between each data point and other data points in
the same cluster, as well as the distance between data points

in different clusters, thereby evaluating the validity of the
clustering results. The formula is as follows:

s (i) =
b (i)− a (i)

max {a (i) , b (i)}
(13)

where s (i) is the silhouette coefficient of data point i;
a (i) represents the mean distance from i to other data points
within the same cluster a; and b (i) represents the minimum
of all mean distances between i and all data points in each
cluster b (but not cluster a). The silhouette coefficient ranges
between [−1, 1]: the closer its value to 1, the better the
clustering result, while a value closer to−1 indicates that data
points should be divided into other clusters.

We calculate silhouette coefficient for all data points, and
obtain an average value, which is the overall silhouette coef-
ficient of the current clustering results:

sk =
1
n

∑n

i,1
s (i) (14)

By modifying the k value, we can compare the silhouette
indexes for different k values. In other words, we can select
the best clustering number according to the closeness of data.

2) DAVIES-BOULDIN INDEX (DB INDEX)
The Davies-Bouldin index is defined as a value reflecting the
intra-cluster similarity and inter-cluster separation in order to
estimate the clustering results:

DB =
1
k

∑k

i,j=1
max
i,j

{
d̂i + d̂j
d̂i,j

}
(15)

where d̂i is the average distance from each data point in
cluster i to the centre of cluster i; d̂j represents the average
distance from each data point in cluster j to the centre of
cluster j; and d̂i,j represents the Euclidean distance between
the centres of clusters i and j. The smaller the value of the
DB index, the smaller the intra-cluster distance, and thus
the larger the inter-cluster distance, the better the clustering
result.

V. ANALYSIS OF CLUSTERING RESULTS FOR
SHANGHAI-NANJING INTERCITY HSR TRAINS
A. DATA SOURCE
The Shanghai-Nanjing Intercity Railway is 301 kilometres
long and runs through 23 stations between Shanghai-
Hongqiao and Nanjing South. This line connects the Yangtze
river delta, which is themost densely populated, most produc-
tive and with the strongest economic growth in China, short-
ens the distance betweenNanjing and Shanghai, optimises the
passenger transport pattern, promotes the rapid development
of regional economic integration, and occupies an important
position in HSR network.

This paper selects operational data from Shanghai-Nanjing
Intercity Railway for 31st July 2017. Since the day is not
a statutory holiday, and similar to most operational days
throughout the year, the clustering results will be objective.
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FIGURE 1. Silhouette coefficient.

FIGURE 2. Davies-Bouldin index.

Secondly, data for 31st July 2017 is the most detailed and
complete, ensuring the reliability for subsequent analysis.

The data was from the train timetable data and passenger
ticket booking records: (i) A total of 245 train timetable
data, including train ID, origin station, destination station,
intermediate stop stations, train path, departure time at each
stop station, arrival time at each stop station, travel dis-
tance, etc. (ii) A total of 14696 passenger ticket booking
records, including train ID, ticket booking date, passenger
boarding station, passenger alighting station, departure time
at boarding station, arrival time at alighting station, travel
distance, category of seat, category of ticket, ticket number,
fare income, etc. In order to ensure the quality and integrity
of the data, all trains in a day, a total of 111, were used as
a sample to conduct quantitative clustering based on train
characteristics and operational performance.

For such high dimensional data with a large amount of
information and complex structure, the clustering algorithm
is applicable, and the results obtained in the paper is reason-
able and reliable.

B. ANALYSIS OF CLUSTERING RESULTS OF TRAIN
CHARACTERISTICS FOR SHANGHAI-NANJING INTERCITY
HSR TRAINS
1) CLUSTERING RESLUTS OF TRAIN CHARACTERISTICS
a: DETERMINATION OF k VALUE
The silhouette coefficient diagram and DB index diagram
for Shanghai-Nanjing intercity HSR trains based on train
characteristics are shown below.

Fig. 1 shows that when k = 2, the silhouette coefficient
is the highest, followed by k = 4. However, as can be seen
from Fig. 2, when k = 4, the DB index is the lowest, Hence,
we use k = 4.

b: ANALYSIS OF k-MEANS CLUSTERING RESULTS
By following the above steps using t-SNE analysis, the
k-means clustering algorithm and the optimum value k = 4,
we obtain the clustering result of Shanghai-Nanjing intercity
HSR trains based on train characteristics, as shown in Fig. 3.

FIGURE 3. Visualisation of clustering results based on train
characteristics.

Fig. 3 shows that the trains are divided into four clusters.
The first cluster contains 13 trains in blue denoted as C1,
the second 29 in green denoted as C2, the third 55 in red
denoted as C3, and the fourth 14 in yellow denoted as C4.
The specific clustering results are given in Table 2.

2) ANALYSIS OF CLUSTERING RESULTS BASED ON TRAIN
CHARACTERISTICS
In this section, we analyse the clustering results of Shanghai-
Nanjing intercity HSR trains based on train characteristics.
The values and distributions of clustering indexes (including
stop schedule score, passing-stopping ratio, travel distance,
travel time, travel speed, and train capacity) for each cluster
are shown in Table 3 and Fig. 4, respectively.

From Table 3 and Fig. 4, cluster C1 contains trains with
a short travel distance, low capacity and low travel speed.
Cluster C2 contains trains with high travel speed and high
capacity, which only stop at large cities and depart on the
hour to offer direct access between those cities. As can be
seen from Table 3, the average travel speed of the trains in
cluster C2 is 180.6 km/h, which is significantly larger than for
the other clusters. In addition, the variable coefficient of the
clustering indexes in C2 is smaller than for the other clusters,
i.e. the trains in C2 are homogeneous benchmark trains, and
the distribution is concentrated. Clusters C3 and C4 contain
trains with staggered stops at different grades of stations,
and both have relatively high travel speeds; the main dif-
ference between these clusters is train capacity. C3 contains
low-capacity trains and has the highest proportion of trains,
i.e. trains with staggered stops, low capacity and relatively
high travel speed make up the primary type of Shanghai-
Nanjing intercity HSR trains (49.5% of all trains). C4 con-
tains large-capacity trains, and the other clustering indexes
have similar values to those of C3. The specific characteristics
of trains in each cluster are further analysed below.

1) Cluster C1, all of them operate between Changzhou,
Wuxi, Suzhou, and Shanghai. The travel distance is
between 84 and 165 km (i.e. a short travel distance).
The capacities of these trains are below 610 (low
capacity), and the trains stop at low-grade stations,
i.e. trains in C1 mainly serve passengers travelling
between low-grade stations. The average travel speed
is 134.4 km/h, the slowest of the four clusters.

2) Cluster C2, trains in C2 are benchmark trains oper-
ated by the railway company. These trains operate
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TABLE 2. Clustering results based on train characteristics.

TABLE 3. Value statistics of clustering indexes for each cluster based on train characteristics.

FIGURE 4. Value distribution map for each index item based on train
characteristics.

between Nanjing and Shanghai, and only stop at three
high-grade stations (Suzhou, Wuxi, and Changzhou),
and their average travel speed is 180.6 km/h, clearly
higher than the other clusters. Trains in C2 depart from
the origin station every hour on the hour, from 7:00 to
21:00. They are large-capacity trains that serve com-
muter passengers between big cities.

3) Cluster C3, it is almost half the number of HSR
trains operating on the Shanghai-Nanjing intercity line.
As in C2, the trains in C3 also operate between Shang-
hai and Nanjing, but the origin and destination sta-
tions have various combinations, i.e. they run between
Shanghai, Shanghai-Hongqiao, Nanjing, and Nanjing
South. Trains in C3 have staggered stops at different
grades of stations, including high-grade stations such as
Suzhou, Wuxi and Changzhou, and low-grade stations
such as Kunshan South and Qishuyan. The average
travel speed is therefore lower than in C2 but higher
than in C1. Cluster C3 contains the primary type of
train running on the Shanghai-Nanjing intercity HSR
line. The low capacity and high operational frequency
meet the strong demand for punctuality from intercity
passengers.

4) Cluster C4, it contains trains with staggered stops but
with large capacity; the other characteristics of these
trains are similar to those in C3. They operate in rush
hours to meet passenger demand, and are mutually
complementary with the trains in C3.

C. ANALYSIS OF CLUSTERING RESULTS OF OPERATIONAL
PERFORMANCE FOR SHANGHAI-NANJING INTERCITY
HSR TRAINS
1) CLUSTERING RESLUTS OF OPERATIONAL PERFORMANCE
a: DETERMINATION OF k VALUE
The silhouette coefficient diagram and DB index diagram for
Shanghai-Nanjing intercity HSR trains based on operational
performance are shown below.
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FIGURE 5. Silhouette coefficient.

FIGURE 6. Davies-Bouldin index.

FIGURE 7. Visualisation of clustering results based on operational
performance.

Fig. 5 shows that the clustering result is best for k = 3,
followed by k = 5, and Fig. 6 shows that k = 6 is best,
followed by k = 3 or 5. Hence, we choose k = 3.

b: ANALYSIS OF k-MEANS CLUSTERING RESULTS
Based on t-SNE analysis, the k-means clustering algorithm,
and the optimum value k = 3, we obtain the clustering
results of Shanghai-Nanjing intercity HSR trains based on
operational performance.

Trains are divided based on operational performance into
three clusters. The first cluster contains 41 trains in red
denoted as S1, the second 30 in green denoted as S2, and
the third 40 in blue denoted as S3. Detailed results are given
in Table 4 below.

2) ANALYSIS OF CLUSTERING RESULTS BASED ON
OPERATIONAL PERFORMANCE
In this section, we cluster the Shanghai-Nanjing intercity
HSR trains based on operational performance (where the
clustering indexes include train load factor, number of pas-
sengers dispatched, train passenger turnover, fare income,
and passenger average haul distance). The values and distri-
butions of the clustering indexes are shown in Table 5 and
Fig. 8, respectively.

From Table 5 and Fig. 8, we can see that the train load fac-
tor, number of passengers dispatched, and passenger turnover
in cluster S1 are obviously lower than for the other clusters.

FIGURE 8. Value distribution map for each index item based on
operational performance.

Trains in clusters S2 and S3 both have excellent operational
performance, and some of these trains are at capacity over
the whole journey. Trains in S2 mainly serve long-distance
passengers, while those in S3 serve short-distance passengers.
Although the average number of passengers dispatched for
S2 and S3 are close, but the average value of the passenger
turnover is larger for S2 than for S3. A more detailed analysis
is given below.

1) Cluster S1, their train load factor, number of passengers
dispatched and passenger turnover are lower than in the
other clusters, and the average train load factor is only
38.43%. A low dispatched passenger number is the
most important reason for the low load factor (although
the passenger average haul distance is 111.9 km, which
is not the lowest of the clusters).

2) Cluster S2, trains in S2 show good operational perfor-
mance; the average load factor is 65.5%, and more than
13.3% of these trains have load factors above 90%.
These trains serve long-distance passengers, so S2 has
the highest average values for number of passen-
gers dispatched and passenger average haul distance
of 1461 and 157.2 km, respectively.

3) Cluster S3, trains in S3 have the highest average load
factor of up to 76.64%, but a low passenger average
haul distance of only 107.38 km. This demonstrates
that there is high demand for short-distance passengers
on the Shanghai-Nanjing intercity HSR line, which is
mainly served by trains in S3. The operating company
could therefore consider adding short-distance trains or
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TABLE 4. Clustering results based on operational performance.

TABLE 5. Value statistics of clustering indexes for each cluster based on operational performance.

trains that stop at each station, or improving transport
capacity. As we can see from Table 5, S3 has sig-
nificantly lower average values of passenger turnover
and passenger haul distance than S2, but higher load
factors.

VI. ANALYSIS OF TWO-DIMENSIONAL CLUSTERING
RESULTS FOR SHANGHAI-NANJING INTERCITY
HSR TRAINS
A. INTEGRAL CLUSTERING RESULTS
With all indexes for integral one-dimensional clustering,
we get four clusters which is shown by four different colours
in Table 6. The number of trains and specific trains in
four clusters of integral one-dimensional clustering are basi-
cally the same as the clustering result according to train
characteristics. Due to mutual annihilation and interference
effects between the two indexes, the relationship among train
characteristics, passenger flow and operational performance
cannot be clearly obtained. Therefore, this paper uses a two-
dimensional clustering method based on train characteristics
and operational performance to analyse the further detailed
situation.

B. CROSS-OVER ANALYSIS OF CLUSTERING RESULTS FOR
HSR TRAINS
There are some drawbacks in the results of integral one-
dimensional clustering. In this section, we use a cross-over
analysis to demonstrate the coupling relationship between
these two aspects and put forward some suggestions for future
operations.

TABLE 6. Cross-over and integral analysis.

TABLE 7. Cross-over analysis.

We divide all of the trains into twelve clusters via a cross-
over analysis, but since some of these contain no trains,
the final total was nine clusters. The numbers of trains are
shown in Table 7. Between them, clusters C2S2, C3S1 and
C3S3 contain over 73% of the trains. Trains in C1 are clus-
tered into C1S1 and C1S3. Most trains in C2 belong to C2S2,
and show good operational performance. Cluster C4 has a rel-
atively uniform distribution between C4S1, C4S2 and C4S3.

1) PERFORMANCE OF TRAINS WITH A SHORT TRAVEL
DISTANCE
From the analysis in Section V.B, we know that C1 contains
low-speed, low-capacity, and short-distance intercity trains,
which is planned to serve short-distance passengers. Trains
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FIGURE 9. Relationship between number of passengers dispatched and departure time between Nanjing-Shanghai
direction and Shanghai-Nanjing direction for cluster C2S2.

in C1S3 generally depart at morning peak times and there
are more stops on the way, which matches the characteristics
of intercity commuters, so their operational performance is
better. Most trains in C1S1 leave after 21:00. These trains
show relatively poor performance, since although their travel
speeds are relatively fast, the passenger load factors are less
than 43% and the number of passengers dispatched by these
trains are less than 500. In the interests of both short-distance
passengers and railway companies, it is desirable for railway
companies to reduce the number of trains in C1S1 and keep
the trains with more stops in C1S3.

2) PERFORMANCE OF TRAINS DEPARTING ON THE HOUR
Trains in Cluster C2 which depart on the hour on the
Shanghai-Nanjing intercity line, are divided into two clusters.
Trains in C2S2 show good operational performance, while
trains in C2S1 do not. We will discuss these below.

C2S2 contains 26 trains, all of which operate between
Nanjing and Shanghai, and only stop at three high-grade
stations (Suzhou, Wuxi, and Changzhou) with good opera-
tional performance. More than 34.6% of the trains have load
factors of over 75%. Train G7021 has minimum number of
passengers dispatched of 833, which exceeds 65.9% of all
of the trains. There are two reason: (i) The stations where
the trains stop are large cities along the Shanghai-Nanjing
intercity HSR route. there is high passenger demand for travel
between major cities. (ii) Passengers prefer to choose these
trains because of their few stops and high speed.

Fig. 9 illustrates the numbers of passengers dispatched
in different directions for various train departure times, and
we can identify commuter patterns based on these num-
bers. Passenger demand in both directions shows a declin-
ing trend from morning to evening, and passenger demand
at morning peak times is higher than at evening peak
times. However, passenger demand in the Shanghai-Nanjing
direction shows higher fluctuations, while demand in the

Nanjing-Shanghai direction is relatively flat. Moreover, the
passenger flow from Nanjing to Shanghai is higher than that
from Shanghai to Nanjing before 13:00, but it is opposite
after 15:00. It is closely related to the characteristics of daily
commute, residents take HSR trains from residence to work-
place in the morning and return home from workplace in the
evening.

Although the operational performance of hourly trains is
good, it is also affected by passenger flow at different times
of a day. In Fig. 9, three trains leaving after 20:00 belong to
C2S1. Because their departure times are late, they show poor
operational performance. The load factors of these trains are
all below 35%, and the numbers of passengers dispatched
are 495, 736 and 715, respectively. Even so, it is necessary
to continue running these benchmark trains to provide a
convenient service for passengers. The train capacity could
be reduced to improve efficiency.

3) PERFORMANCE OF TRAINS WITH STAGGERED STOPS
Clusters C3 and C4 contain trains with staggered stops at dif-
ferent grades of stations, and both have relatively high travel
speeds. The main difference between these clusters is train
capacity: C3 contains low-capacity trains, while C4 contains
large-capacity trains.

Cluster C3 has the largest number of trains in all clus-
ters, with the characteristics of ‘‘low capacity, high density’’.
It helps to operate intercity trains of transit type, and meet
passenger demand for different departure times. The opera-
tional performance of C3 is related to passenger flow. C3 is
clustered into C3S1 and C3S3, in roughly equal proportions.
Trains in C3S3 show good operational performance. The
average number of passengers dispatched for C3S3 is 1132.
The average passenger load factor is 74.13%. In contrast,
the average number of passengers dispatched in C3S1 is 659,
only half that of C3S3. Its average load factor is also very low
at only 42.7%. They have basically same train characteristics,
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FIGURE 10. Relationship between the numbers of trains and departure times in C3S1 and C3S3.

but their operational performance is quite different. We will
further analyse the reasons.

The relationship between the numbers of trains and depar-
ture times in C3S1 and C3S3 is shown in Fig. 10. It is
obvious that C3S3 contains more trains with good operational
performance, which operate at peak period, before 9:00 and
between 14:00 and 16:00. Due to the decline in passenger
flow, trains perform poorly and are clustered to C3S1. Hence,
the operational performance of trains is closely related to the
characteristics of passenger flow. In addition, travel demand
in the Nanjing-Shanghai direction is significantly higher than
that in the Shanghai-Nanjing direction. Trains operating in
the Nanjing-Shanghai direction have better performance.

Considering the influence of peak and off-peak time and
running direction on operational performance, while contin-
uing to meet the passenger requirements, we suggest to adjust
the number and operating time of trains in C3.

The distribution of cluster C4 is similar to those of C3,
and trains in C4 shunt much short-haul traffic. Trains oper-
ating in Nanjing-Shanghai direction before 19:00 perform
better. Therefore, we suggest to reduce the train capac-
ity, flexibly increase the number of trains operating in the
Nanjing-Shanghai direction at morning peak times, which is
in line with ‘‘low capacity, high density’’ strategy of intercity
HSR trains.

VII. CONCLUSION
In this paper, we adopt a clustering method and cross-over
analysis based on train timetable data and ticket booking
data from the Chinese HSR system to study HSR trains,
and put forward appropriate practical suggestions. Taking
Shanghai-Nanjing intercity trains as an example, we con-
struct a two-dimensional clustering method based on train
characteristics and operational performance. We then extract
the key characteristic variables using t-SNE, and obtain two
results through k-means clustering method. Finally, we apply

a cross-over analysis to the results for train characteristics and
operational performance, and obtain the coupling relationship
in terms of two factors. The main conclusions are as follows.

Based on the train characteristics, Shanghai-Nanjing inter-
city trains can be clustered into four types: trains with a short
travel distance, trains only stopping at big cities and departing
on the hour, trains with staggered stops and low-capacity and
trains with staggered stops and high-capacity. Based on the
operational performance, trains can be clustered into three
clusters: trains with poor operational performance, trains
serving long-distance passengers with good operational per-
formance and trains serving short-distance passengers with
good operational performance. The number of these clusters
are similar. The clustering results for the two indexes men-
tioned above are subjected to a cross-over analysis, and of the
generated sub-clusters, three clusters contain a large number
of trains with obvious features, accounting for 73% of all
trains.

The hourly trains operate between Nanjing and Shanghai,
and only stop at high-grade stations. These trains travel fairly
fast, and their capacity is large; they mainly attract commut-
ing flow between large cities. This kind of trains has a high
load factor and high profits, indicating that there is strong
passenger demand for traveling between large cities along
the Shanghai-Nanjing route. These trains are recommended
for use as benchmark trains, and should continue to operate
at appropriately increasing density.

There is a certain demand for short-distance passenger
journeys on the Shanghai-Nanjing intercity line. It shows that
short-distance trains with low capacity and high density can
better serve intercity passengers who are sensitive to travel
times. For the convenience of operational management and
turnover, short-distance trains can also be replaced by long-
distance trains with similar stop schedules. These two types
of trains need to maintain a suitable operating frequency in
order to meet passenger demand for different departure times.
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After 19:00 on the Shanghai-Nanjing intercity line, the
train passenger load factor decreases significantly. The
benchmark trains should continue to operate to serve com-
muting passengers, but capacity should be reduced to avoid
unnecessary waste. The capacity or operating frequency of
other trains can also be reduced.

Due to the complexity of Chinese HSR network, different
lines and regions have different passenger demand, and train
types and the clustering results may be different. The passen-
ger demand in HSR transport market is stable for a period of
time, so the method proposed in our paper is universal.

In future research, we intend to combine train operational
data from several years, obtain the relevant trends in train
clustering results and compare the differences between them.
This approach can provide reliable suggestions for establish-
ing a structured system of HSR trains by railway company.
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