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ABSTRACT The chemical terrorist attack is a type of unconventional terrorism that threatens the safety
of cities. This kind of terrorist attack is highly concealed and difficult to be detected. Once the attack is
successful, the consequences will be severe and the scope of impact will be enormous. Therefore, public
security and emergency departments need to perform risk analysis and dynamic knowledge update to reduce
risk or mitigate the effects of accidents. In order to quickly and effectively analyze the risk of chemical
terrorist attacks, this article proposed a hybrid approach (B-R model) to analyze the risk of chemical terrorist
attacks. First, a modular and customizable Bayesian network (BN) model library was built, which can satisfy
users to select multi-dimensional risk factors. Based on the personalized BN, a risk knowledge graph (RKG)
is constructed with multi-source data to realize the combination of risk analysis and knowledge acquisition.
Then the threat degree of terrorist organizations, the strength of defensive forces, and the risk value of targets
is calculated and displayed. The BN-RKG method provides data and theoretical support for defenders’
resource allocation and emergency decision-making. Finally, a case study was conducted for a hypothetical
scenario analysis. The result shows that the hybrid method can help with risk control and have the potential
to support practical policymaking.

INDEX TERMS Chemical terrorist attack, Bayesian network, knowledge graph, risk analysis.

I. INTRODUCTION
Chemical terrorism, involving the use of toxic drugs,
is intended to cause large numbers of casualties and could
overwhelm the capacity of regional emergency medical ser-
vices [1], [2]. Between 1970 and 2015, GTD recorded
156,772 terrorist incidents, of which 292 (0.19%) met the
criteria as chemical terrorist attacks [3]. Although the propor-
tion is small, the threat of chemical terrorism is reported to be
increasing globally [4]. Examples are Sulphur mustard used
by the Da’ish terrorist group [5] and the Tokyo subway sarin
attack in 1995 [6]. To effectively respond to chemical terrorist
attacks, people need to develop comprehensive strategies
that include emergency response, long-term health care, risk
communication, and other research [7].

Many pieces of research on chemical terrorism have been
carried out on chemical weapon types [3], [8], emergency
response [9], [10] and countermeasures [11]–[13]. Different
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approaches to analyze patterns and relationships of terrorist
activity has been conducted by [14]–[19]. The above research
not only provides the basis for the characteristics of chemical
weapons and the harm of chemical attacks but also enriches
emergency decision-making and prevention strategies for
chemical terrorist attacks.

Extensive research on counter-terrorism strategies based
on big data analysis has gradually received atten-
tion [20], [21]. Boyd used historical data in the Global
Terrorism Database to study the frequency of attacks by
224 terrorist organizations against their own countries and
other countries, and provided a basis for the development of
international terrorism prevention strategies [22]. Kaur pro-
posed a research framework for the analysis and prediction
of terrorist activities using real-time data such as Face-
book, Twitter, and Google, providing a complete example
for the research of anti-terrorism strategies based on big
data [23]. These traditional database-based methods have
some limitations: poor visualization of knowledge, difficulty
in showing the connections between data, and inability to
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reason about knowledge. Furthermore, the traditional method
does not workwell for multi-source data fusion. Usually, each
database is stored separately and lacks connections. In this
article, the knowledge graph is utilized to solve this problem.

The essence of the knowledge graph is to establish the rela-
tionship between knowledge. The ‘‘entity-relation-entity’’
semantic data structure describes the concepts, entities and
their relationship in the objective world [24], [25]. Knowl-
edge graph originated from the Semantic Network. It was
originally proposed by Google [26] and used to optimize
search results [27] and has been applied to various vertical
fields so far [24], [25], [28], [29]. The domain knowledge
graph can be regarded as an ‘‘industrial knowledge base
based on semantic technology.’’ Its construction is based on
industry data and usually has strict and rich data models [30].
Several different researchmethods on the knowledge graph of
terrorist attacks have been proposed. Jha and Jin proposed a
method based on knowledge graphs to discover potentially
high-value hidden information under massive corpora and
used it in the research of counter-terrorism big data analysis
and counter-terrorism decision-making [31]. Xia and Gu built
a terrorist knowledge graph (TKG) fromGTD andWikipedia.
Compared to GTD, TKG strengthens links between terror-
ist organizations and enriches the description by absorbing
Wikipedia’s data. TKG can better help humans and machines
understand terrorist attacks [32]. However, these knowledge
graphs are not combined with risk analysis. Often, users are
trapped in a large amount of data, so that unable to make
effective decisions.

The combination of knowledge graph and risk analysis
technology can play a significant role in practical applica-
tion. Risk analysis of terrorist attacks using qualitative or
quantitative methods appears in several cases in the literature,
such as Hazard and operability study [33], Layer of protection
analysis (LOPA) [34], Event tree analysis (ETA) [35], Fault
tree analysis (FTA) [36], Fuzzy set theory [37], Markov
chain model [38]. However, we choose the Bayesian net-
work (BN) as the risk analysis tool. Bayesian network is a
directed acyclic graph (DAG), which describes the relation-
ship between nodes (a set of variables) in the form of directed
edges with a conditional probability distribution [39]. The
nodes in BN are discrete variables, and the node contains
many possible states. Each child node has a set of parent
nodes [32]. The relationship between a child node and its
parents is expressed as a directed edge with a conditional
probability table (CPT). CPT is the confidence (expressed as
a probability) that a node will be in a specific state given the
state of the parent node (Figure 1). Compared with other risk
analysis methods, Bayesian network has some advantages:
(1) BN can answer hypothetical questions. For example, users
can enter defensive measures and evaluate which measures
can reduce the risk of terrorist attacks. (2) BN can fuse multi-
source information. Various risk factors for terrorist attacks
can be effectively considered. (3) Users can easily add or
reduce terrorist attack risk factors, or modify the conditional
probability table. (4) As shown in Figure 1, Both Bayesian

FIGURE 1. The relation between Bayesian networks and knowledge
graph. Bayesian network and knowledge graph share nodes and
influence each other.

network and Knowledge graph are network structures and
composed of nodes and relationships. Furthermore, nodes
or values in both can be reused. (5) BN can obtain the
risk probability distribution, which can be mapped into the
knowledge graph to assign risk values to nodes. (6) BN can
handle non-linear relationships and store non-numeric states
of nodes. Such states can be represented as instances in the
knowledge graph.

Many scholars have made useful attempts in the field of
terrorist attacks with the Bayesian network. For example,
Wei et al. proposed a multi-module Bayesian network ter-
rorist attack threat assessment model and gave a calcula-
tion method of the threat degree of terrorist attacks [40].
Fu et al. built a Bayesian network model using terrorist attack
samples of other countries. Then, based on the principle of
case suitability, combined with China’s actual data, the EM
(Expectation-Maximum) algorithm is used to update the
parameter learning and modify the model [41]. Olama et al.
proposed a BN based on terrorist threat anticipatory model,
which takes the physical, social and economic aspects into
consideration [42]. However, the risk factors considered in
these studies are not comprehensive. In particular, Zhu et al.
established a Bayesian network for chemical terrorist attacks
for risk analysis [43], conducting attacking risk analysis from
multiple dimensions including terrorist organizations, target
attractiveness, defensive forces, emergency response forces,
and danger level of the weapon. Nevertheless, this model is
not able to obtain specific attack risk indicators or values,
which further limits the practicality of the risk analysis.

Through the review above, the contributions of this article
are as follows: (1) This article proposes a hybrid approach
called ‘‘Bayesian Network – Risk knowledge graph’’ model
(B-R model). Bayesian network is used to represent the
critical nodes of the attack and assign risk value; the
risk knowledge graph plays a critical role in summarizing
domain knowledge, fusing multiple source data and showing
dynamic knowledge visually. (2) An interactive, customiz-
able modular Bayesian network library was developed to dis-
cover and access the risk of chemical terrorist attacks actively.
With our method, users can perform chemical terrorist attack
risk analysis faster and more effectively. The results of the
case study and scenario analysis prove the effectiveness of
the proposed method.
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The structure of this article is as follows. Section 2 details
the materials and process of our method. Section 3 and 4
describe the detailed construction process of Bayesian net-
work model library and risk knowledge graph. Section 5
conducts a case study and illustrates the applications that
demonstrate the potential of our approach. Some limitations
are discussed in Section 6. Finally, Section 7 summarizes the
article.

II. METHOD AND MATERIALS
The framework of personalized terrorist attack risk anal-
ysis model (B-R model) includes four phases: (1) Search
data sources; (2) Construction of BN risk analysis model;
(3) Construction of risk knowledge graph; (4) Risk analysis
and application (see Figure 2). Phase 2 and 3 are the most
critical. Users can choose different algorithms to generate
customized BNmodels. Only the phase 2 is the user run-time,
and the other phases are the build-time. Both the BN model
library and terrorist attack data need to be updated dynami-
cally. The library continuously collects the risk factors, BN
models. Moreover, data sets that users have created or used
are stores in the library after expert review. The news and
reports are automatically collected from the website by the
crawler script.

FIGURE 2. The framework of Bayesian network–risk knowledge graph
(B-R) model.

As shown in Table 1, most of our data sources are publicly
available except for police information. Different depart-
ments can use specific data as needed. Data sources for this
article include (1) Global Terrorism Database (GTD) terrorist
attack data. GTD [44] is an open database containing infor-
mation on global terrorist attacks from 1970 to 2018, and
currently has more than 190,000 cases. Each case provides
information on the date, location, type of chemical weapon,
number of casualties, and terrorist organizations. We screen a
total of 336 chemical terrorist attack cases as the core data set
and the remaining terrorist attack cases as the supplementary
data set. (2) Wikipedia and Baidu Encyclopedia. Keywords

TABLE 1. Data source and classification.

are collected and searched in encyclopedias, such as chemical
weapons: mustard gas, sarin gas; attacks: Japanese subway
sarin gas, Matsumoto sarin incident; terrorist organization:
ISIS, Taliban; Based on a total of 50 keywords, we use the
breadth-first search algorithm to obtain more encyclopedia
information. (3) News and reports. Web crawlers are used
to crawl reports and news of terrorist attacks on news sites
such as China Caixin.com. (4) City information. For any
specific city, information about chemical plants is consid-
ered because terrorist organizations may steal chemical raw
materials. Also, this article identifies hotspot targets in cities
through the Bayesian network and manually collect objective
conditions such as weather and traffic conditions et al. (5)
Emergency response and defense force information include
some basic information of police station, fire brigade and
hospital in the city. (6) Police information includes key person
information and its dynamic track, which was recorded by
surveillance, hotel and traffic information system.

III. BN RISK ANALYSIS MODEL CONSTRUCTION
First, we search article with specific keywords on the web
of science. Then the retrieved articles are screened based
on three criteria. The final articles are used as the source
of risk factors and BN networks. The keywords include
(1) Bayesian network + terrorist attack (2) Bayesian net-
work + terrorism (3) Bayesian network + terrorist. Criteria
include: (1) Only journal articles or conference articles, not
patents (2) Articles need to be written in English (2) Articles
contain the structure of Bayesian networks.

A. RISK FACTORS IDENTIFICATION
The scope of risk factors needs to be defined first. Faced
with different risk factors input by users, it is necessary
to make a proper classification and determine the scope
before accurate risk analysis. Other risk factors related
to terrorist attacks are obtained from books and terrorist
attack risk analysis articles [3], [40]–[43], [45]. For example,
Khakzad et al. [46] listed some information which needs to
be considered from the perspective of terrorist organization:
(1) the general history of threats and attacks against similar
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TABLE 2. Part of risk factors.

targets, (2) location-specific attack records, (3) attacker’s
capabilities and potential behaviours, (4) the attractiveness of
chemical facilities in the eyes of attackers. Tomodel chemical
terrorist attacks from a comprehensive perspective, In this
study, risk factors are classified into seven classes: Terrorist
organization, Terrorist attack, Target, Individual, Climate,
Defensive power, Emergency Response (as seen in Table 2).

B. BN MODEL LIBRARY CONSTRUCTION
It is worth noting that users’ needs for risk models in different
scenarios are different. For example, one user may only want
to study the relationship between defence forces and casual-
ties. If users want to analyze the risk of a specific suspect,
they often need to make judgments based on the suspect’s
portrait and past experience. Therefore, we need to provide
users with a risk analysis model that can be customized rather
than a fixed model. We developed an interaction interface,
in which users can set risk factors according to the actual
situation, design the network structure and upload data sets
for training. At the same time, according to the needs of
users, BN library will recommend models to users. The

library was built by different structure learning and parameter
learning algorithms. There are many classic Bayesian net-
work learning algorithms, which can be roughly divided into
three categories: score-based search methods, dependency
analysis-based methods and hybrid learning methods. The
algorithms include (1) K2 algorithm. The algorithm achieves
the purpose of finding the network topology with the best
scoring function under the conditions of the given node order.
The K2 algorithm can effectively incorporate prior knowl-
edge in its structure search process and have excellent time
performance. It is a practical and most representative score
search learning algorithm. (2) Simulated annealing method.
The simulated annealing algorithm adopts an entirely random
search strategy. When the temperature is high, the algorithm
can accept the solution with the low value of the partial
scoring function to avoid falling into the local optimization.
Among the parameter learning algorithms, some are well-
known: (1) EM algorithm. The EM algorithm is an iterative
optimization strategy because each iteration in its calculation
method is divided into two steps, one is the expected step
(E step), the other is the maximum step (M step). Therefore,
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TABLE 3. Information about some terrorist attack BN models.

the algorithm is called the Expectation-Maximization Algo-
rithm. The EM algorithmwas originally designed to solve the
problem of parameter estimation in the case of missing data.
(2) MAP algorithm. Maximum posterior estimation is the
point estimation of a quantity that is difficult to observe based
on empirical data. It is similar to the maximum likelihood
estimation. However, the maximum difference is that the
maximum posterior estimation is integrated into the prior
distribution of the estimator. The specific process is shown
in Figure 3.

FIGURE 3. User conducts risk analysis process. The pre-stored risk factors
and network models play a very important role in practical application.

Firstly, after identifying the risk factors, we manually
sorted out the state and state characteristics of each factor. For
example, the state of the season concludes ‘‘spring, summer,
autumn and winter’’ and the data type of it is character. After
that, various data was collected based on Section 2 and orga-
nized them into data sets. For example, the attack information
was compiled from GTD. Terrorist organization information
was collected from Wikipedia. When the user selects and
inputs risk factors, if there exist no such risk factors in the
library, similar risk factors and related data sets will be rec-
ommended according to the state space of the factors.

Secondly, we determine the one-to-one correspondence
between risk factors and the BN model in the module library.
If the risk factors are similar, then the BN network should
be similar. The library will recommend the user with the BN

model that contains the most risk factors. If the library does
not include the risk factors entered by the user, the user needs
to construct the BN model by himself. A brief introduction to
the BN models is shown in Table 3 and Figure 4.

FIGURE 4. Some network structures in BN model library. Due to space
limitations, we only show 3 network structures.

The BN model used by Fu has fewer nodes than Model 2
and Model 3. Fu used the K2 algorithm to learn the network
structure from the GTD database. As a result, the explana-
tion of the network structure is not very high. For example,
in common sense, ‘‘Successful attack’’ will affect ‘‘casual-
ties’’, but in model 1 the situation is opposite. Furthermore,
when it comes to scenario analysis and forward reasoning,
this structure is not as intuitive as Model 3. A significant
feature of Model 2 is the module-based construction method,
which is reflected in the construction of bn networks for
property losses and casualties. This module-based construc-
tion method is advantageous and can better divide different
node types. Users are also recommended to construct the
network by the module. A hybrid method based on sample
learning and the expert experience was utilized in Model 2,
which is systematically adopted. The library stores part of
the data, and users can choose to use the library data or
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their own data for network training and parameter learning.
The main feature of Model 3 is a clear structure. For users,
this construction method is simple and easy to use, as in
most cases, users have a specific understanding of the risk
factors they want to analyze. The state of the child nodes of
Model 3 is simple. Three main types are described as high,
middle, and low. This assignment method is easy to migrate.
However, the disadvantage of Model 3 is the determination
of a priori probability and conditional probability. Once there
are more nodes, the conditional probability table will become
large, and it is very natural to produce subjectivity based on
the experience of only one person. Therefore, users need to
balance the number of nodes, network interpretability and
network complexity.

C. USER INTERFACE DESIGN
A visual interface is designed for users to select or build
Bayesian networks (Figure 5). Users can add risk factors
or submit the existing network model. The interface also
provides several risk factors that users can refer to. After
submitting risk factors, users can choose whether to provide
data for network optimization.

FIGURE 5. User interface.

IV. RISK KNOWLEDGE GRAPH CONSTRUCTION
The knowledge graph andBayesian network can be combined
to form a risk knowledge graph (Figure 6). The Bayesian net-
work provides a calculation method of risk value for knowl-
edge graph. The knowledge graph provides a knowledge base
for Bayesian network risk analysis, which allows users to
more intuitively assess the risk level and take measures to
promote risk evolution.

FIGURE 6. The internal mechanism of risk knowledge graph.

A. KNOWLEDGE GRAPH CONSTRUCTION
The process of knowledge graph construction is mainly
divided into knowledge representation and modeling,
knowledge acquisition, knowledge extraction, knowledge
reasoning, knowledge storage, and application of knowledge
graph [28], [30]. The tools involved in the construction
are Scrapy crawlers (Data collection), Chinese Academy
of Sciences Natural language processing (NLP) tool [47]
(Knowledge extraction), Neo4j [48] and MongoDB database
(Knowledge storage), Elasticsearch search (Knowledge
retrieval).

The structure of the knowledge graph can provide
guidance for knowledge extraction. Through literature review
and historical data collation, 11 chemical terrorism categories
are summarized in Figure 7, which includes Target, Police
station, Chemical plant, Fire brigade, Hospital, Climate, Ter-
rorist organization, Attack information, Key person, Dynamic
track of key person, Chemical weapon. The white part of
Figure 7 indicates the attributes included in the knowledge
graph, and the green part means the existing risk factors.
As a result, knowledge graph and Bayesian network can
effectively share nodes. It should be noted that each class has
the id attribute so that different categories of knowledge graph
can be connected.

FIGURE 7. Knowledge structure of knowledge graph.

Then, based on the knowledge structure and the data col-
lected in section 2, ‘‘Entity-Relationship-Entity’’ triples need
to be extracted to construct a knowledge graph. Among the
data source, structured data like encyclopedia entries can be
easily imported to the graph database. However, unstructured
data, such as text and news reports, contained some properties
which need to be extracted. Take a sentence as an example:
‘‘On June 7, 2017, ISIS assailants exploded four mustard
gas bombs at civilians in Zanjili neighbourhood, Mosul, Iraq.
At least 13 people were injured in the attack.’’ Since NLP
tool can identify the date, the number, and the part-of-speech
of each word, it is utilized to extract the triples in the sen-
tence. For example, ‘‘ISIS’’ is a noun, and ‘‘explode’’ is a
verb. After determining the part of speech and completing
the word segmentation, we match them in the thesaurus of
each attribute as Table 4 shown. Finally, the triples are stored
as CSV documents. It should be noted that the descriptions
of most cases are irregular, which need to be cleaned up
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TABLE 4. An example of knowledge extraction.

and screened manually. The triples can be imported from
CSV to Neo4j using several simple scripting languages.
Labels and indexes are created in Neo4j to increase search
efficiency.

B. CALCULATION OF RISK VALUE
In this section, three kinds of values are calculated. The first
is the target’s attraction value, defensive force level value,
emergency force response value, and terrorist organization
threat value. Such values can help users understand potential
risks and gather information. The second is the target loss
probability [49], which represents the probability of the target
being attacked. The police can flexibly deploy defence forces
based on this value. The third is the target’s risk value. This
risk value reflects the expected consequences against which
the benefit of existing or potential terrorism strategies can be
evaluated and estimated [50].

1) ASSIGN VALUES TO KEY NODES IN KNOWLEDGE GRAPH
Bayesian network is used to assign values to the knowledge
graph. For example, the Bayesian network contains nodes
‘‘Danger level of the chemical weapon,’’ ‘‘Target attraction,’’
‘‘Prevention ability of the police,’’ ‘‘Ability of the emergency
response,’’ and ‘‘Threat of the terrorist organization,’’ and
the status values of these nodes are all described as ‘‘High,
Medium, and Low’’ (AppendixA, Table 10). Therefore, when
the prior knowledge is introduced into the Bayesian network,
we can assign values to each state, and then get the specific
value of each node.

Use ‘‘Target attraction’’ as an example. We first select
the candidate targets, and then collect the ‘‘population
density’’, ‘‘population movement’’, ‘‘traffic situation’’,
‘‘location’’, ‘‘whether is it a high-value target’’, a total of
five attributes of all candidate targets as input to the Bayesian
network, and get the probability distribution of the ‘‘Target
attraction’’ node. In Bayesian network, the node ‘‘target
attraction’’ has three states: ‘‘High, Medium, and Low’’,
so we assign high= 5, medium= 3, and low= 1, and use (1)
to calculate the target attraction value.

Target attraction = 5× PHigh + 3× PMedium + 1× PLow
(1)

PHigh is the probability that the status of ‘‘Target Attrac-
tion’’ is ‘‘High’’. If the value of ‘‘Target attraction’’ is bigger
than 4, the target is attractive, and its detailed information
needs to be collected in the knowledge graph.

2) CALCULATE TARGET LOSS PROBABILITY
For a specific target, if a terrorist launches an attack with cer-
tain resources, the defender will allocate resources to defend
the target [51], [52]. In the situation of the game between the
attacker and the defender, the target loss probability can be
determined, which can be reasonably explained by the target
loss probability model proposed by Major [49]:

pi = exp
(
−

di
ciAi

)
×

A2i
A2i + ci

(i = 1, 2, 3, . . . , n) (2)

In (2), di is the target’s defence resources, and we use the
value of node ‘‘Prevention ability of the police’’ in Bayesian
network to represent di; ci is the inherent risk loss of the
target, which is the value of target attraction; Ai is the attack
resource, we assume the attack resource is 5, the value has no
effect on target loss probability.

Furthermore, without knowing which target the attacker
chooses, the defender should formulate a strategy to get the
least expected loss of balance. No matter which targets the
attacker chooses, the balance expected loss (EL) of the targets
need to be equal.

EL = P× V (3)

In (3), P is the target loss probability, and V is the target
value. If the EL of one target is higher than other targets,
the defender will transfer defence resources from the lower
EL target to the higher EL target until they have equal EL.
The target loss probability is stored as target attributes in
the knowledge graph so that government officials can adjust
resources to reduce losses.

3) DETERMINE RISK VALUES FOR DIFFERENT TARGETS
Probabilistic risk analysis (PRA) [50] is utilized to get the
risk value of different targets. Probabilistic risk analysis is
a standard method to study the risk of terrorist attacks on
infrastructure. PRA holds that:

Risk = Threat × Vulnerability× Consequence (4)

The threat refers to the probability of a particular attack;
the vulnerability refers to the probability of the success of
the attack; the Consequence refers to the losses caused by a
successful attack, including human casualties and economic
losses. Target loss probability is used to represent the threat.
Vulnerability is the probability of node ‘‘J.Whether the attack
is successful’’ in the Bayesian network, and Consequence
is the probability distribution of the ‘‘K. Casualties’’ in the
Bayesian networkmultiplied by the assignment. The equation
used to assess casualties is as follows:

Casualties = K1∗PMinor + K2∗PMiddle + K3 ∗ PMajor (5)

As shown in Appendix A, Table 10, K1, K2, and K3
represent the status of the node ‘‘Casualties’’. PMinor,
PMiddle and PMajor represent the corresponding probability
of each attribute of ‘‘Casualties’’ in the Bayesian network.
Equation (5) can be used to calculate the worst, best and
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average results of the attack. We use the maximum value
of each state to calculate the worst result and the median
to calculate the average, and the minimum to calculate the
minimum casualties. For example, in the KMinor (0-10 dead)
state, the maximum value is ten, and the average value is 5.

V. PRACTICAL APPLICATIONS
Although chemical terrorist attacks are difficult to prevent,
they also have weaknesses. The manufacturing, storage,
transportation, and release of chemical weapons require high
technical capabilities of terrorist organizations and usually
require the participation of multiple people. The chain of
behaviour is relatively long, so it is easier to leave ‘‘Clues,’’
and the capture of these clues depends on the support of
multi-source data. Traditional clue-capturing methods cannot
minimize these risks because the data is fragmented and
lacks useful connections. In this section, the effectiveness and
practicability of this method are verified through case study
and scenario analysis.

A. CASE STUDY
The location of our case study is HZ District, LYG City,
China. HZ District is the political, economic, and cultural
center of LYG City. Firstly, three targets (Suning shopping
center, Municipal government, and Phoenix mountain park)
with different characteristics in HZ District are selected as
the research object of the chemical terrorist attack. Secondly,
we select risk factors, most of which have appeared in [43].
The network parameters are partly derived from data learning
(the GTD database that comes with the system) and partly
from the expert experience conditional probability table
(Figure 8). The specific states of each node are in
Appendix A, Table 10.

FIGURE 8. User-built Bayesian network.

Some objective information of each target is shown
in Table 5.

According to (1), the values of the three targets attraction
and defence ability are calculated and shown in Table 6. The
city government has the strongest defence force, followed by
shopping malls. The level of attraction of shopping malls and
the municipal government is comparable. According to (1),
the value of attractiveness ranges from 1-5. We take the
top 25% of the attractiveness value as the high attractiveness

TABLE 5. Objective situation of three targets.

TABLE 6. Target loss probability for different targets.

target, that is, if the value is greater than 4, it is considered
as a high-value target. The value of the park is 1.32. Since
1.32 is less than 4, the park is not a hot target and will
not appear in the knowledge graph. Through this calcula-
tion method, the user can evaluate the attractiveness level
from the objective state of the target and can reduce the
dependence on subjective experience. Similarly, after basic
information about terrorist organizations from databases or
investigation is obtained, this method is used to calculate
the threat degree of terrorist organizations. According to
the objective state obtained in Table 5, the defensive ability
is substituted into the Bayesian network and calculated by
the same method. Table 6 shows that the city government’s
defence value is the strongest, reaching 4.94. The saturation
of basic defensive levels reflects the government’s emphasis
on political objectives. The Suning shopping center’s defence
rating of 3.92 is above average. Shopping centers are crowded
with people and have a certain amount of preventive capacity,
but due to the large number of them, they cannot all carry out
high-intensity protection. Moreover, high levels of protection
can affect convenience, so a balance needs to be struck.

The target loss probability is calculated according to (2).
As shown in Table 6, the government has the lowest target
loss probability. The results can be inferred from (2) that the
higher the defensive resources, the lower the target loss prob-
ability. Furthermore, the impact of the degree of attraction on
the target loss probability is relatively low.

We classify casualties as maximum, moderate and mini-
mum. Maximum means that each of the state values takes
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the maximum, as shown in Table 7. Using this method to
calculate the maximum and minimum casualties can provide
users with more decision plans. According to (5), the max-
imum casualties of Suning shopping center are 22 deaths,
the average is 14, and the minimal is 6. The number of
casualties calculated is rounded. The results of casualties
in Table 7 are in line with the actual situation. The shop-
ping center is crowded with people. Once an attack occurs,
the casualties will be huge. The city government is located in
a residential area, which can also cause some casualties.

TABLE 7. Calculation results of casualties.

Through the above steps, risk value can be got through (4).
Take moderate casualties as an example. Table 8 shows the
PRA calculation for different targets. The government has the
lowest risk value because it has the most defence resource and
the target loss probability is the lowest. Although the park
has the highest risk value and is the easiest to be attacked,
in reality, terrorist organizations may be more likely to attack
the government or shopping malls because they want to cause
the most casualties or to achieve the purpose of threats.

TABLE 8. PRA calculation for different targets.

With the correlation values obtained, a risk knowledge
graph is shown in Figure 9.

FIGURE 9. Part of the risk knowledge graph.

B. SCENARIO ANALYSIS
Decision-makers can use the risk value, the estimated casu-
alties, the target loss probability to get more information in

the knowledge graph to evaluate and make the best decision.
The B-R method is used for critical risk point detection, early
warning, emergency decision making and defense resource
allocation.
Scenario: Key Person A comes to City B to attempt for a

chemical weapon attack.
First of all, through the hotel information system, the police

get that A comes to city B and lives in a hotel in the city
center. At the same time, person D is found in surveillance
next to chemical plant C. Through the police information
system query, we find that key person A and person D were
members of a cult. The historical case shows the cult had
stolen chemical materials in City E and lunched a chemical
terrorist attack. So, person D is suspected to steal chemical
materials, and A may complete the launch. At the same time,
calculated by the portrait of the cult and Bayesian network,
the threat degree of the terrorist organization is 2.98 (0-5),
the value is relatively high and thus the cult should be paid
attention to. Then from the knowledge graph, we obtain
the members’ information and discover that the organization
has attacked the shopping center before. Moreover, Suning
shopping center is within 1 km of the hotel where A lives in.
The record of Internet cafe in Suning shopping center shows
A used to come here, so we speculate that the shopping center
is a possible target.

We bring the information from Suning shopping center into
the Bayesian network and get the probability distribution of
successful attacks and casualties, which shown in Table 6,7,8.
The consequences are severe, so we consider how to reduce
the risk of the attack. According to the sensitivity analysis of
Bayesian Network, that security check is the most effective
means of prevention. Through adding security check and
police investigation, the probability of a successful attack
reduces to less than 5%.

From the knowledge graph, the Lunan police station is the
closest one with only 15 police officers, while the Xindong
police station with 50 police officers is a little far away.
Therefore, five police officers are dispatched from the Xin-
dong police station to support the Lunan police station. When
defense is strengthened, both the target’s risk value and the
target’s probability of loss have decreased. Decision-makers
can also further allocate resources based on the dynamic
changes of the values in the knowledge graph.

The detailed analysis process of the case is shown in
Figure 10. The grey nodes represent the data in the knowl-
edge graph, while the white nodes are the probability dis-
tribution Bayesian network and the calculated risk index.
The yellow node represents the initial event. As the cult
has attacked the City E, the knowledge graph stores the
experience of the investigation and emergency response mea-
sures in the previous attack, which can provide step-by-step
guidance for prevention and help law enforcement agencies
to organize similar emergency plans. Table 9 shows the
part of the information which can be got from the knowl-
edge graph. Due to space limitations, we have not listed all
the information. In this scenario, the critical risk point is
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FIGURE 10. Scenario analysis flow chart.
pt

TABLE 9. Information on key people A and organization B contained in
the knowledge graph.

‘‘Key person A appears in city B’’ and ‘‘Person D appears
in the surveillance of chemical plant C.’’

VI. DISCUSSION
The proposed risk analysis method combines Bayesian net-
work and risk knowledge graph. We collect risk factors from
a multi-dimensional perspective and develop an interface that
users can customize the generation of BN. The interface
facilitates users to add risk factors and customize a person-
alized terrorist attack risk analysis model. More importantly,
the highly visual nature of the knowledge graph allows users
to observe the level of risk intuitively. By combining the
knowledge of multiple departments, such as the emergency
response department, decision-makers can efficiently and
dynamically allocate resources according to the relationship
between nodes, which is also reflected in our case study. Risk

assessment is the overall process of risk identification, risk
analysis and risk evaluation [53]. Our proposed ‘‘B-Rmodel’’
is a risk assessment model for the whole process.

If the user enters risk factors that are not included in the
BN library, the library can onlymake recommendations based
on data characteristics, which may lead to some problems.
By building an ontology model of risk factors, or by synony-
mous matching of synonyms, the problem of comparing risk
factor characteristics can be solved. Furthermore, the training
data contained in the BN library is a small amount. However,
high-quality and public data sets in terrorism are limited. The
information about terrorists, defence forces, and emergency
forces is often the government’s confidential information.
Once this information is made public, terrorist organizations
will attack weak points of defence. Therefore, the construc-
tion of this Bayesian network relies heavily on expert experi-
ence and lacks actual data support.

The risk knowledge graph described in section 4 has great
potential. For example, based on the existing risk knowledge,
the user can predict the possible high-risk areas and organiza-
tions. Clustering and data mining on the targets with similar
risk values to find out the common rules and characteristics
is the next step in system development. The calculation of
risk value based on game theory and PRA methods needs
to be optimized, such as the two-level optimization mod-
els [54]. A robust decision analysis should be developed for
risk management because attackers may know more about
attack options than defenders [55].

The resource consumed by the method proposed in
Figure. 2 is not abundant and can be easily deployed locally.
However, as the data increases, the server may be needed
to improve performance. When the BN library continues to
accumulate data sets and BN models in the use of a large
number of users, its practicality may also be significantly
enhanced. On this basis, it is an important direction to develop
a method similar to meta-learning to generate the best risk
analysis model for users automatically. It is worth noting
that the B-R model lacks an evaluation indicator. Evaluation
of the rationality of risk factors, the accuracy of Bayesian
networks, and the reliability of risk values are all critical.
The effectiveness of the model depends on user evaluation,
but user evaluation, accuracy, and recall rate are both critical
components of method capabilities.

VII. CONCLUSION
This work focuses on chemical terrorist attacks in cities.
The proposed B-R method can effectively integrate a large
amount of data from various departments and help with the
risk analysis and assessment of critical urban targets. The
results can provide decision support for investigations, early
warning of law enforcement and emergency department.
Specifically, we built a Bayesian network library, which can
effectively reduce the learning cost of users’ risk analysis of
the chemical terrorist attack and enable users to construct
a Bayesian network model more quickly and effectively.
We quantified the value of risk, the level of defence et al., not
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TABLE 10. States of BN nodes.

just the probability distribution of the nodes in BN. Based on
these values, the risks of different targets can be compared,
and defensive resources can be effectively allocated. A risk
knowledge graph is also constructed to facilitate users to
acquire knowledge and take the next action after the risk
analysis. A web application is designed that allows users to
dynamically adjust the risk analysis model and perform visual
analysis, which also proves the feasibility of our method.

APPENDIX
See table 10.
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