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ABSTRACT In recent years, OpenACC has been used in many supercomputers and attracted many
non-computer science specialists for parallelizing their programs in different scientific fields, including
weather forecasting and simulations. OpenACC is a high-level programming model that supports parallelism
and is easy to learn to use by adding high-level directives without considering too many low-level details.
Testing parallel programs is a difficult task, made even harder if using programming models, especially if
they have been badly programmed. If so, it will be challenging to detect their runtime errors as well as their
causes, whether the error is from the user source code or from the programming model directives. Even
when these errors are detected and the source code modified, we cannot guarantee that the errors have been
corrected or are still hidden. There are many tools and studies that have investigated several programming
models for identifying and detecting related errors. However, OpenACC has not been targeted clearly in any
testing tool or previous studies, even though OpenACC has many benefits and features that could lead to
increasing use in achieving parallel systems with less effort. In this paper, we enhance ACC_TEST with the
ability to test OpenACC-based programs and detect runtime errors by using hybrid-testing techniques that
enhance error coverage occurring in OpenACC as well as overheads and testing time.

INDEX TERMS OpenACC, OpenACC testing tool, hybrid-testing techniques, parallel programming,
ACC_TEST.

I. INTRODUCTION
Recently, OpenACC has been increasingly used in many
supercomputers, including Summit [1], which is the top
supercomputer in the world. OpenACC has attracted many
non-computer science specialists [2] for parallelizing their
programs in different scientific fields. OpenACC [3] is
defined as a high-level programmingmodel that supports par-
allelism in sequential programming languages, including C,
C++, and Fortran. OpenACC is easy to learn and use due to
its nature by adding high-level directives without considering
many low-level details. As a result, programmers should fully
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understandOpenACC instructions; otherwise, they will cause
some errors when parallelizing their codes.

Testing parallel programs is a difficult task that is even
harder if using programming models, especially if they have
been badly programmed. If so, it will be challenging to detect
their runtime errors as well as their causes as to whether the
error comes from the user source code or from the program-
ming model directives. Even when these errors are detected
and the source code modified, we cannot guarantee that the
errors have been corrected or if they are still hidden.

Many studies have investigated several programmingmod-
els for identifying and detecting their related errors. However,
OpenACC has not been targeted clearly in any testing tool
or previous study, even though OpenACC has many benefits
and features that could lead to increasingly achieving parallel
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systems with less effort. As a part of our previous work
[4]–[7], we proposed and created a parallel hybrid-testing tool
namedACC_TEST that targeted programs built in a heteroge-
neous architecture and covering different errors. In addition,
we aim to achieve hybrid-testing techniques for detecting
errors in the dual-programming models MPI + OpenACC at
the end of our project. In this paper, we enhance ACC_TEST
to test OpenACC-based programs and detect runtime errors
by using hybrid-testing techniques. We also focus on cover-
age of errors that occurs in OpenACC as well as the enhance-
ment of the execution overheads and testing times.

Our paper has been structured as the following:
Sections 2 will discuss the literature review, including Ope-
nACC overview and related work. Our techniques for test-
ing OpenACC-based programs are explained in Section 3.
In Sections 4 and 5 we discuss the implementation, testing,
and evaluation of the results of our experiments. Finally, our
conclusions and future work will be discussed in Section 6.

II. LITERATURE REVIEW
This literature review tries to investigate different available
testing tools and techniques that detect runtime errors in
parallel applications that use programming models, including
homogeneous and heterogeneous systems. Also, it gives a
brief overview of theOpenACCprogrammingmodel.Wewill
review and study different tools and techniques and classify
them depending on various factors and characteristics. This
review will investigate what still needs to be done in testing
parallel systems and directions for future research in this
field. Also, we only study deeply some of the reviewed testing
tools and techniques based on their relation to our subject.

A. OVERVIEW OF OpenACC PROGRAMMING MODEL
OpenACC is an abbreviation for open accelerators, which
have been released to accelerate codes built by C, C++,
and Fortran using high-level directives for heterogeneous
CPU/GPU systems. The newest version of OpenACC 3.0 [3]
was released in November 2019, adding several features and
advantages for supporting parallelism, including portability,
compatibility, flexibility, and less programming effort and
time. OpenACC directives are always set up in the following
format (in C and C++) [8], [9]:

#pragma acc <directive> [clause[[, ]clause]...]new−line

Here it is in Fortran:

!$acc < directive > [clause[[, ]clause]...]

The #pragma is the keyword for a compiler directive,
which is followed by the directive type that is ‘‘acc’’ for
OpenACC directives. Then, the first word after the ‘‘acc’’
label is called the directive, which is an ‘‘instruction’’ to the
compiler to do something about the following code block.
OpenACC has three types of directive, including:

1) Compute directives or compute region, which mark a
block of code that can be accelerated by distributing
the work to multiple threads and working in parallel.
These directives are parallel, kernels, routine, and loop.
The main two compute directives are parallel and ker-
nels, and we will explain the main differences between
them. The kernels and parallel constructs both identify
the region of code that will be parallelized; the main
difference is that the kernel relies on the automatic
parallelization capabilities of the compiler to analyze
the region, identify which loops are safe to parallelize,
and then accelerate those loops. A parallel construct
relies on programmers to determine the regions, and
the programmer determines whether the affected loop
can be safely parallelized and allows the compiler to
select how to schedule loop iterations on the target
accelerator. The code in Figure 1 demonstrates the use
of kernels, and the code in Figure 2 demonstrates the
use of the parallel loop combined directive.

FIGURE 1. OpenACC kernels construct.

FIGURE 2. OpenACC parallel construct.

2) Data management directives or data region is used
by OpenACC to avoid any unnecessary data move-
ment between memory locations that can occur when
using compute directives. Programmers can specify
data lifetimes on the accelerator by using one of two
types of data region directives, including structured and
unstructured data directives.
The structured data directive, which defines within a
single lexical scope when a data lifetime both begins
and ends, is essentially owned by the accelerator. Addi-
tionally, in the structured data directives, the directive
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FIGURE 3. Structure OpenACC data directive.

FIGURE 4. Unstructured OpenACC data directive.

must have explicit starting and ending points, as shown
in the code in Figure 3. The data lifetime for the variable
in the data clause begins at the opening curly brace (or
curly bracket) and ends at the closing curly brace.
The unstructured data directive is handled differently
from the previous type. An unstructured data region is
delimited with a beginning-ending pair that need not
be within the same lexical scope. There are two data
directives that control the unstructured data directives,
including ‘‘enter data’’ directives, which handle device
memory allocation, and ‘‘exit data’’ directives, which
handle device memory deallocation. Figure 4 demon-
strates the use of unstructured data directives in C++.
Six data clauses can be used on compute constructs
as well as data constructs, along with one data clause
unique to the exit data construct. Data clauses specify
a certain data handling for the named variables and
arrays. Table 1 displays the different OpenACC data
clauses and their usages.

3) Synchronization directives. OpenACC also supports
some task parallelism, which allows multiple con-
structs to be executed concurrently. To explicitly wait
for one or all concurrent tasks, use the wait directive.

In terms of OpenACC parallelism, there are three levels
supported by OpenACC to give programmers the ability to
determine the level of parallelism in their codes. The three
levels are specified by three OpenACC clauses, including
vector, gang, and worker, as shown in Figure 5.

The finest granularity of parallelism is the OpenACC vec-
tor, which is defined as an individual instruction operating
on multiple data. OpenACC gang represents coarse-grained
parallelism, and OpenACC worker is situated between the
vector and gang levels. The programmers can use these three
OpenACC levels to map the parallelism in their code to any
device, but it is not required. If the programmers do not use

TABLE 1. OpenACC data clauses.

FIGURE 5. OpenACC’s three levels of parallelism [10].

these three parallelism levels, the compiler will perform this
mapping implicitly using the available information about the
target device. Because the same code might be mapped to
any number of target devices, OpenACC is considered to be
highly portable.

B. RELATED WORK
High-Performance Computing (HPC) is currently a part of all
scientific and manufacturing sectors driven by the improve-
ment of HPCmachines, especially with the growing attention
to Exascale supercomputers, which has been projected to
be feasible by 2022 in different studies [11]. This contin-
uous improvement poses the challenging task of building
massively parallel systems that can be used in these super-
machines. Parallel applications have to be error-free to satisfy
the application’s requirements and benefits of the program-
ming model’s abilities and features. It is very difficult to
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test such applications because of their huge size, changeable
behavior, and the integration of different programming mod-
els in the same application.

Our relatedwork tries to investigate different available test-
ing tools and techniques that detect runtime errors in parallel
applications using programming models, including homoge-
neous and heterogeneous systems. We reviewed and studied
different tools and techniques and classified them depending
on different factors and characteristics. This review investi-
gated what still needs to be done in testing parallel systems
and directions for future research in this field. Additionally,
we only study deeply some of the reviewed testing tools and
techniques based on their relation to our subject. We studied
more than 50 testing tools [12] and classified them according
to the used testing techniques, the targeted programming
models, and the runtime errors. We tried to discover the lim-
itations and open areas for the researchers in testing parallel
systems, which can yield the opportunity to focus on those
areas.

Many studies investigated and targeted parallel program
errors, including errors that occur in programming mod-
els, including MPI [13], OpenMP [14], CUDA [15], and
OpenCL [16]. However, OpenACC has not been investigated
enough or identified as thoroughly as the other program-
ming models. OpenMP-related errors have been identified
and classified in [17], where OpenMP errors were divided
into defects and failures with explanations and some exam-
ples. Regarding MPI errors, a deadlock that occurs in MPI
communications has been investigated and identified in [18],
while in [19], the error types that apply toMPI’s non-blocking
collectives have been introduced. CUDA run-time errors were
identified, and ways to avoid these errors were published
in [20]. Finally, we identify OpenACC related errors in [6],
where we classified them into different categories, includ-
ing data clause-related errors, race condition, deadlock, and
livelock.

Many studies have investigated several programmingmod-
els for identifying and detecting related errors, such as testing
tools for MPI [21], [22], OpenMP [23], [24], CUDA [25]
and OpenCL [26]. However, we noted that OpenACC had
not been targeted clearly in any testing tool or previous
study, even though OpenACC has many benefits and features.
In terms of OpenACC-related studies, there are some publica-
tions related to compilers’ evaluation such as the evaluation of
OpenACC 2.0 in [7], OpenACC 2.5 was evaluated in [8], and
a comparison study for evaluating different compilers includ-
ing CAPS, PGI, and CRAY compilers was conducted [9].
Finally, PGI has released PGI Compiler Assisted Software
Testing (PCAST) [27], which is useful for detecting when
results diverge between CPU and GPU versions of code,
and also between the same code run on different processor
architectures, but cannot detect run-time errors including data
clause errors, race conditions, and deadlock in OpenACC
codes.

Table 2 displays the number of testing techniques used
for each programming model in the reviewed testing tools.

TABLE 2. Summary of our related work’s analysis.

We notice that mostly dynamic techniques have been used to
test MPI and OpenMP for detecting runtime errors. Symbolic
testing has been used to detect runtime errors in CUDA.
However, OpenACC has not been targeted to be tested by any
reviewed testing tools.

Despite efforts to test parallel applications built by using
programming models, there is still more work to be done with
respect to high-level programming models used in heteroge-
neous systems.

III. OUR TECHNIQUES FOR TESTING
OpenACC-BASED PROGRAMS
We proposed a hybrid approach by integrating static and
dynamic testing techniques to check the actual and potential
runtime errors of OpenACC programs to ensure correctness
with low overhead. In our approach, the static testing would
be helpful to reduce unnecessary code instrumentation dur-
ing runtime detection. We classify the targeted source code
into several classifications, including OpenACC data regions,
OpenACC compute regions, and Non-OpenACC regions.
Our main focus will be on the first two classifications and
further classifications for them in the static testing phase.
However, the last classification might be used for moni-
toring some variables used in related OpenACC clauses or
directives.

In our solution, different OpenACC directives and clauses
will be checked and examined for identifying actual and
potential errors. Because of the wide range of errors and
directives to be covered, our testing approach will be clas-
sified into several classes, including data clauses, race condi-
tions, and deadlock checking. The targeted OpenACC source
code is classified into potential error region code, which
refers to the regions with actual and potential errors, while
free region code refers to regions without errors.

OpenACC data clause-related errors, reduction clause, and
asynchronous operations, as well as data dependency analysis
and infinite loop detections, will be checked by our static
approach. The tested source code will be understood, and
their syntax and semantics will be analyzed to ensure its
correctness.

Our static analyzer will extract some information from the
source code to be stored in a log file for further debugging.
Finally, our static approach will help to determine the code’s
parts that need to be instrumented for further testing during
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our dynamic approach. This instrumentation will include
deadlock and race detections as well as some data clauses
that need to be tested during runtime. We tried to minimize
the need for inserting instrumentation statements to improve
our approach performance and reduce the overhead resulting
from the dynamic testing. We started to detect any OpenACC
error by using our static phase if possible and then completed
the detection by using our dynamic phase.

Our dynamic approach will use our static analysis insertion
statements to execute the dynamic testing during runtime
and detect any runtime errors that cannot be detected dur-
ing the static approach, including deadlock, race condition,
and present clause-related errors. Our dynamic approach will
use the annotation from our static approach to instrument
the insertion statements in the user source code, and our
dynamic approach will detect these errors during runtime.
These instrumentation statements will be executed during
runtime to check or verify some potential errors determined
by the static phase and to instrument extra inserted statements
during the runtime for some regions that have been marked
and inserted by our static approach.

Also, our dynamic approach will be used to collect some
information related to thememory address, thread executions,
and variable values to be used for extra testing or for further
debugging. The resulting code from our dynamic testing
approach will include the user code and the instrumented
inserted test code.

Finally, some historical information will be collected as
well during our dynamic phase and stored in a log file to be
used in debugging and tracking the changes in the user codes.
Errors resulting from our dynamic phase will be shown in the
dynamic analysis error report, while the errors resulting from
our static phase will be shown in the static analysis report list.
By the end of our testing for each file, four different files will
result from our testing, including static error report, source
code with inserted testing code, dynamic error report, and
historical log file.

In our previous paper [6], we explained how our static
approach detects different OpenACC errors with the expla-
nation of several algorithms. Where we have different algo-
rithms dedicated to detect OpenACC static errors from the
targeted source code. We will check and examine different
OpenACC directives and clauses to identify actual and poten-
tial run-time errors. Since there is a wide range of errors and
directives to be covered, we also classify our testing approach
into several classes that include OpenACC data clause check-
ing, reduction checking, and asynchronous checking, as well
as instrumenting data race and deadlock for further checking
in the dynamic phase of our approach. The targeted Ope-
nACC source code will be classified into potential error data
region code, free data region code; potential error compute
region code, free compute region code, and serial code.

IV. IMPLEMENTATION AND TESTING
Implementing and testing our testing tool is required to verify
and validate our proposed techniques. We conducted several

experiments that cover several scenarios and test suites for
testing our proposed solution and ensure our tool’s ability
to detect errors in OpenACC. The technical information of
our experimental environment includes an Intel(R) Core(TM)
i7-7700HQ CPU (2.80GHz), 16 GB main memory, with
an NVIDIA GeForce GTX 1050 Mobile GPU, which has
768 NVIDIA CUDA cores, 4 GB GDDR5 RAM, and mem-
ory speed 7 Gbps.

In terms of OpenACC testing, five different benchmark
suites including 50 benchmarks have been used for evalu-
ating the ACC_TEST and measuring our hybrid approach
error coverage and testing performance. These benchmark
suites include SHOC [28], PolyBench-ACC[29], EPCC [30],
NAS [31], and TORMENTOpenACC2016 [32]. Some statis-
tics of the chosen benchmarks are shown in Table 3, including
the benchmarks that will be used for evaluating ACC_TEST.
These benchmarks have been chosen to evaluate our testing
tool performance and the ability to deal with various Ope-
nACC data clauses, parallel and kernel construct.

TABLE 3. OpenACC statistics from the chosen benchmarks.

In the following three categories, we will discuss our tool’s
ability to detect errors in OpenACC-related programs based
on our error classifications.

A. OpenACC DATA CLAUSE DETECTION
We test the ability of ACC_TEST to detect the actual and
potential runtime errors of OpenACC. We noticed that the
majority of OpenACC data clause-related errors could be
detected during our static testing, but the OpenACC present
data clause cannot be detected because of its nature.When the
user code and the inserted test code move to the instrumenter
phase, our instrumenter will remove any comment character
followed by our inserted label ‘‘ASSERT’’ to keep the insert
test code to be compiled, as shown in Figure 6, including an
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FIGURE 6. The instrumented inserted statements for detecting OpenACC
present clause errors.

example of the actual instrumented code to be used during
our dynamic testing phase.

B. OpenACC RACE CONDITION DETECTION
In terms of race condition detection, especially loop par-
allelization race detection, ACC_TEST will have the abil-
ity to test the thread’s generation, including OpenACC
gang and vectors. Based on the user source code analysis,
the ACC_TEST static approach will generate threads for
each compute region for comparing them with the actual
number of threads during runtime when executing the user
source code. The ACC_TEST static approach will annotate
the user source code, and some statements will be inserted
into the user code for detecting the actual number of threads.
Figure 7 demonstrates the instrumented code to be used by
our dynamic tester.

FIGURE 7. Example of collecting information related to the compute
region parallelism.

After collecting all information from all threads in the
compute region, the inserted code will be used for testing
the actual parallelism situation in the compute region and
report any error to the developers. It shows the process
of inserting and comparing the threads gang and vectors
between the actual number of gang and vectors from our
dynamic approach and the generated gang and vectors by our
static approach, and the respective collected information will
appear in the dynamic analysis log file, as shown in Figure 8.

Any differences between them will be reported to the
developers, indicating that the targeted compute region is

FIGURE 8. Information collected from our dynamic analyzer indicating
the compute region parallelism.

not parallelized. This will help the developers to ensure that
any compute region they want to parallelize will be detected
and therefore create their code parallelism. The related error
message indicating a compute region that is not parallelized
is shown in Figure 9, which has been detected by our dynamic
analysis.

FIGURE 9. Error messages resulting from our dynamic tester indicating
loop parallelize error.

In another case, ACC_TEST will build a table for each
equation for detecting read/write race condition. This table
will store data for each equation that has more than one
array variable because of the possibility of data dependency.
ACC_TEST will compare the table’s values to detect any
reading and writing to the same variable. The equation data
race analytic information will be stored in the data structure
shown in Figure 10:

FIGURE 10. Example from ACC_TEST for stored data structure for each
equation.

The values of each equation in a given compute region will
be computed and compared for testing the case of reading
and writing in the same place; this case will be detected as
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a read/write race condition. Additionally, if there are two
threads writing in the same variable, this case will be detected
as write/write race, but if these two threads are reading from
the same place, no error is indicated. If our static approach
detects a potential race condition, it will create a data structure
and collect the related information as shown in Figure 10.
In the case of detecting race conditions that resulted from
reading and writing from multiple threads, the data structure
in Figure 11 will be used.

FIGURE 11. Our static phase detecting potential race condition and
collecting more information for further testing.

FIGURE 12. Detected race condition caused by reading and writing from
multiple threads.

Figure 12 shows the error message that appears to the
developer in the case of a race condition resulting from read-
ing andwriting to the same address space by different threads.
In addition, Figure 13 shows an error message that resulted
from our dynamic analysis, indicating a race condition.

In our dynamic phase, OpenACC asynchronous directives
will be tested by detecting any errors using the OpenACC
API function. In more detail, the API function that will
be instrumented at our static phase and used during run-
time are (acc_async_test) and (acc_async_test_all) to test
the completion of specific or all asynchronous directives.
The code in Figures 14 and 15 show our instrumented
insertion statements if our static tester found an OpenACC
asynchronous directive and marked them for our insertion
mechanism to insert the test code and move them to the

FIGURE 13. Error race condition caused by witting and reading from the
same address space detected by our dynamic tester.

FIGURE 14. Analysis dynamic testing to test the completion of all
OpenACC asynchronous directives.

FIGURE 15. Dynamic testing to test the completion of specific OpenACC
asynchronous directives.

FIGURE 16. Sender compute region variable information resulting from
our static approach.

dynamic tester to complete the dynamic testing during run-
time after instrumentation.

In the case of data race caused by an independent clause,
ACC_TEST static analyser detects any independent clause,
determining the clause’s place and the related compute
region. After that, our static approach will analyze the source
code to detect any dependency in each equation in the inde-
pendent compute region to ensure there is no dependency.
In the case of a dependency situation, the race condition will
be detected by ACC_TEST and reported to the user, as shown
in Figure 17. Figure 16 shows our static approach information
collection for all compute regions variables.

C. OpenACC DEADLOCK DETECTION
Each compute region’s end will considered as a potential
error point that might occur or not, including deadlock.
Therefore, the ACC_TEST static analyzer annotates each

80364 VOLUME 8, 2020



F. E. Eassa et al.: ACC_TEST: Hybrid Testing Approach for OpenACC-Based Programs

FIGURE 17. Error message indicating race condition caused by data
dependency.

FIGURE 18. Error message for developers indicating deadlock and
livelock errors.

FIGURE 19. Inserted instrumented test code for detecting OpenACC
deadlock in each compute region.

OpenACC compute region’s end for further investigation
during runtime. Our dynamic approach will be using the
instrumentations annotated in our static phase to test the
arrival of all threads at the end of each compute region
because we assume that every parallel compute region could
potentially have a deadlock. Therefore, our dynamic phase
will check at every compute region the number of threads
included in the region and compare them to the number
of threads at the end of the region. After instrumentation
of the insert test code, our dynamic tester will investigate
which compute region has caused this deadlock and report
to the developer with an appropriate message indicating the
error type, the compute region number, and the line number.
Figure 18 shows a sample error message from our static anal-
ysis phase that is displayed to the developer, and Figure 19
shows a sample of the instrumented inserted test code.

This combination of using hybrid testing (static and
dynamic) will ensure the correctness of the user code and
detect any potential deadlock. Figure 20 shows the error
messages that resulted from our dynamic testing.

FIGURE 20. Deadlock detected by our dynamic analyzer.

TABLE 4. Our hybrid testing tool error coverage for openACC.

V. DISSCUSSION AND EVALUATION
In this section, we evaluate our enhancement of ACC_TEST
and disscuss its ability to detect OpenACC errors based in our
prevous paper [6]. The main aspects of our evaluation will
include ACC_TEST capability, performance, size, and scal-
ability as well as measuring different overheads. In terms of
the error coverage, we will discuss ACC_TEST capability of
testing OpenACC-related applications, as well as evaluating
them by using the appropriate test suite.

Table 4 shows ACC_TEST and its ability to detect
OpenACC-related errors classified by error types. We eval-
uate ACC_TEST’s ability to detect each type of OpenACC
error fully or partially, where full detection means that our
used approach can detect this error, while partial detection
means that ACC_TEST can detect some cases, while other
cases need to be tested during runtime or investigated with
more than static testing. The table shows ACC_TEST’s abil-
ity to detect any error with each approach.
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FIGURE 21. OpenACC program size overhead (by number of lines).

From Table 4 we note that our static approach can resolve
and detect the majority of OpenACC data clause-related
errors. In addition, our static analysis can partially detect race
condition and deadlock and annotated for further testing dur-
ing runtime. However, ACC_TESTwill minimize the number
of errors that need to be detected during runtime, aswell as the
parts that need further testing as marked by our static tool to
enhance ACC_TEST’s performance and minimize the over-
head resulting from the dynamic testing approach. In terms of
OpenACC data clause-related errors, our dynamic approach
will be used to detect the present clause only due to its nature
that cannot be detected from the source code with our static
approach and needs investigation during runtime. As a result,
ACC_TEST minimizes the execution overhead by using our
static approach and resolving the majority of the data clause-
related errors. Finally, ACC_TEST has successfully detected
all OpenACC errors included in our classification, including
data clause-related errors, data transmission errors, and mem-
ory errors, as well as race conditions and deadlock cases.

The following figures show the resulting size overhead
from our insertion mechanism, as well as the testing time for
each of the tested benchmarks. We measure the size overhead
by using Equation 1:Measuring the Size Overhead, as shown
at the bottom of this page.

As noted in Figure 21, the average size overhead by number
of lines of our chosen benchmarks is 78% because the major-
ity of the tested benchmarks have several OpenACC parallel
constructs, which will be tested during our dynamic phase
to detect any race condition and deadlock as well as ensuring
the loops’ parallelization. In more detail, the benchmarks BT,
SP, and Reduction have an average of only 6% size overhead
because they do not include any OpenACC parallel con-
structs, while the benchmark Stencil has 116% size overhead
because it has four parallel constructs. However, these size
overheads will not affect the user code execution because the
inserted test code will be inserted as comment statements,
as we explained in Section 4, and will be ignored by the

FIGURE 22. OpenACC program size overhead (by bytes).

FIGURE 23. Testing time for OpenACC related program in milliseconds.

compiler. These inserted test codes will be instrumented in
the testing house for ensuring high-quality error-free codes,
and the final output will be error-free user codes without test
codes.

The reason behind the differences between the size over-
heads when measuring by number of lines or by bytes is
that the number of characters in each line will affect the size
in bytes, but will not affect the number of lines. Based on
our results, the range of size overheads varies based on the
behavior of the insertion statements.

Similarly, in Figure 23 the lowest testing time is for the
benchmarks that have not included any parallel constructs
and have fewer OpenACC data clauses, while the highest
testing time is for the benchmark that has a big number of
OpenACC parallel constructs. The average testing time for
the OpenACC-related tested benchmark is 97 milliseconds.

As we discussed before, our testing tool has the ability to
detect errors in OpenACC-related applications by using our
hybrid testing techniques. This will help to increase reliability
and ensure error-free codes to have high-quality systems. One
of our contributions is to provide new techniques for detecting

SizeOverhead =
Size with inserted test code− Size without inserted test code

Size without inserted test code
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errors in OpenACC-related programs by using hybrid testing
techniques.

We used OpenACC to build our testing tool, which makes
it portable and hardware architecture-independent and can
work with any type of GPU accelerator, hardware, plat-
form, or operating system. ACC_TEST is also compatible
with various compilers and easy to maintain with less effort
because of the high maintainability of OpenACC. In addition,
ACC_TEST is reliable because of the insertion techniques
that avoid centralized control and the single point of failure
problems. Additionally, by using our insertion techniques,
we increase performance by distributing our testing tasks and
avoiding centralized controlled testing. Finally, ACC_TEST
will help to increase reliability and produce high-quality
systems without errors. To the best of our knowledge, there is
no testing tool designed to target OpenACC, and we are the
first to propose and implement such a testing tool.

VI. CONCLUSION AND FUTURE WORK
Despite the fact that there are several testing tools that target-
ing parallel applications built by using programming models,
there is more effort needed for high-level GPU-related pro-
grammingmodels. AlthoughOpenACC has beenwidely used
in the past few years, there is no testing tool made especially
to target OpenACC.

One of the main features of OpenACC is that it uses high-
level directives without considering details to parallelize the
existing sequential codes. This feature helps in attracting
more non-computer science specialists to use OpenACC to
parallelize their systems. As a result, the possibility of mis-
using OpenACC directives and clauses is higher and can
lead to several runtime errors when the programmers try to
parallelize their applications.

Our main contribution is that we provide new tech-
niques for detecting errors in OpenACC-related programs
by using hybrid testing techniques. We have implemented
these techniques in ACC_TEST to detect runtime errors
for OpenACC-based systems. Our solution integrated static
and dynamic testing techniques to build ACC_TEST and
allowed us to benefit from these techniques advantages,
which reduced overheads and enhanced system execution
time. In addition, our tool is a parallel testing tool that
detects runtime errors by creating testing threads based on
the number of application threads. ACC_TEST also is a
platform-independent testing tool that can work with any het-
erogeneous architecture, which will increase ACC_TEST’s
portability. We have implemented our solution and evaluated
its ability to detect OpenACC runtime errors.

Our testing tool has successfully detected errors that
occurred in OpenACC applications by using our hybrid test-
ing techniques. This will help to increase reliability and
ensure error-free codes to have high-quality systems. We also
achieved the error coverage with acceptable execution over-
head, and it will be used only in the testing house and will
not affect the delivered user applications. Finally, to the
best of our knowledge, there is no parallel testing tool

built to test applications programmed by using the single-
programming model OpenACC. In our future work, we will
enhance the ability of ACC_TEST to cover errors in the dual-
programming models MPI + OpenACC.
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