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ABSTRACT Wireless capsule endoscopy (WCE) has become an irreplaceable tool for diagnosing small
intestinal diseases, and detecting the outliers in WCE images automatically remains as a hot research topic.
Considering the difficulties in obtaining sufficient labeledWCE data, it is necessary to develop the diagnosis
model which works well with only little labeled or even unlabeled training samples. In this paper, a novel
semi-supervised deep-structured framework is introduced to solve the problem of outlier detection in WCE
images. The key idea of our model is to mine the anomalous graphical patterns existed in the image by
analyzing the spatial-scale trends of sequential image regions. Three main contributions are concluded: 1)
we integrate a convolutional neural network into long short term memory network, so that the intrinsic
differences between outliers and normal instances could be captured. Besides, 2) a assessment model is built
by using various signs of anomaly occurrence and fake outliers knowledge learned during the training stage,
which enhances the outlier alarm accuracy significantly. Furthermore, 3) a nest-structured training method is
proposed, which helps our model achieving efficient training process. Experimental results on the real WCE
images demonstrate the effectiveness of our model.

INDEX TERMS Convolutional neural network, long short term memory network, outlier detection, semi-
supervised, wireless capsule endoscopy.

I. INTRODUCTION
Small intestinal disease is one of the most common gastroin-
testinal disorders seen in clinical practice, which including
cancer, polyp, infectious inflammation and the like. If not
diagnosed promptly in the early stage, these diseases are
likely to develop into poor long-term prognosis or even death.
Therefore, early detection of small intestinal disease becomes
more crucial. However due to the special position and impres-
sive length of small bowel, it is challenging to utilize wired
endoscopes through mouth or anus to the lesion area directly.

Owing to the advent of wireless capsule endoscopy
(WCE), patients avoid suffering a uncomfortable and lengthy
procedure by swallowing this sensor simply. A typical WCE
mainly consists of image sensor, lens, LED and wireless
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transmitter module. While moving along the intestine, it can
capture images of small bowel periodically and send them to
an outside storage device. Afterwards, physicians can make
diagnosis conclusion by reviewing the whole WCE video.
For now, WCE has become an irreplaceable tool for diag-
nosing small intestinal diseases. However, the application of
WCE suffers from one obvious shortcoming. About fifty to
sixty thousands images are generated for each examination,
whereas images containing lesion areas occupy only less than
ten percent. Therefore it is a time-consuming and tedious task
for physicians to check through all the WCE images frame
by frame. Precisely because of this situation, lots of findings
have been proposed to build the computer-aided diagnosis
systems for analyzing the WCE images automatically.

The majority of previously published works focus on solv-
ing detection problems for two important symbols of vari-
ous small intestinal diseases: bleeding and polyp. Traditional
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machine learning methods are the common choices to detect
these abnormalities [1]–[9]. For bleeding detection problem,
lots of studies take color [1], texture [2] and image statistical
information [4] as the characteristic representation of WCE
data, and these manual features were used to construct classi-
fiers with various machine learning methods, such as support
vectormachine (SVM), k-nearest neighbors. [5] conducted an
empirical evaluation of four feature descriptors for bleeding
recognition on WCE video. Authors in [6] calculated local
binary pattern from HIS color space of image as features,
and then chose SVM as a classifier. Reference [7] proposed
a polyp detection model based on adaptive neuro fuzzy
algorithm. Similar to methods for bleeding detection, Color,
texture and shape features were also used to discriminate the
polyp regions from normal part [8], [9].

Recently, deep learning technologies represented by con-
volutional neural network (CNN) show outstanding perfor-
mance in various image processing tasks [10]–[13]. Many
researchers have applied deep learning methods to build
intelligent diagnosis systems for WCE video and gotten
many exciting results [14]–[18]. In [15], convolution neural
network is utilized to extract segmentation information of
bleeding regions, and extracted features are fed into a SVM to
realize the binary classification (bleeding or non-bleeding).
Yuan, et.al. proposed a stacked sparse auto-encoder with
imagemanifold constraint for recognizing polyps in theWCE
images [16]. In [18], researchers took advantage of pre-
trained deep architectures to improve the detection accuracy.

In spite of these advances of autonomous diagnosis
systems, one fact can not be ignored is that most of achieve-
ments work under a general precondition: there are plenty
of labeled samples to construct the discrimination model. In
truth, however, obtaining sufficient labeled WCE data is still
subject to the following difficulties: 1) Unlike bleeding, most
of small intestinal diseases such as polyp, ulcer, vascular mal-
formation have a great diversity of spatial and color nature,
which vary in texture, size, and surroundings. It is almost
impossible to collect labeled training samples covering all
abnormal forms. 2) For rare diseases in small intestine, the
number of cases can not meet the need of data volume for
constructing a classifier.

Therefore, it is necessary to develop the disease diagnosis
model which works well with only little labeled or even
unlabeled training samples. Based on the above analysis, we
can regard small intestinal diseases detection task as a out-
lier detection problem. Outlier detection denotes the task of
detecting patterns that do not accordwith the expected normal
state in data. Those non-conforming patterns are outliers or
anomalies [19]. Generally, only normal data are available
for training stage in outlier detection problem. In this work,
normal data meansWCE images without any diseases. Polyp,
ulcer and the like contained in WCE images are outliers
needed to be recognized.

Theoretically, graphical features of arbitrary region in nor-
mal WCE image strongly depend on those of adjacent areas.
It is because that these areas have similar texture and color.

Contrary to this correlation, outlier parts in WCE image
show obvious differences from surrounding areas. Based
on this premise, we propose a novel model called Semi-
supervised Outlier Detection Model, SODM for short. The
key idea of model is to mine the anomalous graphical patterns
existed in the image by analyzing the spatial-scale trends
of sequential image regions. It is a semi-supervised learn-
ing process since only data of normal category and limited
expert knowledge are adopted during the training stage. Our
model works well by integrating the following three key
ingredients.

1) For any selected block in the WCE image, we take its
surrounding regions as corresponding previous context,
so that we can predict its expected state. The deviation
between real state and inferred one will serve as the
indicator of small intestinal outliers.

2) A deviation generator between real block and expected
one is designed by combining CNN and long short
memory network (LSTM), called CNN-LSTM for
short. CNN with a designed architecture is utilized to
learn the intrinsic features from blocks. The state esti-
mator is constructed with the LSTM network, whose
inputs are the features drawn from CNN. Afterwards,
the deviation can be calculated with the output of state
estimator.

3) A outlier assessment model (OAM) with two different
indexes is built to confirm the anomaly occurrence
while reaching a pre-defined confidence level.

Accordingly, the main contributions of our literature are
summarized as below.

1) Block selection method of this work ensures that any
area in the WCE image can be estimated whether the
outlier is present. It is a more accurate outlier detection
method than taking the WCE image as a whole.

2) The proposed LSTM-based state estimator is condi-
tioned on the intrinsic CNN-based features from nor-
mal WCE data. Therefore, a proper state estimator for
normal patterns could be obtained, which makes our
model output a distinct deviation value while outlier
occurs.

3) We propose a nest-structured model training method,
in order that the loss of LSTM-based state estimator
could be used to fine-tuning CNNparameters. By doing
this, CNN could learn a better pattern to represent the
correlation hidden among the sequential blocks.

4) The outlier assessment model enhances the outlier
alarm accuracy by considering two critical factors, one
is excluding the fake outliers by the knowledge learned
in the training stage, the other is making a overall eval-
uation for deviations generated by surrounding blocks
in all directions.

5) Promising results on real WCE images demonstrate the
effectiveness of this work.

The rest of this paper is organized as follows. Section II
illustrates the preliminaries; Section III states the proposed
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FIGURE 1. Usage of the proposed SODM.

methods, and several experiments are conducted in
Section IV. Finally, Section V makes a conclusion.

II. PRELIMINARIES
A. CONVOLUTIONAL NEURAL NETWORK
CNN is one of the most famous technologies of deep neural
network, which has obtainedmany remarkable achievements,
especially in the field of image processing. CNN is a kind
of neural network with deep architectures, which consists of
hierarchically well-trained layers to learn the features from
basic to advanced [20].

A typical CNN architecture consists of three types lay-
ers, that is convolutional, pooling and fully connected layer.
Convolutional layer employs the convolution operation as the
projection method between input and output. The function
of pooling layer is downsampling the convolutional layer
outputs. Fully connected layer connects all outputs of the
previous layer.

Nowadays, researchers have proposed several state-of-
the-art CNN models, such as AlexNet [21], VGG Net
[22], GoogleNet [23] and ResNet [24]. AlexNet shows the
powerful ability of deep neural network in dealing with
image classification task for the first time. Besides, ResNet is
another landmark model in the progress of deep architecture
development, which overcomes the difficulty of training the
very deep network.

B. LONG SHORT TERM MEMORY NETWORK
LSTM has been demonstrated having the ability of capturing
the sequential patterns contained in the time-series or spatial-
series data [25], [26]. To obtain the output ut , the input xt
is processed through input, forget and output gate functions.
These gate functions control the information to be remained
or discarded for the cell of next step. A standard LSTM cell is
defined by the following functions, where i, f , and o represent
input gate, forget gate and output gate respectively.

it = σ (Wxixt +Wuiut−1 +Wcict−1 + bi), (1)

ft = σ (Wxf xt +Wuf ut−1 +Wcf ct−1 + bf ), (2)

ct = ft ∗ ct−1 + it ∗ tanh(Wxcxt +Wucut−1 + bc), (3)

ot = σ (Wxoxt +Wuout−1 +Wcoct + bo), (4)

ut = ot ∗ tanh(ct ). (5)

III. PROPOSED METHODS
Our proposed SODM consists of two parts, CNN-LSTM and
OAM. The model instruction of construction and application
stage is shown in Fig. 1. During the construction stage, WCE
images without diseases are collected and then parted into
sub-blocks with same size. These blocks are utilized to train
the CNN-LSTM part, which generates the deviation value
between real image block and expected one. Meanwhile, the
prior-knowledge part of OAM is built with the information of
fake outliers learned in the training process. In the application
stage, firstly, blocks are also sampled from the WCE image
to be identified. These blocks are fed into the CNN-LSTM
part to calculate deviation values, which constitute the whole
OAM combining with the prior-knowledge part. Afterwards,
the confidence level of outlier can be concluded byOAM. The
following sections will detail the structure and construction
algorithms of SODM.

A. IMAGE PARTITIONING MODULE
In this part, procedures of partitioning WCE images are clar-
ified. Fig. 2 shows the entire workflow. The image displayed
in Fig. 2 is standard acquisition data of WCE camera. In
the first step, one fixed-size block is selected as the target
region, which is to be determined whether diseases occur
or not. Through setting this fixed-size window to traverse
the entire image, we can fulfill the outlier detection in every
region. For the sake of illustration, central region (red box)
is taken as the example in the following. In the second step,
a circular area with the center of red box is bounded, which
shown in yellow circle. This surrounding area is chosen as
the spatial correlative input to infer the expected state of
target region. For the purpose of building the deep model,
it requires dividing this circular area into several blocks.
Therefore, in step 3, blocks with the same size of target
area are chosen sequentially in the radius direction every 10
degree. We mark one of them with the blue dotted rectan-
gle as the example. There are regional overlap among these
sub-blocks. To explain, blocks generated from one radius
direction are listed in step 4. Evidently, blocks in the blue
rectangle belong to surrounding areas (simply b-blocks), and
block in the red rectangle represents target region (simply
r-block). In the use process, b-blocks and r-block constitute
one sample, the expected state of r-blockwill be inferred from
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FIGURE 2. Procedures of partitioning WCE images.

FIGURE 3. The whole workflow of CNN-LSTM.

the spatial pattern of b-blocks. The training and test samples
are generated by executing above steps for each WCE image.

B. CNN-LSTM
1) MODEL FRAMEWORK
CNN-LSTM
ismade up of two functional modules, theCNN-based feature
extractor (CFE) and conditionedLSTM-based state estimator
(LSE). Fig. 3 shows the whole workflow of CNN-LSTM,
which including four parts, input layer, CFE, LSE and devia-
tion calculation module.

In the input layer, samples are generated by following the
procedures in Section III-A at first. To make this easier to
follow, we choose only one sample in this section, where I1
to IN (b-blocks) represent the sequential data for correlation
modeling and IT (r-block) denotes the real image block to be
predicted.

CFE is a deep architecture by combining part of one
well-trained 50-layer ResNet (ResNet50, which is pre-trained
with data from the ImageNet dataset) and one feature tran-
sition layer (FTL). Specifically, the last layer of ResNet50
is removed, replaced by FTL to make a bridge between the

feature extraction part and state estimator part. FTL performs
two functions, one is to enhance the model flexibility, which
allows the input of LSE to have the desirable size without
limit of output layer dimensionality of ResNet50, the other
is to map features learned from ResNet50 architecture to
more appropriate patterns for representing the sequential cor-
relation. The implementation formula of FTL is defined as
follows:

Hn = Wc−lhn + bc−l, n = 1, 2, . . .N ,T , (6)

where hh denotes features extracted by part of ResNet50
from input In, n = 1, 2, ..N ,T and Wc−l, bc−l are the
parameters of linear projection. Naturally, Hn is the output
of CFE part. Since ResNet50 weights are fixed in this part,
the parameters set to be determined of CFE is written as
2CFE = {Wc−l, bc−l}.

LSE is built with a standard LSTM network, which is
used for predicting the state of target feature block along the
spatial axis. Input for LSE is the data sequenceH1 toHN , and
the output is denoted as HE . The parameters set of LSE is
2LSE = {Wuc,Wui,Wuf ,Wuo,Wci,Wcf ,Wco, bc, bi, bf , bo}.

Obviously, HE and HT are the input to the deviation calcu-
lation module for calculating the deviation value. We choose
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the root mean square error (RMSE) of HE and HT as the
deviation value representation, denote as δC−L , the formula
can be written as:

δC−L = RMSE(HE ,HT ) (7)

2) MODEL TRAINING
Only normal WCE images are adopted during the con-
struction stage, therefore, the goal of training CNN-LSTM
can be set as minimizing the δC−L value. By doing this,
CNN-LSTM is to be built as a pure normal state estimator,
so that the significant deviation will occur while a outlier is
detected. As illustrated in Section III-B-1), the training goal
is demanded for achieving by calculating the parameters set
2CNN−LSTM = {2CFE ,2LSE }, however, it is a hard problem
to propose a global objective function for training 2CFE and
2LSE at the same time. Therefore, a nest-structured training
method is proposed to update these parameters.

The core idea of this training method is to perform alter-
native cooperative training of CFE and LSE by defining
the appropriate objective function respectively. More con-
cretely, LSE is trained by minimizing the loss function in the
following:

LLSE = δC−L . (8)

As for CFE part, a classification layer is added after FTL
temporarily, whose parameters are denoted as 2C−Layer .
Therefore, we can regard CFE as a supervised classification
model during the training stage. The typical cross-entropy
loss function of a supervised classification model can be
written as:

Lcross−entropy

= −
1
M

M∑
i=1

[yi · log(pi)+ (1− yi) · log(1− pi)], (9)

where M is the number of samples, yi represents the real
label and pi is the predicted label. Considering that the impact
of CFE output on deviation value, the predicted label can
be replaced by item relating to deviation value, specially,
pi = sigmoid(δC−L) is used in our work. The closer that the
value of sigmoid(δC−L) is to 1, themore significant the outlier
is. Ideally, this value should be closer to 0 while handling
with the normal data. There are no abnormal samples while
training model, so yi can be set as 0 all the time. The cost
function of CFE is rewritten as:

LCFE = −
1
M

M∑
i=1

log(1− pi), (10)

Procedures of training method are described as follows,
while taking one sample as the example.

C. OAM
1) MODEL FRAMEWORK
OAM proposes a novel empirical strategy for declaring the
outliers with as less false detections as possible. In this work,
OAM is designed by considering the following rules.

Algorithm 1 Procedures of Model Construction
1: Input: Sequential data {In}, Training epoch: NCFE , NLSE

2: Output: 2CNN−LSTM = {2CFE ,2LSE }

3: Initialize 2CFE , 2C−Layer and 2LSE with small random
values

4: By following the workflow of CNN-LSTM, calculate the
deviation value with HE and HT

5: for countCFE = 1 : NCFE do
6: for countLSE = 1 : NLSE do
7: Update 2LSE with LLSE , while fixing 2CFE and

2C−Layer
8: end for
9: Update 2CFE and 2C−Layer with LCFE , while fixing

2LSE
10: end for

FIGURE 4. The structure of OAM.

a: RULE I
Most of small intestinal diseases show a wide variety of
spatial and color natures. Even if only normal WCE images
are used, the circumstance that predicted state does not match
the real state happens occasionally. Therefore, it is necessary
to put features of these fake outliers into consideration while
detecting outliers during the practical application.

b: RULE II
The target block would be identified as a outlier, if deviation
values measured from the majority of surrounding directions
are above than normal level.

c: Rule III
While abnormally high deviation values occur, the confidence
level of outlier detection should be high.

On the basis of above factors, OAM consists of one outlier
detector and two functional cells, outlier detector, fake outlier
eliminationmodule (followingRule I) and situationmap eval-
uation module (following Rule II and Rule III) respectively.
The structure of OAM is shown in Fig. 4.
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Outlier detectormodule receives and determines whether
δC−L is an outlier or not. And cells evaluates the confidence
level of outlier from various aspects. Particularly, fake out-
lier elimination module is used to remove the false outlier
alarm by using the knowledge learned in the training stage.
Besides, for each sample, situation map evaluation module
is composed of the collection by deviation values generated
from all directions.

The relationships of various modules in OAM are illus-
trated in Fig. 4. Switching conditions are detailed in the
following.

1) Outlier detector to Fake outlier elimination module:
δC−L is out of the normal range.

2) Fake outlier elimination module to Situation map eval-
uation module: It can not be determined that the target
block is not the outlier by only using the learned knowl-
edge of fake outlier.

3) Situation map evaluation module to Outlier Detection
Confirmation: Meet conditions illustrated by Rule II
and Rule III.

2) FORMULATION OF OAM
This subsection introduces the constructionmethods formod-
ules in OAM.

a: OUTLIER DETECTOR
This module need to screen out the potential outliers by using
δC−L values. Therefore, the crucial step is to calculate the
normal range of deviation value. We remove the ten percent
largest δC−L obtained in the training stage and then measure
the average of left deviation values. This average value would
be set to the threshold of the acceptable range of deviation.

b: FAKE OUTLIER ELIMINATION MODULE
In this module, the knowledge of fake outliers should be
defined at first. In general, deviation value exceeding the
threshold of normal range is one of the most important
characteristics of fake outlier. Therefore, we collect all these
feature blocks (HE ) with abnormal δC−L to constitute a fake
outlier knowledge base. In the application stage, each feature
block from outlier detector would measure the similarity with
all elements of this knowledge base, details of similarity
computing algorithm can be referred in [27]. Blocks of high
similarity with known fake outliers will be ruled out the
possibility of anomaly.

c: SITUATION MAP EVALUATION MODULE
This module should realize functions by following Rule II
and Rule III. Therefore, two evaluation parts are included.
One is to calculate the average of deviation values from all
directions, denoted as µδ . The other is tallying the proportion
of δC−L with abnormally high deviation values, denoted as
AHδ . The threshold for deciding the abnormally high δC−L
is twice the threshold of normal range in outlier detector.

FIGURE 5. The area of target blocks.

The formulation of final confidence level is written as below.

Scoreoutlier = ω1 ∗ µδ + ω2 ∗ AHδ, (11)

where ω1 and ω2 are weight coefficients for balancing the
importance of two indexes.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. DATA PREPARATION
In order to investigate the effectiveness of our proposed
SODM for small intestinal diseases detection, datasets consist
of normal and abnormal parts are considered.

d: NORMAL WCE IMAGES
This part is provided by the BeijingJiShuiTan Hospital. In
all, there are about 22 thousand WCE images collecting from
twenty different men. All personal information of them are
removed with privacy considerations.

e: ABNORMAL WCE IMAGES
In order to cover a variety of small intestinal diseases, we
obtain WCE images with outliers from the public source
published in [28], which lists various sorts of small intestinal
diseases. We choose five representative symptoms to validate
the proposed algorithm, which including ulcers, erythema,
protruding lesions, polyp and vascular malformation. For
each symptom, three to five samples are selected.

f: PREPROCESSING PROCEDURES
Several procedures are performed to complete the establish-
ment of final data set.
1) Annotation: The outliers in WCE images are needed to

annotate. In this work, annotation of each abnormal image
is fulfilled by three doctors, which consists of two items,
categories of diseases and lesion locations.
2) Image Partitioning: Target blocks should be selected

from each WCE image before executing the partitioning pro-
cedures shown in Section III-A. Considering that the view
field of WCE image is a round shape, the area of the largest
square within the circle and four rectangle regions around
the edge is set to generate target blocks. The sketch in Fig. 5
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displays this area, where the size of red rectangle is equal
with that of the target block. The typical view field is a circle
with about 230 pixels in diameter, hence the size of the largest
square is about 160×160 pixels. In this square, target blocks
of 40 × 40 pixels size are sampled with 50% overlap in the
transverse direction and longitudinal direction, so 49 blocks
can be obtained. In all, adding four extra rectangles, 53 target
blocks are extracted from each WCE image. Afterwards, the
data samples are created by following the partitioning proce-
dures stated in Section III-A. In General, 36 samples would
be generated for each target block, apart from those in the
edge area. For more information, the radius of surrounding
area is 80 pixels and the overlap of sequential sampling is 30
pixels, hence there would be six input blocks and one target
block constituting one sample.
3) Datasets Construction: We would construct two

datasets in this work. One is composed of samples generated
in Image Partitioning part, denoted as Sequential Dataset,
which is used for building SODM and further analysis of the
model performance. In order to verify the effectiveness of
our model, several published outlier detection methods are
selected to complete performance comparison. For most of
these methods, sequential samples for input are not needed.
Hence, the other dataset, denoted as Discrete Dataset, is
designed by collecting all the image blocks created in Image
Partitioning part. In this dataset, each image block is regarded
as one input sample. Besides, samples are divided into two
categories, normal and abnormal. Abnormal ones are defined
by blocks with outliers. It is important to note that the infor-
mation contained in data are exactly the same between two
datasets, just varying in input mode for different models.

The division way of training and application parts for two
datasets are the same. More concretely, samples of normal
WCE images from BeijingJiShuiTan Hospital are used in
the training stage, meanwhile, abnormal images from [28]
provide samples for the application stage.

B. PERFORMANCE ON OUTLIER DETECTION
OF SMALL INTESTINAL DISEASES
1) COMPARISON METHODS
Our proposed model is compared with several outlier detec-
tion methods as below.

1) ResNet50 + K-nearest neighbors algorithms (KNN);
2) ResNet50 + Local outlier factor (LOF) [29];
3) ResNet50 + One-class SVM (OC-SVM) [30];
4) ResNet50 + Support Vector Data Description

(SVDD) [31];
5) ResNet50 + One-class Conditional Random Field

(OC-CRF) [32];
6) Deep Structured Energy based Model (DSEBM) [33];
7) Unsupervised Outlier Detection Model (UODA) [34];
8) Early Fault Detection Model (FDDA) [35];
9) A simple version of SODM (SODM-S1)

Among the above Methods, 1-5 represent one of the most
typical frameworks in the field of outlier detection, which

contains feature extraction stage and outlier detection stage.
For making a relative fair comparison, Methods 1-5 adopt
a pre-trained ResNet50 architecture as the feature extractor,
which remains consistent with our work. Besides, classic
outlier detection methods, KNN, LOF, OC-SVM and SVDD
are utilized to construct the discrimination model for nor-
mal samples. Methods 5-8 are four effective methods pro-
posed for solving the outlier detection problems of sequential
data. OC-CRF learns the dependence from one-class data by
using CRF. DSEBM proposes a solution to outlier detection
problem through making use of deep generative model with
energy function. Frameworks of UODA and FDDA are most
closer to ours, which also consists of two parts: feature extrac-
tion module and system state predictor. However, there are
still significant differences between our model and these two.
The differences lie in two aspects. Firstly, our model brings
a more powerful capacity of feature extraction and sequence
modeling, which is mainly attributed to the model structure
and effective training method. Secondly, OAM in our model
supplies a better solution to detecting the small intestinal
diseases in high accuracy. The last method is a simple version
of SODM, which differs in the training method with original
SODM. Particularly, we construct the CFE part of SODM-S1
by using the normal data, the form of loss function is equal
to (10), whereas pi is generated by additional classification
layer directly instead of sigmoid(δC−L). By this way, con-
tributions of the proposed training method can be observed
clearly.

2) IMPLEMENTATION DETAILS
Firstly, input features are extracted by the pre-trained Rest-
net50 from normal data of discrete dataset, which are fed
into the outlier detection parts of method 1-4. In Method 1,
KNN splits normal features into k clusters. The criteria of
determining outlier is that sample to be identified does not
belong to any of k clusters. Besides, the optimal number of
cluster is selected by searching {1, 2, 4, 8, 16, 32, 64}. While
using LOF-based method, the maximum of LOF values for
input features is chosen as the threshold for detecting the
outlier. As for method 3 and 4, input features are directly used
for constructing one-class classification model. The imple-
mentation procedures and parameters for OC-CRF, DSEBM,
UODA and FDDA can refer to the contents in corresponding
articles [32]–[35].

As illustrated in Section III, our SODM consists of
CNN-LSTM and OAM. Parameter values are shown in
Table 1.

3) EVALUATION MEETRIC
Three types of evaluation metrics are utilized: specificity,
sensitivity and accuracy. These metrics are measured by
true positive (TP), true negative (TN), false positive (FP)
and false negative (FN). TP represents the numbers of sam-
ples that detecting outliers correctly, TN is the samples
count for detecting normalities correctly. Accordingly, FP
and FN are the numbers of normalities and outliers that
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TABLE 1. Parameters of SODM.

classified incorrect. The calculation formula of these metrics
are as below.

Sensitivity =
TP

TP+ FN
(12)

Specificity =
TN

TN + FP
(13)

Accuracy =
TP+ TN

TP+ TN + FP+ FN
. (14)

4) OUTLIER DETECTION RESULTS ON THE DATA SET
Twenty-three WCE images are collected for application
stage. Therefore, 1219 target blocks are created, including
937 normal blocks and 282 blocks with outliers according to
the annotations from doctors. The values of TP, TN, FP, FN,
Accuracy, Sensitivity and Specificity generated by different
methods are detailed in Table 2.

Based on the simple observation on results in Table 2,
TP value of SODM outperforms those of other comparison
methods. It will lead to a low missed diagnosis rate, which is
the most important guideline for medical diagnosis process.
For the purpose of a complete and in-depth analysis of our
model, three evaluation metrics are drawn in Fig. 6.

The index of accuracy indicates the overall performance of
model, the accuracy of our model is 93.27%, which is higher
than others. KNN obtains the best accuracy performance
90.40% among the methods without considering the input
data correlation (Methods 1-4), which is 2.87% less than
our model. Among methods with sequential data analyzing
technique (Method 5-9), FDDA with 91.30% accuracy is the
highest, nevertheless, accuracy of our model is still 1.97%
higher than it.

What’s more, three more facts are worthy of attention in
Fig. 6.

FIGURE 6. Values of accuracy, sensitivity and specificity for various
methods.

Firstly, the performance of our model is not significant
superior to other methods only upon indexes of accuracy (red
bar) and specificity (black bar). The cause of this situation can
be explained by the composition of dataset for application.
The normal blocks account for the large part, about 76.9%.
As noted earlier, accuracy is a overall performance index, and
specificity measures the model capacity of classifying normal
blocks correctly. Hence, even if the model can not screen
outliers out effectively, it still has a relative good accuracy
and specificity by grouping outliers into normal category. For
instance, sensitivity of KNN is only 71.28%, but accuracy
and specificity are 90.40% and 96.16% respectively. In this
circumstance, sensitivity become a more important index for
indicating themodel performance, which reflects the capacity
of outlier detection. SODM has 86.17% sensitivity, which is
obviously higher than those of other methods (the second-
highest sensitivity is 82.98% of FDDA). The sensitivity
value suggests a outstanding ability of SODM for detecting
outliers.

Secondly, accuracy and sensitivity indexes of methods
5-10 are generally superior to those of methods 1-4, which
shows the advantages of considering data correlation while
handling with this kind of outlier detection problem.

Thirdly, comparison between SODM-S1 and SODM
proves that our proposed training method can truly boost the
model performance by adjusting features to strengthen the

TABLE 2. Values of TP, TN, FP, FN, Accuracy, Sensitivity and Specificity generated by different methods.
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FIGURE 7. Loss curves of SODM and SODM-S1.

spatial dependence. In order to analyze this issue further, loss
curves of CFE (blue line) and LSE (black line) in SODM,
loss curve of LSE (red line) in SODM-S1 are illustrated in
Fig. 7. Several observations can be concluded as follows: 1)
In the early stage of training process (epoch 1 to 10), the
descent trend of black line is smoother than those of other
lines. It is because that CFE is seeking the optimal parameters
during this stage (blue line descends quickly), which affects
the quality of features used as the LSE module input. 2)
Once the CFE of SODM is well-trained, the descent trend
of black line becomes sharper than others and approaches the
desirable level promptly, we can observe this phenomenon
from the variation trends of black and blue lines between
epoch 10 to 20. 3) The CFE part of SODM-S1 has completed
the construction before used as the input source for LSE,
hence the loss curve of LSE shows a slowly declined trend.
4) Most of all, LSE in SODM achieves a better learning
result than SODM-S1 does (black line is lower than red line),
which represents the usefulness of our proposed training
method.

5) ROC CURVES OF DIFFERENT MODELS
Receiver Operating Characteristic (ROC) curve is one of
the most crucial metric for evaluating the model practical
performance. According to results in Section IV-B-4), KNN
and FDDA are the performance optimal models with dif-
ferent types of input. Therefore, we would calculate ROC
curves of SODM, KNN and FDDA for further analysis in
this part. The specific outcomes are displayed in Fig. 8.
x-axis is True Positive Rate (TPR, equal to sensitivity), y-axis
is False Positive Rate (FPR), whose calculation formula is
FPR = FP/(FP+ TN ).
Area under the curve (AUC) of different methods are

computed by using their respective ROC curves. The value
of AUC is 0.942 for SODM, 0.902 for FDDA and 0.847 for
KNN. This result reflects the practicability of our proposed
model.

What’s more, it can be concluded that SODM is more sen-
sitive to outlier occurrence by analysing the curves displayed

FIGURE 8. ROC curves of KNN, FDDA and SODM.

FIGURE 9. Image for illustration of outlier generation process. (a) WCE
image with ulcer, whose lesion area is annotated with the red dashed
circle. (b) Candidate outlier blocks generated by Outlier Detector.

TABLE 3. Similarity degree of three candidate blocks.

in Fig. 8. The ROC calculation method for these three models
can be roughly expressed in one way: outlier indicators for
samples are compared with a variable threshold to determine
its category. Particularly, the indicator of SODMand FDDA is
deviation value of real input and predicted state, and distance
between input sample and cluster center is the indictor for
KNN. For all these indicators, lager value suggests higher
probability of a outlier. Apparently, quality of indicators can
directly affect the performance of ROC curve. Therefore, only
when indicator is sensitive to outlier and generates a high
indicator value, TPR can keep an appropriate level. It can
be observed that TPR of SODM is superior to those of other
two models (blue curve is above red and black curves), which
distinctly shows the sensitivity of SODM while receiving the
outlier input.

6) EMPIRICAL ANALYSIS
In this section, we will discuss the outlier generation pro-
cess of SODM. One representative image drawn from small
intestinal ulcers is taken as the example. The chosen image
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FIGURE 10. Situation map for target block. Left: target block in red color; Right: target block in blue color.

with doctors’ annotation is shown in Fig. 9(a). The area con-
tained ulcer is surrounded by the red dashed circle. First of all,
blocks with δC−L greater than normal threshold are output by
the Outlier Detector. The lesion area covers multiple blocks
and each target block is evaluated by sequences from all
directions, so it would screen out very similar blocks as the
outlier sign for one region. For the convenience of the anal-
ysis, representative blocks are selected from each candidate
block clusters. In this example, three representative blocks are
displayed in red, blue and green respectively in Fig. 9(b). It
is obvious that red block detects the outlier correctly.

Afterwards, Fake Outlier Elimination Module receives
these three blocks to calculate the similarity index degreewith
every elements in the fake outlier knowledge base. The max-
imums of similarity for each block are detailed in Table 3. As
set in this article, the corresponding block would be classified
into fake outlier category if similarity degree is greater than
0.7. Therefore, the green block will be eliminated during this
session.

The next stage is that Situation Map Evaluation Module
makes the final determination by the surrounding information
of target block. We utilize polar diagram to display the devi-
ation values generated by sequence data from all directions.
The details are shown in Fig. 10. The left part denotes the
target block in red color, and the right part is the situation
map for target block in blue color. The blue bar pointing
various directions in Fig. 10 represents δC−L generated from
the corresponding direction, and length of blue bar is the
value of δC−L . Radius of the smaller red circle is the threshold
of normal range, and radius of the larger red circle represents
the abnormally high δC−L threshold.
In the situation map of blue target block, deviation values

are missing in the zone from 170 degree to 340 degree,
it is because that there is no sufficient space to create the
sequential data. From the observation of δC−L bars generated
from -20 degree to 160 degree, three factors can be concluded:
1) most of δC−L are greater than normal range threshold

(exceeds the smaller circle), which fits the circumstance
described in Rule II. Hence, µδ can be calculated, the value
comes out at 0.69. 2) Seven δC−L have higher values than
abnormally high threshold (exceeds the larger red circle),
which is the situation mentioned in Rule III. And the result of
AHδ is 0.39 3) the existence of bubble area (on the right side
of target block) destroys the spatial correlation of sequence
data in these directions, so that the predicted states by input
from these directions are disturbed, which lead to δC−L with
very small values occur in the zone from 100 degree to 110
degree and 160 degree. Factors 1)-2) can help us classifying
the target block into outlier category correctly (Scoreoutlier =
ω1 ∗ µδ + ω2 ∗ AHδ = 0.6 ∗ 0.69 + 0.4 ∗ 0.39 = 0.57 >
OutlierThreshold). Although factor 3) has no effect on the
final determination, it is still worthy of attention to designing
a more robust model to avoid this kind of disturbance.
As for the situation map in the right part, two things

deserve attention. One is that although values of δC−L satisfy
the constraints proposed in Rule II and Rule III, we still
rule out the possibility of outlier with a overall evaluation
(Scoreoutlier = ω1∗µδ+ω2∗AHδ = 0.6∗0.61+0.4∗0.06 =
0.39 < OutlierThreshold). The other is that δC−L has small
values in the directions of bubble areas (170 degree to 200
degree). The first one makes us classify blue target block
correctly. It proves that functional modules can be used for
handling the complex situations. The second thing reflects the
ability of our model for discovering spatial correlation.

V. CONCLUSION
The article proposes a novel mode, SODM, to address the
problem of outlier detection in WCE images. SODM aims to
learn the appropriate features from WCE images blocks to
construct the state predictor, the difference between real and
expected state can be used to screen out the outlier occur-
rence. Furthermore, SODM also contains a outlier assess-
ment model to make the outlier declaration with less false
alarms. The experiments with real WCE images confirm the
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superiority of proposed model. Besides, the further research
directions are also discussed, including designing a robust
model to avoid the disturbance existed in WCE image and
a more sensitive module to detect real outliers.
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