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ABSTRACT This study presents a new approach to the optimal placement of voltage sag monitors
considering the uncertainties associated with transition resistance. The influence of transition resistance
on the magnitude of voltage sags triggered by symmetrical and unsymmetrical faults is analyzed. Then
the transition resistance interval set array for voltage sags is established, on the basis of which, a random
vector model on voltage sag observability is proposed and related observability indices are defined in the
form of conditional probability. The optimal placement model is established by taking the available number
of monitors as the constraint condition and the maximum sag global observability index as the objective
function. Binary particle swarm optimization (BPSO) is implemented to obtain the optimal placement results.
Finally, simulation is carried out on IEEE 30-bus system, and it is shown that the proposed optimal monitor
placement method is more applicable compared with the traditional MRA method.

INDEX TERMS Binary particle swarm optimization, conditional probability, observability indices, optimal
monitor placement, random vector model, transition resistance, uncertainties, voltage sags.

I. INTRODUCTION
Voltage sags are the most frequently occurring power quality
disturbances, mainly caused by faults in a power system.
Voltage sag is typically defined as the reduction of RMS
voltage from 0.1 to 0.9 p.u. with a typical duration of 0.5 cycle
to 1 min, which is usually characterized by its magnitude (the
magnitude of during-fault voltages) and duration (the time
during which the RMS voltage stays below a given threshold,
usually 0.9 p.u.) [1]–[4].

Many studies conducted around the world have shown
that voltage sags cause customers of various sectors sig-
nificant financial losses, for instance, in a semiconductor
manufacturing industry, economic losses per voltage sag have
been estimated 3.8 million e[5], [6]. But it is unrealistic
to expect that the grid will provide a completely financial-
loss-free power quality environment for all customers [6].
Before implementing adequate countermeasures, it is nec-
essary to establish a monitoring system by using appropri-
ate power quality monitors (PQMs) and this system should
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enable each voltage sag in the considered network to be
detected [6]–[8].

As a means of obtaining voltage sag data and assessing
voltage sag performance, power quality monitoring is a stated
consensus that it will play a key role in the advancement
of power systems infrastructure [6]. The ideal voltage sag
monitoring system consists of PQMs installed at all buses in
the considered network [7], [8]. However, it is unrealistic for
economic reasons. And it is showed that the reduction of the
number of PQMs will be conductive to decreasing the cost
of the monitoring system and the quantity of data recorded
by PQMs [9]. Therefore, with the permission of economic
condition, how to develop methods to assess the number and
the strategic locations of monitors to detect more voltage
sags is still required. Fortunately, in recent years, several
studies have been attempted to solve the PQM placement
problem by determining the optimal number and locations
of PQMs.

Since voltage sags are mostly caused by symmetrical and
unsymmetrical faults, the main idea of monitoring voltage
sags is to make any fault-initiated voltage sag event observed
at least by one monitor. The first and foremost approach

80382 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0003-0565-2561
https://orcid.org/0000-0002-5619-8920
https://orcid.org/0000-0002-8845-7552
https://orcid.org/0000-0002-2964-9220
https://orcid.org/0000-0002-5824-816X
https://orcid.org/0000-0002-7107-810X


H. Jiang et al.: BPSO-Based Method for Optimal Voltage Sag Monitor Placement Considering Uncertainties

to optimal voltage sag monitor placement is monitor reach
area (MRA) method, in which the minimum number of mon-
itors can be required to capture the voltage sags generated by
three phasemetallic short circuits at all buses by integer linear
programming [9]. The MRA method is further extended for
unsymmetrical short circuits in order to record more differ-
ent characteristics of voltage sags [10]. To make the opti-
mal placement program more precise, a method expressed
in [11] deals with uncovered line faults, which are ignored
by the original MRA method. Besides, in order to find the
result of optimal replacement in a short time, a method of
simultaneously analyzing different types of faults is proposed
by obtaining a reduced observability matrix [12]. Moreover,
a variety of optimization methods, including Genetic Algo-
rithm, Binary Particle Swarm Optimization (BPSO) and etc.
are presented to find the minimum number of PQMs and their
best arrangement [7], [9], [13]–[15].

However, transition resistance, which is of stochas-
tic nature, frequently exists at the fault positions when
short-circuit faults occur [16], [17]. As the uncertainties of
transition resistance is not considered in the MRA method,
the expected observability of the optimal placement pro-
gram is not guaranteed in the practical field of engineer-
ing. A fault location method is attempted to weaken the
defects derived from the transition resistance [6]. But there
may be some issues in fault location-based methods for
voltage sag monitoring, when the impedance model of
network is inaccurate or when several points are found
as a fault location [17]. Furthermore, according to the
definition of the voltage sags, the short-circuit faults are
not equivalent to voltage sags [1]–[5]. Replacing the tar-
get of monitoring voltage sag with the fault location
may lead to a large number of monitoring devices being
installed [12], [18].

In this paper, taking the uncertainties of transition resis-
tance as well as the common statistics and aggregation
principle of monitoring into sufficient consideration, a novel
optimal voltage sag monitor placement method based on
probability theory and BPSO is proposed. The main contri-
bution of this work is threefold:

1) We classify the voltage sag magnitudes for different
fault types, regarding voltage sag magnitudes as func-
tions of the transition resistance values, and analyze the
impact transition resistance has on voltage sag magni-
tudes in detail.

2) We establish a three-dimensional random vector model
with the transition resistance along with fault position
and fault type viewed as random variables. Besides,
we define two observability indices from the perspec-
tive of conditional probability, which could effectively
analyze the voltage sag observability for monitoring
system.

3) Based on the proposed model, we propose a new opti-
mal monitor placement method, which could deter-
mine the optimal placement results in presence of

transition resistance uncertainties for any number
of provided PQMs. And the optimization problem
is solved by using BPSO algorithm, in which the
condition of swarm position updating is modified
accordingly.

This paper is organized as follows. Section II formu-
lates the analytical expressions of residual phase voltage
caused by non-metallic faults. Section III briefly recalls
the traditional optimal monitoring method and demonstrates
its shortcoming. Section IV analyses the impact transition
resistance has on voltage sag magnitudes. In section V,
a random vector model is established to analyze voltage
sag observability for monitoring system. The proposed opti-
mal monitoring placement model and its solving method
are presented in Section VI. In section VII, the pro-
posed method is implemented and tested on the IEEE
30-bus test system. Finally, the conclusions are presented
in Section VIII.

II. CALCULATION OF REMAINING VOLTAGES
Since voltage sags are mostly caused by short-circuit faults,
this paper focuses on the fault-initiated voltage sags [1]–[10].
In this section, the residual phase voltage (during-fault volt-
age) equations for four types of faults are formulated, which
are the basic prerequisites of subsequent analyses.

FIGURE 1. Short-circuit fault calculation model of power system.

As is shown in Fig.1,m is the monitoring position, f is fault
position at the line connecting buses g and h, rf is transition
resistance, and l is the distance between fault position f and
bus g, which can be expressed as

l =
Lgf
Lgh

(1)

where Lgf is the distance between fault position f and bus g.
Lgh is the total length of line g-h.

The sequence mutual impedances corresponding to bus m
and fault position f as well as the sequence self impedances
of fault position f can be expressed as follows

Zumf = (1− l)Zumg + lZ
u
mh (2)

Zuff = (1−l)
2 Zugg+l

2Zuhh+2l(1−l)Z
u
gh+l(1−l)z

u
gh (3)

where u represents the sequence of impedance such that
its value is taken as 1, 2, and 0 for positive, negative,
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and zero sequence of impedance, respectively. Zumg are the
sequencemutual impedances corresponding to busesm and g.
Zumh are the sequence mutual impedances corresponding to
busesm and h. Zugh are the sequencemutual impedances corre-
sponding to buses g and h. Zugg and Z

u
hh represent the sequence

self impedances at buses g and h. zumg are the sequence line
impedances between buses g and h.
According to the superposition theorem, the residual phase

voltage is the sum of the prefault voltage and the fault com-
ponent. Hence, considering that the prefault voltage of each
bus is 1p.u., when short-circuit faults of different types occur
at any point along a general line connecting buses g and h,
the residual phase voltages at bus m can be expressed by
the prefault voltages and the sequence impedances, using the
method of symmetrical components [19]–[22].

A. THREE-PHASE FAULT (3PF)
Only positive sequence should be considered for the balanced
fault and the residual voltage at bus m for a three-phase fault
can be expressed as [22]

U̇m,A,B,C = 1−
Z1
mf

Z1
ff + rf

(4)

B. SINGLE LINE-TO-GROUND FAULT (SLGF)
When a SLGF occurs at phase A, the residual phase voltages
at bus m can be expressed as [22]

U̇m,A = 1−
Z0
mf + Z

1
mf + Z

2
mf

Z0
ff + Z

1
ff + Z

2
ff + 3rf

U̇m,B = a2 −
Z0
mf + a

2Z1
mf + aZ

2
mf

Z0
ff + Z

1
ff + Z

2
ff + 3rf

U̇m,C = a−
Z0
mf + aZ

1
mf + a

2Z2
mf

Z0
ff + Z

1
ff + Z

2
ff + 3rf

(5)

where a is the complex number operator, ej120
◦

.

C. LINE-TO-LINE FAULT (LLF)
Positive and negative sequences are considered for LLF.
When a LLF occurs between phase B and C, the residual
phase voltages at bus m can be expressed as [22]

U̇m,A = 1−
Z1
mf − Z

2
mf

Z1
ff − Z

2
ff + rf

U̇m,B = a2 −
α2Z1

mf − aZ
2
mf

Z1
ff − Z

2
ff + rf

U̇m,C = a−
αZ1

mf − a
2Z2

mf

Z1
ff − Z

2
ff + rf

(6)

D. DOUBLE LINE-TO-GROUND FAULT (DLGF)
When a DLGF occurs at phases B and C, the residual phase
voltages at bus m can be expressed as [22]

U̇m,A = 1

−
Z1
mf (Z

2
ff +Z

0
ff +3rf )−Z

2
mf (Z

0
ff +3rf )−Z

0
mf Z

2
ff

Z1
ff (Z

2
ff +Z

0
ff +3rf )+Z

2
ff (Z

0
ff +3rf )

U̇m,B = a2

−
a2Z1

mf (Z
2
ff +Z

0
ff +3rf )−aZ

2
mf (Z

0
ff +3rf )−Z

0
mf Z

2
ff

Z1
ff (Z

2
ff +Z

0
ff +3rf )+Z

2
ff (Z

0
ff +3rf )

U̇m,C = α

−
aZ1

mf (Z
2
ff +Z

0
ff +3rf )−a

2Z2
mf (Z

0
ff +3rf )−Z

0
mf Z

2
ff

Z1
ff (Z

2
ff +Z

0
ff +3rf )+Z

2
ff (Z

0
ff +3rf )

(7)

III. TRADITIONAL OPTIMAL MONITORING METHOD
A. OPTIMAL MONITORING METHOD BASED ON MRA
Monitor Reach Area (MRA) can be regarded as a set consist-
ing of fault positions for a given meter position [9]. When a
fault occurs at any position in this set, a PQM at the meter
position will be triggered to record voltage sag as the lowest
measured residual voltage magnitude of the phase voltages
is lower than the given threshold (usually 0.9 p.u.). MRA
is usually expressed as a binary matrix of order (N × F),
where N is the number of observation buses and F is the
number of fault positions. The value 1 in entry (i, j) of the
matrix indicates that fault position j belongs to the MRA of a
meter at bus i. Otherwise, the element of the matrix is 0. The
MRA matrix is built for each type of fault and given voltage
threshold Uth, which is expressed as

MRAt,ij =

{
1, Vt,ij ≤ Uth
0, Vt,ij > Uth

∀i, j (8)

where i represents an arbitrary meter position; j represents
an arbitrary fault position; t represents a given fault type.
Vt,ij is the lowest residual voltage magnitude of the phase
voltages at bus i when a fault of type t takes place at the
fault position, which can be obtained according to (4)-(7). The
decision vector X of length N is defined to exhibit the need
for a meter at bus i. Arbitrary element of X is expressed as

xi =

{
1, if monitor is needed at i
0, if monitor is not needed at i

(9)

In order to ensure that every voltage sag can be recorded
by at least one monitor when the short-circuit fault occurs
at any position of the entire network, which means that the
union of the MRA of each monitor must contain all buses
and lines of the monitored system for arbitrary element in
line i of MRAt , the decision vector X should be subject to
the following constraint

N∑
i=1

xiMRAt,ij ≥ bj (10)
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where t is the fault type, bj is the needed number (usually 1) of
monitors that can record a voltage sag originated from a fault
at position j.
Taking the minimum number of monitors as the objective

and (10) as the constraint, the optimal number and arrange-
ment can be determined by solving a 0-1 integer linear pro-
gramming problem.

B. THE SHORTCOMINGS OF MRA MODEL
Among most MRA-based methods, the transition resistance
is ignored, which means that the value of rf in (4)-(7)
is assumed as zero when calculating the remaining volt-
age [6]–[15]. However, transition resistance actually exists
for short-circuit faults, whose value is of a stochastic nature
under the impact of short-circuit medium type, phase-to-
phase distance, earth conductivity and other factors [16],
[23]–[25]. As a result, when a short-circuit fault occurs at a
fault position, the relationship between Vt,ij and Uth in size
is also random. As is shown in (8), since the value of each
element in theMRAmatrix is exactly determined by the fixed
relationship between the Vt,ij and Uth, it is difficult for the
MRAmatrix to objectively describe the region of the network
where the monitor is able to register voltage sags.

FIGURE 2. The MRA for metallic SLGF (rf = 0�).

In order to explain the shortcomings resulting from tran-
sition resistance being ignored, the MRA-based method with
a voltage threshold of 0.9 p.u. is applied to optimal monitor
placement in the IEEE30-bus system in the section. The result
shows that three monitors installed at buses 4, 5 and 26 are
sufficient to cover the entire network on condition that the
value of transition resistance is zero. In practice, however,
the MRA is greatly affected by the transition resistance. For
instance, the MRA of the three monitors due to SLGF with rf
equal to 0� and 5� are shown in Fig.2 and Fig.3 respectively,
in which the area 1 (marked in green), 2 (marked in blue)
and 3 (marked in yellow) are the MRA of the PQM at bus 4,
5 and 26 respectively. As we can see, compared with the
case where rf is 0�, the full observability of the network
can be no longer achieved by the monitors when rf is equal
to 5�, as a large number of monitoring blind areas are shown
in Fig.3. It means that once the fault occurs in the monitoring
blind areas with rf equal to 5�, the sags may still occur at
the buses near the fault position, but neither monitors will

FIGURE 3. The MRA for non-metallic SLGF (rf = 5�).

be triggered. For example, when non-metallic SLGF with
transition resistance of 5� occurs at bus 19, according to the
voltage sag magnitude obtained by short-circuit calculation,
voltage sags occur at the buses 15, 18, 19, 20 and 23. But
since the fault position is located in the monitoring blind
area, the three monitors at the selected meter position lost the
ability to detect the voltage sags at these five buses.

Thus, from the above analysis, since the impacts transition
resistance has on the MRAs are not considered, the observ-
ability of voltage sags can’t be reflected objectively by the
MRA-based optimization model, resulting in the prevalence
of monitoring blind areas. Therefore, in this study, the uncer-
tainties associated with transition resistance is taken into full
consideration to overcome the aforementioned shortcomings
of the traditional optimal sag monitoring programme.

IV. ANALYSIS OF TRANSITION RESISTANCE IMPACT
ON VOLTAGE SAG MAGNITUDE
As can be seen from the analysis in the previous section,
the change of transition resistance has a great impact on the
range of the monitor’s MRA because of the impact transition
resistance has on the voltage sag magnitude. In this section,
voltage sag magnitudes for different fault types are classified
and the laws of voltage sag magnitudes of each type varying
with the transition resistance values are mathematically ana-
lyzed in detail.

A. CLASSIFICATION OF VOLTAGE SAG MAGNITUDES
Viewed as functions of the transition resistance values,
the voltage sag magnitudes for different fault types can be
divided into two types according to the function forms, where
the sag magnitudes for 3PF, SLGF and LLF can be classified
into the same type and the sag magnitude for DLGF belongs
to the other type individually.

1) VOLTAGE SAG MAGNITUDE OF TYPE-I
According to (4)-(6), the remaining phase voltages associated
with 3PF, SLGF and LLF can be uniformly expressed as

U̇m,p = O ·
(
1−

1
α1 · rf + α2

)
(11)
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where p represents fault phase,O represents complex number
operator, and parameters α1 and α2 are the complex numbers
related to sequence impedance Zumf and Zuff , respectively.
Since the lowest residual voltage magnitude only occurs in
the fault phase, merely the fault phase is considered in the fol-
lowing research. The parameters O, α1 and α2 corresponding
to the three types of faults are given in Table 1.

TABLE 1. Expressions of O, α1 and α2.

By (11) and Table 1, the expression of phase magnitude
for sags caused by 3PF, SLGF and LLF can be given in the
same form as (12), which is called ‘‘voltage sag magnitude of
type-I’’ in this paper.

U I
m,p=

√
1−

a11rf +b11
a12r2f +b12rf +c11

<1, rf ∈ [0,+∞)

a11 = 2R12
b11 = 2R11 − 1
a12 = R212 + X

2
12

b12 = 2R11R12 + 2X11X12
c11 = R211 + X

2
11

(12)

where R11 and R12 are the real parts of α1 and α2 respectively;
X11 and X12 are the imaginary parts of α1 and α2 respectively.
Additionally, according to the domain and range of U I

m,p,
it can be known that the constant terms except b12 in (12)
are all positive-real numbers in any conditions.

2) VOLTAGE SAG MAGNITUDE OF TYPE-II
According to (7), the remaining phase voltages associated
with DLGF can be uniformly expressed as

U̇m,p = O · (1−
β1 · rf + β2
β3 · rf + β4

) (13)

where β1, β2, β3 and β4 are also the parameters related to the
sequence impedance Zumf and Z

u
ff , and the meanings of p and

O are the samewith those of (11). Similarly, the parametersO,
β1, β2, β3 and β4 are given in Table 2 with the fault phase(s)
only considered.

By (13) and Table 2, the expression of phase magnitude for
sags caused by DLGF can be given as (14), which is called

TABLE 2. Expressions of O, β1, β2, β3 and β4.

‘‘voltage sag magnitude of type- II’’ in this paper.

U II
m,p =

√√√√a21r2f + b21rf + c21

a22r2f + b22rf + c22
< 1, rf ∈ [0,+∞)

a21 = (R23 − R21)2 + (X23 − X21)2

b21 = 2 [(R23 − R21) (R24 − R22)
+ (X23 − X21) (X24 − X22)]

c21 = (R24 − R22)2 + (X24 − X22)2

a22 = R223 + X
2
23

b22 = 2 (R23R24 + X23X24)
c22 = R224 + X

2
24

(14)

where R21, R22, R23 and R24 are the real parts of β1, β2, β3
and β4 respectively; X21, X22, X23 and X24 are the imaginary
parts of β1, β2, β3 and β4 respectively.

B. TRANSITION RESISTANCE IMPACT ON
VOLTAGE SAG MAGNITUDE
Although the voltage sag magnitude functions of transition
resistance can be divided into only two types in (12) and (14),
the variation law of voltage sag magnitude for each type with
transition resistance is not unique.

1) TRANSITION RESISTANCE IMPACT ON SAG
MAGNITUDE OF TYPE-I
The derivative function of U I

m,p in (12) can be expressed as
follows

(U I
m,p)
′
=

p
(
λ1r2f + λ2rf + λ3

)
(
a12r2f + b12rf + c11

)2
p =

1
2

(
1−

a11rf + b11
a12r2f + b12rf + c11

)−1
2

λ1 = a11a12; λ2 = 2a12b11; λ3 = b11b12 − a11c11

(15)

Whether (U I
m,p)
′ is positive or negative depends on the

distribution of the quadratic function (λ1r2f +λ2rf+λ3) within
the domain rf ∈ [0,+∞). Since λ1 and λ2 are always positive
numbers, as shown in Fig.4, the monotonicity of U I

m,p can
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FIGURE 4. The relationship curve between U I
m,p and rf (U I

m,p − rf curve).

TABLE 3. Monotonic types of U I
m,p on different conditions.

be divided into two types merely according to the different
values of λ3 in Table 3. Besides, it can be noted that U I

m,p
would approach 1p.u. with rf close to infinity.

2) TRANSITION RESISTANCE IMPACT ON SAG
MAGNITUDE OF TYPE-II
The derivative function of U II

m,p in (14) can be expressed as
follows 

(U II
m,p)
′
= p2

γ1r2f + γ2rf + γ3(
a22r2f + b22rf + c22

)2
p2 =

1
2

(
a21r2f + b21rf + c21

a22r2f + b22rf + c22

) −1
2

γ1 = a21b22 − a22b21
γ2 = 2 (a21c22 − a22c21)
γ3 = b21c22 − b22c21

(16)

Similarly, whether (U II
m,p)
′ is positive or negative also

depends on the distribution of a quadratic function (γ1r2f +
γ2rf + γ3) within the domain rf ∈ [0,+∞). However,
whether the three coefficients γ1, γ2 and γ3 are positive or
negative is uncertain, the monotonicity of U II

m,p in (12) is
more multiple than that of U I

m,p in (14). As shown in Fig.5,
themonotonicity ofU II

m,p can be divided into six types accord-
ing to the different values of γ1, γ2 and γ3 in Table 4. And
it should be noted that with rf close to infinity, U II

m,p would

approach U II
m,p(∞) =

√
a21
/
a22, which is smaller than 1p.u.

V. VOLTAGE SAG OBSERVABILITY FOR
MONITORING SYSTEM
A. TRANSITION RESISTANCE INTERVAL SET ARRAY
Considering the relationships between voltage sag magni-
tudes and transition resistance illustrated in Fig.3. and Fig.4,
it can be seen that for a certain fault event, whether the

FIGURE 5. The relationship curve between U II
m,p and rf (U II

m,p − rf curve).

TABLE 4. Monotonic types of U II
m,p on different conditions.

residual phase voltage magnitude at a bus could fall below
given threshold depends on whether the value of transition
resistance could fall in a distinctive interval set. In order to
obtain the transition resistance interval set for each bus and
each fault position, an array of phase transition resistance
interval sets (PTRIS) as (17) is constructed for considered
type of fault.

S tp = stp,ij ∀i, j. (17)

where t represents fault type and p represents fault phase. The
dimension of this array is N by F, where N is the number of
buses and F is the number of fault positions. The stp,ij in entry
(i, j) of the array represents an interval set. Only if a fault
of type t takes place at the fault position j, where the value
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of transition resistance falls into stp,ij, can the voltage sag
magnitude of phase p at bus i be below given threshold Uth.
In order to determine stp,ij, the critical transition resistance

value rc for given voltage threshold Uth should be obtained
by solving residual phase voltage magnitude equation for
variable rf as

Uij,p(rf )− Uth = 0 (18)

where Uij,p(rf ) represents voltage sag magnitude of phase p
at bus i when a fault occurs at position j.
It is important to note that according to (12) and (14),

the (18) can be transformed into a quadratic equation, so the
analytical solution(s) rc for rc ≥ 0 can be obtained easily
only by using the quadratic formula. Then, if the quadratic
equation has no solution, stp,ij can be determined according
to the relationship between the given threshold Uth and any
value of Uij,p(rf ) for rf ≥ 0, whereas if the equation has
solution(s), stp,ij could be determined according to the number
of the solution(s) and the derivative of the solution(s). The
specific methods of determining stp,ij are shown in Table 5,
where Nroot denotes the number of the solution(s) of (18).

TABLE 5. Determination Method of st
p,ij .

It is worthwhile re-emphasizing that only the sag magni-
tude of fault phase(s) could exhibit the greatest deviation from
nominal voltage, which contributes more to the voltage sag
monitoring than that of non-faulted phase(s). So only PTRIS
array for phase A, S tA is needed when 3PF or SLGF is consid-
ered. Similarly, only PTRIS arrays for phase A and B, S tB and
S tC are needed when LLF or DLGF is considered. Then, based
on S tA, S

t
B or S tC , an array of bus transition resistance interval

set (BTRIS), S tbus is defined as (19) for considered type of
fault, the dimension of which is the same as PTRIS array.
The element stbus,ij also indicates an interval set of transition
resistance. When a fault of type t occurs at position j, where
the value of transition resistance falls into stbus,ij, the lowest
voltage sag magnitude of three phases at bus i can be lower
than given threshold, in other words, the monitor installed at
bus i can be triggered. Hence, the S tbus can be expressed as
follows

S tbus = stbus,ij =

{
stA,ij, t = 1, 2

stB,ij ∪ s
t
C,ij, t = 3, 4,

∀i, j. (19)

where t represents fault type and the value of t is 1, 2, 3, and
4 for 3PF, SLGF, LLF, and DLGF, respectively.

B. VOLTAGE SAG OBSERVABILITY RANDOM
VECTOR MODEL
Evaluating the voltage sag observability of monitoring sys-
tem reasonably is the key to the establishment of optimal
placement model [7]–[10]. TheMRA-based method achieves
full observability of voltage sags by ensuring that every fault
event is recorded by at least one monitor. But there is an
issue that the MRA-based method takes the fault events as
the observation target instead of voltage sags as the target [9].
The reason why this method is feasible is that the MRA is
established only by considering the occurrence of three-phase
metallic faults at each bus, which is bound to result in voltage
sags at least at the faulted bus. Consequently, the observation
of faults is equivalent to that of voltage sags in this scenario.
However, considering the uncertainties of transition resis-

tance, the value of transition resistance at fault position may
fall into such a range that no voltage sag occurs at any bus,
which means that there are a large number of fault events that
cannot belong to the observation objects of monitoring sys-
tem. Thus, the fault events must be clearly classified from the
perspective of monitoring voltage sags, thereafter, the studied
events should be limited to the events that can cause voltage
sags to achieve a reasonable evaluation of the voltage sag
observability.
In order to describe the stochastic uncertainty that the volt-

age sags are recorded by the monitoring system in presence
of transition resistance, based on the aforementioned dis-
cussion about the observation objects of monitoring system,
a three-dimensional discrete random vector (Y1, Y2, Y3) is
introduced to characterize fault events, where Y1 is a random
variable related to the value of transition resistance, which
can be indicated as

Y1=


1, at least one monitor is triggered
2, no monitor is triggered but voltage sag occurs
3, no voltage sag occurs.

(20)

where {Y1 = 1} means that at least one monitor is triggered
to record voltage sag(s). {Y1 = 2} means that a fault causes
voltage sag(s), but no monitors can record the voltage sag(s).
{Y1 = 3} means that the fault occurs but the fault does
not cause voltage sag(s), which are such event that does not
belong to the observation objects of monitoring system.

The value of random variable Y2 is fetched from 1 to F (F
is the number of fault positions), representing where the fault
occurs. Hence, Y2 can be expressed as

Y2 =


1, when fault occurs at position 1
2, when fault occurs at position 2
· · ·

F, when fault occurs at position F

(21)
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The value of random variable Y3 is fetched from 1 to 4,
representing fault types, so Y3 can be expressed as

Y3 =


1, when 3PF occurs
2, when SLGF occurs
3, when LLF occurs
4, when DLGF occurs

(22)

Among the probabilities related to (Y1, Y2, Y3) are the
conditional probabilities, P(Y1 ≤ 1|Y2 = j,Y3 = t) denoted
by pt

ps,j
and P(Y1 = 1|Y2 = j, Y3 = t) denoted by pt

ms,j
,

which contribute to the subsequent analyses of voltage sag
observability. The formulations of these two probabilities are
presented as follows:

a. Conditional probability pt
ps,j
: pt

ps,j
represents the proba-

bility of the occurrence of voltage sags in the power system
on condition that a fault of type t occurs at position j, that is,
the conditional probability of {Y1 ≤ 2} given by {Y2 = j,
Y3 = t}. Thus, pt

ps,j
is just the probability of the event that

transition resistance falls into the union set of the column j
elements in S tbus, shown as

stps,j =
N
∪
i=1

S tbus,ij (23)

At this moment, the conditional probability pt
ps,j

can be
written as

ptps,j = P(Y1 ≤ 2|Y2 = j,Y3 = t) =
M1,j∑
k=1

∫ r2k

r2k−1
f (rf )dr (24)

where M1,j represents the number of intervals contained in
stps,j, and r2k−1 and r2k represent the left and right endpoints
of the k-th interval in stps,j, respectively. f (rf ) is the probabil-
ity density function of transition resistance.

b. Conditional probability ptms,j: p
t
ms,j represents the prob-

ability of the event that at least one monitor in a considered
monitoring system is triggered on condition that a fault of
type t occurs at position j, that is, the conditional probability
of {Y1 = 1} given by {Y2 = j, Y3 = t}. In order to obtain
the corresponding transition resistance interval set for ptms,j,
an array, S tmon can be constructed as (25) which is jointly
formed by S tbus and the decision vector X in (9).

S tmon = stmon,ij =

{
stbus,ij, xi = 1

∅, xi = 0
∀i, j. (25)

where xi = 1 represents that a monitor is needed at bus iwhile
xi = 0 represents that no monitor is needed at bus i.
Thereafter, the transition resistance interval set related to

ptms,j can be expressed as the union set of the column j
elements in S tmon, which is as follows

stms,j =
N
∪
i=1

stmon,ij (26)

Consequently, the conditional probability ptms,j can be
written as

ptms,j = P(Y1 = 1|Y2 = j,Y3 = t)=
M2,j∑
k=1

∫
r2k

r2k−1
f (rf )dr (27)

where M2,j represents the number of intervals contained in
stms,j, and r2k−1 and r2k represent the left and right endpoints
of the k-th interval in stms,j, respectively.

C. VOLTAGE SAG OBSERVABILITY INDICES
Based on the proposed random vector model, two probabilis-
tic observability indices are defined, which could effectively
analyze the voltage sag observability for monitoring system.

1) VOLTAGE SAG LOCAL OBSERVABILITY INDEX
The Sag Local Observability Index (SLOI) defined in this
paper refers to the probability of the event that voltage sag(s)
can be recorded by monitoring system, under the condition
that a fault of a ‘‘certain’’ type at a ‘‘certain’’ fault position
has caused voltage sag(s), that is, the conditional probability
of {Y1 = 1} given by {Y1 ≤ 2, Y2 = j, Y3 = t}. According to
the condition probability equation, the SLOI associated with
fault type t and fault position j can be calculated as

SLOI tj = P(Y1 = 1|Y1 ≤ 2,Y2 = j,Y3 = t) =
ptms,j
ptps,j

(28)

where ptps,j and p
t
ms,j are shown in equations (24) and (27),

respectively.

2) VOLTAGE SAG GLOBAL OBSERVABILITY INDEX
The Sag Global Observability Index (SGOI) defined in this
paper refers to the probability of the event that voltage sag(s)
can be recorded by monitoring system, under the condition
that a fault of a ‘‘random’’ type at a ‘‘random’’ fault position
has caused voltage sag(s), that is, the conditional probability
of {Y1 = 1} given by {Y1 ≤ 2}. As can be seen, com-
pared with the expression of SLOI in (28), SGOI cancels the
limitation of the certainties of fault position and fault type,
which indicates that not only the uncertainties of transition
resistance but also that of fault positions and fault types are
considered. According to the full probability equation and
condition probability equation, SGOI can be expressed as

SGOI = P(Y1 = 1|Y1 ≤ 2) =

4∑
t=1

F∑
j=1
ωtλjptms,j

4∑
t=1

F∑
j=1
ωtλjptps,j

(29)

where λj equal to P(Y2 = j) represents the probability of a
fault event at position j, and ωt equal to P(Y3 = t) represents
the probability of a type-t fault event.

Compared with equations (28) and (29), it can be seen that
SGOI can be regarded as the average value of all SLOIs cor-
responding to each certain fault position and fault type with λj
andωt as weights. Besides, it is worthwhile to note that if nf is
used to represent the total number of faults randomly occur-
ring in the entire network over a period of time, SGOI can

be also expressed as nf
4∑
t=1

F∑
j=1
λjωtptms,j/nf

4∑
t=1

F∑
j=1
λjωtptps,j,

which is the ratio of the expected value of total number of
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voltage sags recorded by a monitoring system to the expected
value of total number of voltage sags actually occurring in
the power system. Therefore, for voltage sag monitoring,
the larger the achieved SGOI value, the greater the number of
voltage sags recorded by monitoring system and the higher
the overall level of all SLOIs.

VI. OPTIMAL VOLTAGE SAG MONITORING PROGRAMME
A. FORMULATION OF OPTIMAL SAG MONITORING
PLACEMENT PROBLEM
The given optimal programme in this paper aims to pro-
vide the best arrangement of monitors, the number of which
depends on investment and the cost of operation and mainte-
nance. If the available number of monitors is n, the constraint
can be described as ∑

[X ] = n (30)

where X is the binary decision vector shown in (9), and
∑

[X ]
represents the total number of monitors.

Under the condition that the number of available monitors
is fixed, in order to achieve the maximum probability of the
event that voltage sags are recorded by monitoring system,
that is, to obtain a monitor arrangement with the maximum
SGOI value, the objective function can be described as

f = max(SGOIX ) (31)

where SGOIX is the SGOI value corresponding to a monitor-
ing programme whose decision vector is X .

B. OPTIMIZATION METHODS BASED ON BPSO
The defined optimization problem belongs to a discrete
nonlinear programming problem with equality constraint,
which should be solved by implementing meta-heuristic
algorithms. Well-known meta-heuristics algorithms include
Simulated Annealing, Genetic Algorithm, Ant Colony
Optimization, Particle Swarm Optimization (PSO) and
etc., which have all been exploited to solve the place-
ment problem [11], [25]–[27]. Of all the population-based
meta-heuristics, PSO is easy to implement, which has
less dependent empirical parameters and fast convergence
rate [27], [28]. But PSO is not suitable for solving discrete
optimal problems. Thus BPSO, the discrete binary version of
PSO, is utilized in this paper, which meets the demand that
voltage sag monitors allocation can be encoded into binary
forms [29].

In BPSO algorithm, a j-th bit of the i-th particle (xij) in the
swarm is represented as a bit 0 or 1 in X vector (the decision
vector above), which is shown in (9) whereas its movement
in the space is known as velocity vector (vij) [14], [29]. Each
particle updates its velocity’s bits based on current velocity,
the best position explored so far (P) and the global best
position explored by swarm (G) as given by

vij(t + 1)=w·vij(t)+c1ϕ1(Pj−xij(t))+c2ϕ2(Gj−xij(t))

(32)

where w is inertia weight; c1 and c2 are positive accelera-
tion coefficients; ϕ1 and ϕ2 are uniform random variables
distributed in interval [0,1].

In the whole iterative process of the algorithm, each parti-
cle updates its position’s bits, as given by

xij(t + 1) =

1, if ρ <
1

1+ exp(−vij(t + 1))
0, otherwise

(33)

where ρ is an uniform random variable in interval [0,1].
However, in order to meet the equality constraint in (30),

the following special steps of this paper are embedded in the
process of applying BPSO:

a. At the beginning of the algorithm, for each particle, n
(the number of available monitors) 1 should be randomly
generated in its search space (particle position, Xi) so as
to form a particle swarm quickly, in which all particles are
within the feasible solution space.

b. When applying the update strategies of the velocity and
position in (32) and (33), due to the random variable ρ in (33),
it is difficult to get a swarm, in which all particles can satisfy
the constraint conditions during each iteration, resulting in an
endless loop. Therefore, for each particle, when the position
vector Xi updated by using (33) does not meet the constraint
conditions, Xi is corrected in such a way that if

∑
[Xi]> n, n

bits which are randomly selected from the current bits equal
to 1 of Xi are set to 1, whereas if

∑
[Xi]< n, (n−

∑
[Xi]) bits

which are randomly selected from the current bits equal to
0 of Xi are set to 1.
Thus, the methodology for voltage sag monitoring place-

ment based on BPSO can be summarized in Fig.6.

VII. NUMERICAL STUDY
The proposed optimal placement method is implemented
and tested on the IEEE 30-bus test system which comprises
6 sources, 30 buses, 37 transmission lines and 4 transformers
with YNyn connection mode.

In this numerical study, according to [30], [31], the tran-
sition resistance follows a normal distribution with mean
µ = 5� and a standard deviation σ = 1�. The occurrence
probability of 3PF, SLGF, LLF and DLGF are assigned as
ω1 = 0.04, ω2 = 0.73, ω3 = 0.06 and ω4 = 0.17,
respectively [32]. Besides, when faults are simulated, each
bus is considered as fault position and five fault positions
with equal interval on each line are also considered, which
are randomly selected from a uniform distribution. Thus,
215 fault positions are defined and probability of the occur-
rence of a fault at each position is assumed as λj = 1/215.
In practical application, the fault probability of each position
can be also assumed by the length of each line or determined
by the fault rate of buses and lines according to historical
data [33], [34]. Table 6 presents the probability corresponding
to each random variable above, which are used in the subse-
quent simulation and analyses.
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FIGURE 6. Proposed methodology flowchart based on BPSO.

A. VOLTAGE SAG OBSERVABILITY OF PLACEMENT
RESULTS BASED ON MRA METHOD
It can be seen from section III that when transition resistance
is ignored, the optimal placement results based on MRA
method are buses 4, 5 and 26. In this subsection, the voltage
sag observability of this programme for voltage threshold
of 0.9 p.u. is analyzed according to the proposed voltage sag
observability random vector model.

1) VOLTAGE SAG LOCAL OBSERVABILITY
The local observability index SLOI tj of the monitoring system
(buses 4, 5, and 26) related to each fault position is calcu-
lated for each fault type individually, according to (28) and
Table 6. The value-frequency distribution histogram of SLOIs
for each fault type is shown in Fig. 7.

TABLE 6. Parameters of random variable.

It can be seen from Fig.7 that except DLGF, the SLOIs for
each type of fault are not concentrated at a high level, and the

FIGURE 7. SLOI / frequency histogram corresponding to buses 4, 5
and 26.

SLOIs for 3PF and SLGF even present a U-shaped distribu-
tion, in other words, the distribution of SLOIs is polarized.

In order to more intuitively show the local observability of
the monitoring system (buses 4, 5, and 26) for fault-initiated
voltage sags occurring at each position, Fig.8 shows the spa-
tial distribution of SLOIs, taking the SLGF with the highest
probability as an example.

FIGURE 8. SLOI spatial distribution corresponding to buses 4, 5 and
26 for SLGF.

In Fig. 8, the regions in white, light blue and dark blue
correspond to areas with SLOI of 0-0.1, 0.1-0.9 and 0.9-1,
respectively. A large number of white areas in the middle
of the network (covering about 42% of the simulated fault
points) shows that when a single line-to-ground fault occurs
at a certain position in the white area and meanwhile causes
voltage sag(s) of the power system, the monitoring system
can only record voltage sag(s) with a probability of less than
0.1 due to the uncertainties of the transition resistance. Thus,
the unsatisfactory sag observability of MRAmethod emerges
again.

2) VOLTAGE SAG GLOBAL OBSERVABILITY
By using (29) and Table 6, the global observability index
SGOI of the monitoring system (buses 4, 5 and 26) is cal-
culated, which is 0.6671. This SGOI value indicates that
when fault-initiated voltage sag occurs, the probability of
the event that the monitoring system can record the voltage
sag is 0.6671, with uncertainties of transition resistance, fault
positions and fault types all considered.
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In order to further demonstrate the meaning of SGOI and
verify the accuracy of the calculation results, Monte Carlo
simulation is performed as a virtual long-term simulation
to test the performance of the monitoring system, in which
the characteristics of transition resistance and fault type are
randomly generated according to Table 6, whereas the fault
position is selected by uniform distribution from arbitrary
position at all buses and lines, not only selected from the
215 positions considered above.

In the simulation, voltage-sag events occurring at multiple
buses caused by the same fault are viewed as one voltage sag
event for the power system. Besides, as long as the lowest
residual voltage magnitude among buses 4, 5 and 26 is lower
than the threshold (0.9 p.u.), it is considered that only one
voltage sag event is recorded by the monitoring system. Nsys
and Nomp are used to represent the current total number
of sags in the power system and the total number of sags
recorded by the monitoring system, respectively. 3000 faults
are simulated, and the variations of Nomp/Nsys with the num-
ber of simulations are shown as Fig.9.

FIGURE 9. Variations of Nomp/ Nsys.

It can be seen from Fig.9 that the ratio of Nsys to Nomp
finally converges to a small neighborhood of 0.6711, which is
almost completely consistent with the value of SGOI (0.6671)
calculated in this paper. Therefore, only a single SGOI value
can describe the probability of a event that a monitoring
system can record voltage sag(s) when a fault of a random
type at a random fault position has caused voltage sag(s).

Since the value of SGOI for MRA method is only 0.6671,
merely about 66.71% of voltage sag events can be recorded
for a period of time. Thus, a more satisfactory placement of
monitors is needed.

B. PLACEMENT RESULTS OF THE PROPOSED METHOD
The simulation platform uses the computer with dual core
CPU, whose main frequency is 3.20 GHz and the memory
is 6GB. According to the process shown in Fig. 5, BPSO
is implemented to explore the solution space, which is pro-
grammed in MATLAB environments. The population size is
20 and the maximum number of iterations is 200. Besides,
an adaptive inertia weight is used in BPSO.

The convergence curve shows variations of the fitness
value with the number of iterations. Average convergence
curves for four different numbers (n = 3, 5, 7 and 9) of

FIGURE 10. Average convergence curves.

monitors are shown in Fig. 10. It can be seen that the parti-
cle swarm converges in all the cases, which means that the
method of achieving the equality constraints in section VI
is feasible as the particle swarm whose positions are ‘‘cor-
rected’’ can still explore the optimal solution within the fea-
sible solution space. Additionally, each iteration only takes
about 2.82 seconds, meaning that the optimal solution can be
obtained in less than 10 minutes. Since the optimal configu-
ration is offline in the engineering application, the execution
time of the algorithm is completely acceptable.

Table 7 shows the optimization results and the correspond-
ing maximum fitness value (SGOImax) obtained by BPSO for
different numbers of monitors when voltage threshold of each
monitor is 0.9 p.u.

TABLE 7. Optimization results using the proposed method.

As shown in Table 7, if the resources are so limited for
planners that only onemonitor can be provided, bus 24 should
be selected as a monitor position. At this moment, the value
of SGOI is 0.6207, which is close to that of MRA method.
When two monitors can be provided, buses 18 and 25 are the
best choice, whose value of SGOI is 0.7627. Not only is the
SGOI value of this programme higher than that of the MRA
method, but also the number of needed monitors is smaller
than that of the MRA method.

Whereas when the number of monitors is the same as the
result of MRA method, it can be seen that the result (buses
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15, 22, and 27) of the proposed method can achieve the
SGOI value of 0.8394, which is 17.23% higher than that of
MRA method. Additionally, for the results with the same
number of monitors as the MRA method, Fig.11 presents the
value-frequency distribution of SLOIs for each fault type and
Fig.12 presents the spatial distribution of SLOIs for single
line-to-ground fault. Compared with Fig. 7 and Fig. 8, it can
be seen that SLOIs present a J-shaped distribution, which
means that the distribution of SLOIs is centralized in a higher
level.

FIGURE 11. SLOI / frequency histogram corresponding to buses 15,
22 and 27.

FIGURE 12. SLOI spatial distribution corresponding to buses15, 22 and
27 for SLGF.

The more monitors can be provided, the higher the maxi-
mum value of SGOI can be achieved. In practical engineering
application, the appropriate placement programme can be
selected by considering the installation costs and the require-
ments of the value of SGOI.

VIII. CONCLUSION
Transition resistance is an indispensable characteristic of
short-circuit faults, which has been introduced into the opti-
mal voltage sag monitor placement in this paper. The observ-
ability of voltage sags has probability attribute in presence
of the uncertainties of transition resistance. Based on prob-
ability theory, this paper defined and quantified the observ-
ability of voltage sags in the form of conditional probability.
Applying BPSO technique, the proposed method can provide
the best arrangement for any number of monitors to achieve

the maximum global observability of voltage sags. Several
detailed conclusions are obtained:

1) When considered as the function of transition resis-
tance at a fault position, voltage sag magnitudes can be
classified into two types. The variation law of the sag
magnitudes with the transition resistance is not unique.
When a fault occurs, whether the sag magnitude can
be lower than given threshold depends on whether the
value of transition resistance can fall into a correspond-
ing interval set.

2) Since not all faults could initiate voltage sag(s),
the observability of voltage sags defined in this paper
aims to describe the probability of the event that moni-
toring system can record voltage sag(s) under the con-
dition that a fault has caused voltage sag(s). Based
on the appropriate formation of PTRIS and BTRIS
arrays, the voltage sag observability random vector
model is proposed and the observability of voltage sags
is described as two indices (SLOI and SGOI) in the
form of conditional probability. SLOI is established
for certain position and type of fault (i.e. only the
uncertainties of transition resistance considered) while
SGOI is established for the uncertainties of not only
transition resistance but also the type and position of
faults.

3) The proposed novel optimal placement methodology
can determine the best monitor arrangement for any
number of monitors with the maximum SGOI value.
BPSO is used to solve the formulated optimal prob-
lem and the equality constraint is realized by correct-
ing the particle position at each iteration. Simulations
performed on the IEEE30-bus system and the results
showed that the proposed placement method achieves
more satisfactory performance considering the uncer-
tainties of transition resistance, compared with the tra-
ditional method.
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