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ABSTRACT In an enterprise video conferencing system, the enterprise network can be shared by hundreds
of video conferences. On the other hand, participants may not arrive at the same time and stay until the
end of the conference. The abilities to reserve resources in advance, as well as effective dynamic multicast
when participants can join and leave the conference at any time, are essential in the distributed multi-party
video conferencing systems. However, the effective advance reservation strategies of the dynamic multicast
requests for a heavy traffic case still remains open. In this paper, we investigate the problem of Maximizing
the number of admitted DynamicMulticast requests in the Advance Reservation environment (MDMAR) for
the enterprise video conferencing system.We take two path schemes of a fixed path and variable paths, as well
as a heterogeneous bandwidth reservation model into account. Firstly, we prove that the MDMAR problem
is NP-complete and formulate it mathematically as an integer linear program (ILP) for small networks.
Then, we develop greedy algorithms and simulated annealing (SA) algorithms for enterprise networks.
Comparative simulations are performed to evaluate the heuristic algorithms for both small networks and
enterprise networks. We find that the SA algorithms can provide within 6% lower optimal solutions than the
ILP algorithms for our small network, and up to 10% improvement over the greedy algorithms for the large
campus or enterprise network.

INDEX TERMS Enterprise video conferencing system, advance reservation (AR), integer linear program
(ILP), dynamic multicast.

I. INTRODUCTION
The statistics from Global Workplace Analytics and Flexjobs
show that regular telecommuting grew 115% in the past
decade, nearly 10 times faster than the rest of the work-
force [1]. According to FlexJob’s 2018 annual survey of
more than 3,000 respondents, 97% said a flexible or telecom-
muting job would have a huge improvement or positive
impact on their overall quality of life [2]. Recently, 36Kr
reported that, in China, nearly two hundred million people
opened ‘‘cloud office’’ on February 3rd in 2020 [3]. As we
enter a new decade, we can forecast video conferencing is
getting more attention than ever before. As we know, video
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conferencing consumes substantial network bandwidth and
requires an ultra-low end-to-end latency, which is 150ms for
one-way latency [4]. Such bandwidth-hungry applications
have driven the Internet IP video traffic grow exponentially.
Globally, IP video traffic will account for 82% of traffic by
2022 [5]. Moreover, with the increasing video resolution,
more bandwidth will be required. For example, the bit rate
for video Ultra-High-Definition (UHD, or 4K) is about 15 to
18Mbps [5]. However, the network bandwidth is limited.
Therefore, it is crucial to discover an effective way to manage
the network resources and provide the Quality-of-Service
(QoS) guarantees.

Centralized conference (XCON) Working Group has pro-
posed various conferencing scenarios, one of which is called
the reserved conference [6]. The resource reservation for this
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type of conference is typically done by an out-of-band mech-
anism in advance of the actual conference time [6]. Based
on the available resources in the future and the conference
information, advance reservation (AR) [7] can improve the
resource utilization as well as QoS.

The resource reservation protocols (RSVP) [8] and the
enhancements of RSVP to cope with the advance resource
reservation have been proposed to offer the QoS guarantees
in 1990s [9]. However, due to the delay in communication
protocols and the distributed management of routers, RSVP
is not widely used for video transmission in the IP network.
By contrast, more works related to AR for the optical net-
work have been proposed in the past two decades [7], [10],
[11]. This is mainly because the network is under central-
ized control by a central controller, which is responsible for
routing and wavelength assignment (RWA) and establishing
lightpaths for all connection requests on behalf of all net-
work nodes [10]. Typically, there are two types of network
traffic: Static and dynamic [10]. The static AR requests are
known ahead of time while the dynamic AR requests arrive
according to some stochastic process. The authors in [10]
stated that the problem for the static AR requests is to estab-
lish as many lightpaths for requests as possible for a given
number of wavelengths while the problem for the dynamic
AR requests is to minimize the blocking probability. In this
paper, wemainly address the static trafficmodel with the goal
to maximize the number of admitted AR requests as possible
for the limited network resources and the QoS level.

In a video conferencing group, the same video can be
simultaneously transmitted to multiple participants. People
have demonstrated that using multicast in place of multiple
unicast streams improves the network resource utilization
[12]. Depending on the behavior of the multicast group
participants, a multicast group can be either 1) Static. All
the participants join the session at the beginning and leave
until the session ends. 2) Dynamic. The participants join and
leave the session at any time independently [13]. The static
multicast problem is also known as the Steiner tree prob-
lem, which is known to be NP-complete. Waxman et al [14]
mainly studied the unitary dynamic multicast problem only
for a unitary session. However, in a video conference, every
participant can send and receive the video stream, and the
participants may not arrive at the same time and stay until
the end of the conference. Consequently, reserving bandwidth
for the static multicast may result in a waste of resources.
In this paper, in order to improve the resource utilization,
we reserve the bandwidth for every video stream connec-
tion, and the users are asked not only the bandwidth but
also the start time and end time for every connection in the
conference.

While there are a few works dealing with the static and
unitary dynamic multicast advance reservation problem for
the IP network [13], [15], [16], little attention has been
paid for the dynamic multicast advance reservation. More-
over, we find that these work only consider the immedi-
ate advance reservation, where the session starts when the

reservation is done, for the unitary multicast session. Like
RSVP, IP multicast-based video transmission is also not
widely applied in the current IP networks. In particular, when
the members in the multicast group enter or leave at any time,
the routers do not have the capability to make adjustment
dynamically and adaptively. Therefore, it’s not surprising that
there are few works on multicast advance reservation.

Recently, software-defined networking (SDN) has exhib-
ited effective performance in cloud network [17]. It decouples
the control plane from the data plane and leverages central-
ized network control and management. OpenFlow [18] is
a standard communication protocol that enables SDN. It is
convenient to implement multicast on top of the SDN con-
troller instead of deploying any distributed multicast routing
protocols. In this paper, we deploy a multicast AR system on
top of the SDN controller. Moreover, because the network we
study is the enterprise network, it is feasible and practical to
deploy resource management strategies for multicast.

In this paper, we consider a general scenario for video con-
ferencing systems where there are hundreds of conferences
online at the same and the participants are allowed to enter
the conference at different times and leave before the end
of the conference. We investigate the problem of Maximize
the number of admitted Dynamic Multicast requests in the
Advance Reservation environment (MDMAR) for the enter-
prise video conferencing systems. By combining dynamic
multicast and static advance reservation, every participant is
asked to declare the required bandwidth, as well as the joining
and holding time. Due to the various types of video termi-
nals, which have different receiving capacities, the required
bandwidth may be different for different receivers. In this
paper, we consider a heterogeneous resource reservation
model. When the participant joins the existing multicast tree,
we don’t reconstruct the existing multicast tree.

Four types of AR scheduling problems were formulated
in [19] to exhaustively combine different path schemes and
bandwidth constraints. Different from the large file transfer-
ring in [19], we think the required bandwidth of the real-
time video streaming remains unchanged within the ses-
sion time. In this paper, we address the fixed path and
variable path schemes for MDMAR problem. Time domain
[7] is an important aspect in AR. As the requests increase,
the time domain can be divided into a series of fine-grained
time intervals, which results in more complexity to manage
these time-variable available bandwidth for the time domain.
Timeslot-based approach [20] is verified effectiveness for the
management of the time domain. In this paper, we introduce
the dynamic timeslot-based approach to manage the time
domain. The main contributions are summarized as follows.

1) We consider a general and practical situation where
there are a large number of conferences online at the
same time, and the participants may not arrive at the
same time and leave until the end of the conferences.
To the best of our knowledge, this is the first time to
reserve bandwidth for the dynamic multicast requests
for a heavy traffic load.
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2) We prove that the MDMAR is NP-Complete. A mathe-
matical model of the problem is formulated, taking the
path constraints, the entity of the conference and the
dynamic timeslots into account for small networks.

3) Four heuristics for the fixed path and variable path are
proposed to solve the problem for large networks.

The remainder of this paper is organized as follows.
Related work is described in Section II. An AR-enabled
network architecture for a VCS is designed in Section III.
The problem formulation and the ILP model are discussed
in Section IV. Section V presents the four heuristics. Sim-
ulations and evaluations are shown in Section VI. Finally,
Section VII summarizes this paper.

II. RELATED WORK
Recently, there have been significant works for video con-
ferencing systems based on multicast deployed on top of the
SDN controller [21]–[23]. However, they did not consider the
dynamic scenario as well as the advance reservation.

Advance reservation is an effective way for the large file
data transfer and real-time streams. There are significant
works on unicast advance reservation. The authors in [24] for-
mulated an ILP model for static advance reservation requests
of file transfer with the objective of maximizing the number
of admitted requests. The authors in [25] also proposed an
ILPmodel for the advance reservation requests on top of SDN
with the goal to achieve optimal resource utilization. AR can
also provide differentiated services to users to increase the
revenue of the network. For example, in [26], [27], the authors
focused on a revenue-driven dynamic resource provision-
ing approach to increase the profit of the network. In [28],
the authors proposed a fine-granularity QoS micropayment
system that allows users to prepay for guaranteed band-
width reservation for a period of time. Different from those
works, which are for the unicast advance reservation requests,
we address the multicast advance reservation problem whose
ILP model is greatly different. Moreover, we take two types
of path schemes and dynamic timeslots into account, which
makes the model more complex.

There are a few works related to multicast reservation. The
work in [29] presented a general framework of admission
control and resource reservation for multicast sessions and
developed algorithms aiming to efficiently utilize network
resources. However, we find that the multicast resource reser-
vation has not greatly developed in the past two decades for
the IP network. This is mainly because of the complex proto-
col control, e.g, Internet GroupManagement Protocol(IGMP)
and RSVP, as well as the distributed network view. With
the appearance of SDN and Network Function Virtualization
(NFV), which provide a centralized view of the network,
there are a few works related to the multicast advance reser-
vation based on SDN and NFV. The authors in [30], [31]
focused on the balance between guaranteed-bandwidth mul-
ticast traffic and best-effort traffic and implemented the scal-
able multicast routing algorithm based on the NFV. The work

in [32] addresses the dynamic traffic engineering and the
rerouting overheads of the dynamic multicast tree. However,
those works related to resource reservation only consider
the immediate reservation, where the data transmission starts
upon the request is admitted. The immediate reservation is
different from the advance reservation in this paper.

Different from the IP network, there are significant works
related to multicast advance reservation on the optical WDM
network. The authors in [11], [33], [34] formulate ILPmodels
and design heuristics for the static multicast routing and
spectrum assignment in advance reservation environment.
Though the ILP formulation for optical multicast advance
reservation show reference for our work, the model for the
IP network still has a great difference from that for the non-
optical network. The authors in [35] investigated themulticast
formulation problem with the objective of minimum cost
subjected to QoS constraints. Instead of building the optimal
tree for the problem, the authors formulated the hierarchies
for the problem. Though the cost of hierarchies is better than
the tree, it results in greatly increasing execution time because
it is derived from the multi-graph obtained by duplicating
each topology |D| times, where D is denoted as the set of
destinations in a multicast session.

Group multicast is one type of multicast in which each
member node from the group may multicast data to all other
members from the same group, i.e, each member node being
both an information source and destination [36]. A typical
example is that for the discussion video conference every
participant can send video streams to, as well as receive video
streams from, the other participants in the same conferencing
group. It is not difficult to observe that the group multicast
will demand higher bandwidth resources than the correspond-
ing ‘‘single source’’ multicast routing. Similar to multicast,
group multicast can be either static or dynamic. In dynamic
group multicast, participants may join or leave the multicast
group during the lifetime of the multicast connection [37].
Most of the exiting works related to group multicast address
the minimum cost of the unitary group while little attention
on the multiple groupmulticast or on the advance reservation.

III. AR-ENABLED NETWORK ARCHITECTURE
In our previous work [38], we have designed a video con-
ferencing system (VCS). The VCS adopts a centralized sig-
nal control and a distributed media mixing mode, which is
similar to architecture proposed in the RFC 5239 [39]. Then,
we extended the VCS by adding the advance reservation
system in [40]. However, this system only focused on the case
of resource reservation in advance, and does not consider the
case of no resource reservation. In fact, both of them exist
in the video conference system, and we can’t ignore the case
in which conferences don’t need to reserve resources. This
paper will provide a global view of how they work together
in a VCS.

Fig.1 shows the AR-enabled network architecture and
components of a VCS. The architecture consists of four
planes: the application plane, the network orchestration plane,
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FIGURE 1. AR-enabled network architecture and components of a VCS.

the control plane and data forwarding plane. The application
plane is a VCS, which consists of a video conferencing
management system (VCMS) and endpoints. The VCMS is
the center of conference management and conference control.
Endpoint is a user agent that supports media mixing and can
send or receive media. The AR system is in the network
orchestration plane, which provides the differential service
to the application plane and communicates with the control
plane using the northbound API. The SDN controller is in
the controller plane, which is responsible for the management
and control of the network. In the data plane, the participants
in geographically distributed conference rooms are connected
to the shared enterprise networks through interconnected
switches.

Since conferences are centrally managed, all conferences
must be registered in VCMS first. When registering, users
are required to provide information, including start time, end
time and terminals. If users want to guarantee QoS of every
video stream in the conference, they also need to provide the
information of each video stream, including source address,
destination address and required bandwidth.

If a conference needs resource reservation in advance, it is
first executed admit control based on the policies (step 1©).
If it is permitted to reserve resource, it is delivered to the AR
system (step 2©). At the AR system, it is stored in the request
base, waiting to scheduled periodically (step 3©). Once sched-
uled, it is processed by the AR algorithm based on the
resource matrix, which preserves the available bandwidth
information in the future generated based on the request,
topology information and traffic information (step 4©). If the
conference can be accommodated with the required band-
width, the AR system stores the reservation information, and
updates the resource matrix (step 5©). Then, the AR system
returns the admitted information to the VCMS (step 6©). The
VCMS saves the conference in the conference information
base (step 7©). A timer in the system monitors the conference

information base periodically (step 8©). Once the start time
of the conference is due, the timer notifies the conference
management module (step 9©). The system reads the confer-
ence information from the base and set the conference alive
(step10©). Only when the conference is alive can endpoints
join the conference. Then, an endpoint enters the conference
and sends a video stream connection request (step11©). The
request is then delivered to AR system (step12©). The resource
allocation module reads the corresponding reservation infor-
mation from the reservation information base (step13©), and
delivers it to the controller (step14©). The controller sends the
resource reservation messages to the switches on the path
(step15©). Finally, the endpoint receives the video streaming
on the assigned path.

Although a conference does not demand resource reserva-
tion, it is also performed admit control based on the policies
(step(1). If it is admitted, it is firstly stored in the conference
information base (step(2)). Then, the timer monitors the base
periodically (step(3)). Once the start time of the conference
is due, the timer notifies the conference management mod-
ule (step(4)). The conference management module reads the
conference and sets it alive (step(5)). Next, endpoints enter
the conference (step(6)) and exchange the video streams with
the other members.

IV. NETWORK MODEL AND PROBLEM DESCRIPTION
In this section, we discuss the theoretical model for the
MDMAR problem and prove the problem is NP-Complete.

A. NETWORK MODEL AND PROBLEM
DESCRIPTION
We define the topology of the network as a directed graph
G(V ,E,B), where V and E are the sets of nodes and links,
respectively. Here, V includes two types of nodes, i.e., the
endpoints and the switches. If link e is from u to v (u, v ∈ V ),
then we have e = (u, v) ∈ E and the bandwidth of the link e
is denoted as be ∈ B.

We investigate the static advance reservation case where
all the AR requests are known ahead of time. For every
participant, he is allowed to join and leave the conference at
any time independently. By combing the advance reservation
and dynamic multicast, every participant is asked to provide
the start time, holding time and the required bandwidth. Our
goal is to maximize the number of the admitted requests. The
video stream connection requests of one conference must be
admitted in the entity. Due to different terminal capacities,
the required bandwidth of each participant may be different
for different receivers. Therefore, we consider a heteroge-
neous reservation model. Moreover, no reconfiguration is
allowed as a new participant enters the multicast tree.

A user makes a conference request, which contains
multiple video stream connection requests with time
attribute. The set of all conference requests is denoted
as C = {c1, c2, ..., cm, ...}. All video stream connec-
tion requests are stored in R, which is denoted as R =
{r1, r2, ..., rk , ...}. Each connection request is represented as
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rk = (ck , sk , dk , stk , etk , bk ), where k is the index in R, ck
is the conference id that rk belongs to, sk is the source of
the connection request, dk is the destination, stk is the start
time of the connection request, etk is the end time of the
connection request, bk is the required bandwidth. When a
video stream connection request rk = (ck , sk , dk , stk , etk , bk )
arrives, if it is the first connection request starting from sk ,
we builds a multicast tree that starts from sk , and reaches dk
with the reserved bandwidth bk in the time span of (stk , etk );
otherwise, we firstly find the multicast tree that is available
in the time span (stk , etk ) and starts from sk in the same
conference ck . Then, we add the receiver dk to the multicast
tree in the shortest path with the sufficient bandwidth in the
time span of (stk , etk ) from the source node sk . The MDMAR
problem is defined as follows.
Definition MDMAR (G,R): Given a network G =

(V ,E,B) and a conference request setC={c1, c2, ..., cm, ...}.
Each conference request contains multiple video stream con-
nection requests. All the video stream requests are stored in
the set, R = {r1, r2, ..., rk , ...}. A multicast tree is built for the
connection requests with the same source node of a confer-
ence, and each connection is accommodated with sufficient
bandwidth within the corresponding time span. The video
stream connection requests of a conference are admitted in
the entity. Our goal is to maximize the number of admitted
requests in the set R without violating the link bandwidth
capacity.

B. NP-COMPLETENESS PROOF
In this section, we show the NP-completeness of MDMAR.
Firstly, we consider a simple version of MDMAR where
1) there are only two nodes, s and d , in the network.
Therefore, there is only one path (s, d) in the network,
and the bandwidth of link (s, d) is assumed as b. 2) each
conference only has one video stream connection request
starting from node s and reaching d , which is denoted
as rk = (ck , s, d, stk , etk , bk ). There are multiple video
streaming connection requests, which are stored in the set
R = {r1, r2, ..., rk , ...}. 3) the time span that users can hold
conferences is from Ts to Te. This simple case is referred
to as SIMPLE-MDMAR. We illustrate the simple case
in Fig. 2.

FIGURE 2. Requests in the SIMPLE-MDMAR problem.

Lemma 1: SIMPLE-MDMAR is NP-complete.
proof: As illustrated in Fig. 2, we view the initial band-

width bwithin the time span of (Ts,Te) as a bin and the video
stream connection requests as items, and the objective is to
maximize the number of packed items, or to minimize the
total area of the admitted items. This way, SIMPLE-DMARM
can be viewed as the two-dimensional rectangle bin packing
problem, which has been proved to be NP-complete [41].
Theorem 1:MDMAR is NP-complete.
proof: In SIMPLE-MDMAR, we consider a simple net-

work in which there is only one path. In MDMAR, the net-
work is a more general and more complex network. As a
simple version is NP-complete according to Lemma 1, so is
the more complex problem according to the principle of proof
by restriction [42].

The time domain management is very important for
advance reservation. Different time domain management
approaches can result in different computational complexity
and acceptance ratio. As the dynamic timeslot-based resource
management approach shows effectiveness for a heavy traffic
load, we use this approach to solve the time processing and
manage the resources. In this paper, both the ILP model and
heuristics are based on the dynamic timeslot-based resource
management approach.

C. THE DYNAMIC TIMESLOT-BASED RESOURCE
MANAGEMENT APPROACH
Fig. 3 shows the way of time processing of a request. The
horizontal coordinate in Fig. 3 represents the time domain
(i.e., the initial largest timeslot), and the vertical coordi-
nate represents the consumption and remaining bandwidth
of a link. In the dynamic timeslot-based approach, the start
time and end time are respectively rounded down and up to
the nearest integer times of the granularity. The granularity
is the smallest timeslot that the time can be partitioned into,
i.e., the timeslot between the two adjacent dashed lines,
as shown in Fig. 3. The length of the time domain is set
as d . We use an array T to store the ordered discrete time
points on the horizontal coordinate. Initially, T = [0, d] and
there are two timeslots {(0, 0), (0, d)}. As r1 arrives, the start
time st1 is rounded down to T1, and et1 is rounded up to T2,
as shown in Fig. 3. Then, T = [0,T1,T2, d] and there are
four timeslots: {(0, 0), (0,T1), (T1,T2), (T2, d)}.

Fig. 4 shows the dynamic partition process of times-
lots when requests arrive one by one. As r2 arrives,
the requested times are firstly processed as in the Fig. 3.
Then, the processing times are insert sort into the array
T , as shown in Fig. 4. At this time, T = [0,T1,
T2,T3,T4, d] and there are six timeslots: {(0, 0), (0,T1),
(T1,T2), (T2,T3), (T3,T4), (T4, d)}. The ith timeslot is
denoted as (Ti−1,Ti) while i ≥ 1. When i == 0, the timeslot
is denoted as (T0,T0), that is, (0, 0).

For the dynamic timeslot-based resource management
approach, each timeslot accumulates the available bandwidth
of all the links in the network, and the available band-
width of each link remains unchanged in the timeslot. Here,
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FIGURE 3. The way of time precessing of a request.

FIGURE 4. Dynamic partition method of timeslot for the dynamic
timeslot-based approach.

we consider two path schemes for a video stream connection:
a fixed path for the whole session time and various paths for
the whole session time. The fixed path scheme calculates a a
fixed path for the request, and the video is transmitted on this
path for the whole session time while the various path scheme
calculates a path in each timeslot, and the video is transmitted
on various paths for the whole session time.

In the following, we design an ILPmodel and heuristics for
the two path schemes based on the dynamic timeslot resource
management approach respectively.

D. ILP MODEL
In this section, we formulate the MDMAR problem math-
ematically as an ILP. We use an ILP solver (LINGO) to
find an optimal solution. Since the MDMAR problem is
NP-complete, solving an ILP is also NP-complete. When we
consider a heterogeneous reservation model, the MDMAR
problem will be formulated as an integer non-linear program-
ming (INLP). This will greatly increase the computational
overhead. In this section, we assume that the receivers in the
same session require the same bandwidth for simplicity. The
parameters of the lLP are as shown below.

1) PARAMETERS
• b(u, v) ∈ B: the initial bandwidth capacity of link (u, v);
• C : the set of conference requests;
• R: the set of video stream connection requests;
• rk = (ck , sk , dk , stk , etk , bk ): the request rk ;
• T : the array that stores ordered time points of time
domain, and the initial time is denoted as is T0;

• b(u,v,t): the initial bandwidth capacity of link (u, v) in the
timeslot (Tt−1,Tt );

• Sm: the set of all source nodes of the conference Cm.
• g: the size of granularity for the dynamic timeslot.

2) VARIABLES
• fm: Boolean variable that equals 1 if the conference cm
is admitted, otherwise fm = 0;

• xk : Boolean variable that equals 1 if the request rk is
admitted, otherwise xk = 0;

• y(u,v)k,t : Boolean variable that equals 1 if link (u, v) is
used to deliver the request rk in the timeslot (Tt−1,Tt ),
otherwise y(u,v)k,t = 0.

• z(u,v)m,v,t : Boolean variable that equals 1 if the multicast tree
for the conference cm sourced from v ∈ Sm flows by link
(u, v) in the timeslot (Tt−1,Tt ), otherwise z

(u,v)
m,v,t = 0;

• h(u,v)m,v,t : the reserved bandwidth of link (u, v) by which
the multicast tree for the conference cm sourced from v
flows in the timeslot (Tt−1,Tt ). If link (u, v) is not used
to deliver the tree, h(u,v)m,v,t = 0;

• xk,t,u: Boolean variable that equals 1 if the node u is
used to deliver the request rk in the timeslot (Tt−1,Tt ),
otherwise xk,p,u = 0;

• xk,t : Boolean variable that equals 1 if the request rk
is admitted in in the timeslot (Tt−1,Tt ), otherwise
xk,t = 0.

3) OBJECTIVE
The objective function, shown in (1), maximizes the num-
ber of admitted requests, as well as trying to minimize the
reserved bandwidth for all the conferences for the whole time
domain. Since the two objectives are contradictory, we add a
negative sign to the number of admitted requests, as shown
in the first part of (1), and find the minimum value for (1).
The second part is to minimize the reserved bandwidth and
normalized to ensure it is lower than 1 so that it will not
interface with the first primary objective.

min(−
∑
rk∈R

xk +

∑
cm∈C

∑
V∈sm

∑
(u,v)∈E

∑
t∈T

h
(u,v)
m,v,t∑

(u,v∈E

∑
t∈T

b(u,v,t)
). (1)

4) SUBJECT TO
1) Flow Conservation Constraints:∑

(v,u)∈E

y(v,u)
k,t = 0, u = sk ,

b stk/gc < t ≤ detk/ge, ∀ rk ∈ R. (2)∑
(u,v)∈E

y(u,v)
k,t = xk,t,u, u = sk ,

b stk/gc < t ≤ detk/ge, ∀ rk ∈ R. (3)∑
(u,v)∈E

y(u,v)
k,t = 0, u = dk ,

b stk/gc < t ≤ detk/ge, ∀ rk ∈ R. (4)∑
(v,u)∈E

y(v,u)
k,t = xk,t,u, u = dk ,

b stk/gc < t ≤ detk/ge, ∀ rk ∈ R. (5)∑
(v,u)∈E

y(v,u)
k,t =

∑
(u,v)∈E

y(u,v)
k,t , u 6= sk ∧u 6= dk ,

b stk/gc < t ≤ detk/ge, ∀ rk ∈ R. (6)
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∑
(v,u)∈E

y(v,u)
k,t = xk,t,u, u 6= sk ∧u 6= dk ,

b stk/gc < t ≤ detk/ge, ∀ rk ∈ R. (7)

xk,t,u = xk,t u = sk ∨u = dk ,

b stk/gc < t ≤ detk/ge, ∀ rk ∈ R. (8)

(2) and (4) force the source node and the destination
node to have no incoming links and outgoing links
respectively for any request rk ∈ R. (3) and (5) force
the source node and the destination node to have only
one outgoing link and one incoming link respectively,
and (8) adds the source node and destination to the
corresponding multicast tree. (6)-(7) ensure that the
intermediate nodes of the multicast tree have the same
number of incoming links and outgoing links and the
number is equal to at most 1. (2)-(8) complete the
general constraints for constructing a path for a video
stream connection request.

2) Traffic Aggregation Constraints:

z(u,v)m,v,t ≥ y(u,v)
k,t , {k : ck = m, sk = v}, ∀ cm ∈ C,

b stk/gc < t ≤ detk/ge, ∀(u, v) ∈ E . (9)

z(u,v)m,v,t ≤
∑

{k:ck=m,sk=v}

y(u,v)
k,t , ∀ cm ∈ C,

b stk/gc < t ≤ detk/ge, ∀(u, v) ∈ E . (10)

(9)-(10) ensure that the traffics sent from the same
source node to different receivers are aggregated since
we use a multicast tree to serve all the receivers that
require the same video streams.

3) Fixed Path Scheme:

y(u,v)
k,t =

y(u,v)
k,b stk/gc+1

, b stk/gc + 1 < t ≤ detk/ge,

∀ rk ∈ R, ∀(u, v) ∈ E (11)

In this paper, we consider two path schemes: a fixed
path through the whole session time and variable paths
for different timeslots. (11) is the constraint for the
fixed path scheme while no this constraint is for the
variable path scheme.

4) Admitted in entity:

xk,t = xk , b stk/gc < t ≤ detk/ge, ∀ rk ∈ R. (12)

xk = fm, {k : ck = m}, ∀ cm ∈ C . (13)

(12) ensures that the video stream connection request rk
is admitted only when the request is admitted for all the
timeslots, i.e, the whole session time, and (13) ensures
that the conference cm is admitted only when all the
video stream connection requests are all admitted.

5) Bandwidth Constraints:

h
(u,v)
m,v,t = z(u,v)m,v,t × bk , {k : ck= m, sk = v}, ∀ cm ∈ C,

b stk/gc < t ≤ detk/ge, ∀(u, v) ∈ E . (14)

∑
∀ cm∈C

∑
∀v∈Sm

h
(u,v)
m,v,t

≤ b(u,v,t), ∀t ∈ [1, |T | − 1], ∀(u, v) ∈ E .

(15)

(14) calculates the reserved bandwidth on each link
(u, v). Note that the requests that have the same source
node require the same bandwidth, that is, the value of
bk for the same source node is equal. (15) ensures that
the reserved bandwidth for all the requests cannot be
more than the link capacity in each timeslot.

V. MDMAR HEURISTICS
We have proven that the MDMAR problem is NP-Complete,
hence no efficient optimal algorithm exists for it unless
P = NP. In this section, we design heuristics for the two path
schemes: the fixed path scheme and the various path scheme.
Firstly, we propose a heuristic algorithm to minimize the total
cost of the multicast tree based on the dynamic timeslot-
based approach in the overview. Then, we give the greedy
scheduling versions of the heuristic algorithm for the two path
schemes. Finally, we use the simulated annealing (SA) to find
the approximate solution.

A. OVERVIEW
One of themain problems of resource reservation for dynamic
multicast is to optimize the cost of resource reserved in the
multicast delivery tree, which has proven to be NP-complete.
In this paper, we propose a heuristic algorithm to calcu-
late the minimum cost of the multicast tree based on the
dynamic timeslot approach when the individual receiver’s
QoS requirement is heterogeneous. In this paper, we mainly
consider the bandwidth requirement as the QoS requirement
and the cost of the tree is denoted as the reserved bandwidth
for the multicast tree. In this paper, we dynamically build
multicast trees for every source node of each conference.

As the request rk arrives, the AR system rounds down the
start time stk to the nearest time point whose index in T is
assumed as l and rounds up etk to the nearest time point
whose index is assumed as h respectively. As the ith timeslot
is denoted as (Ti−1,Ti), the index of active timeslots of rk is
from l + 1 to h.
The AR system then finds the multicast tree that starts

from the same source node as the request rk , and adds the
destination node to the multicast tree in the shortest path.
Specifically, the AR system inclemently builds the multi-
cast tree and reserves sufficient bandwidth on the tree as
the request arrives. To identify the different multicast trees,
we store all the source nodes of the conference cm in the set
Sm. The source node sk is assumed to be located at nk in Sm.

We calculate the cost of each link in each active timeslot
for the request rk . The cost of the jth link in the ith active
timeslot for the request rk is calculated by (16), where the
bresnk ,i,j represents the reserved bandwidth on the jth link in the
ith timeslot for the multicast tree starts from the same source
node sk and the same conference ck as rk . (17) ensures that
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the jth link can participate in the path calculation only when
the cost is less than the available bandwidth of the link. baj,i is
denoted as the available bandwidth on the jth link in the ith
timeslot.

For the fixed path scheme, the AR system calculates the
total cost of the link for the whole session time for the request
rk . (18) calculates the cost of the jth link for the request rk for
the whole session time based on (17). Finally, the AR system
calculates the shortest path based on the cost of each link.
Meanwhile, the reserved bandwidth on the path is updated in
(19) as well as the available bandwidth in (20).

wk,j,i = max(0, bk − bresnk ,i,j),

i ∈ [l + 1, h], j ∈ [1, |E|], ∀ rk ∈ R. (16)

wk,j,i = +∞, wk,j,i ≤ baj,i,

j ∈ [1, |E|], i ∈ [l + 1, h], ∀ rk ∈ R. (17)

wk,j =
h∑

i=l+1

wk,j,i, j ∈ [1, |E|], ∀ rk ∈ R. (18)

bresnk ,i,j = bresnk ,i,j+wk,j,i,

j ∈ [1, |E|], i ∈ [l + 1, h], ∀ rk ∈ R. (19)

baj,i = baj,i−wk,j,i,

j ∈ [1, |E|], i ∈ [l + 1, h], ∀ rk ∈ R. (20)

According to (16)-(20), the AR system should define a
two-dimensional matrix ba[|E|, |T |], which stores the avail-
able bandwidth on each link in each timeslot. For each con-
ference, the AR system should define a three-dimensional
matrix bres[|Sm|, |T |, |E|], which stores the reserved band-
width on each link in each timeslot for the multicast tree that
starts from each source node in Sm.

B. THE GREEDY SCHEDULING ALGORITHMS FOR THE
DYNAMIC MULTICAST
In this section, we present the detailed algorithms for the fixed
path scheme and variable path scheme. To achieve a better
performance, the AR system should consider not only the
resource reservation problem but also the scheduling strate-
gies. In this section, we use the greedy strategy to schedule
the AR requests. The main idea of greedy scheduling strategy
is that, before handling the requests, the set of conferences
and the set of corresponding connection requests are sorted
by the number of connection requests of the conferences
descending.

The greedy scheduling for the fixed path (GSFP) is shown
in Algorithm 1. The Initialize function initializes the time
array T and available matrixba in Line 1. The conference
requests and corresponding connection requests are sorted by
the number of the connection requests descending, and then
the connection requests are processed sequentially. The outer-
most for-loop that covers Lines 3-39 handles each conference
request. First, it initializes the parameters for each conference
in Lines 4-5; then, it saves global parameters in temporary
variables. This is because the conference will be accepted

Algorithm 1 Greedy Scheduling for the Fixed Path
(GSFP)
Data: G(V ,E,B), time domain d , granularity g, C , R

1 [T , ba]← Initialize(d, g,G);
2 [C,R]← SortByNumber(C,R);
3 for m = 1;m ≤ |C|;m++ do
4 Sm = ∅;
5 bres = {};
6 [Ttmp, btmpa]← [T , ba];
7 flag = 1;
8 for ∀rk ∈ R and ck == m do
9 round down and up the start time and end time

of rk , and sort insert them into T ;
10 locate the start time in T at index l and the

endtime at h;
11 update ba and bres with the insert of the request

times;
12 insert the source node sk in Sm and identify the

location as nk ;
13 update the bres when sk is inserted;
14 for j = 1; j ≤ |E|; j++ do
15 for i = l + 1; i ≤ h; i++ do
16 calculate wk,j,i for the jth link in (16);
17 update wk,j,i in (17);
18 end
19 calculate wk,j in in (18);
20 end
21 obtain Gtmp from G and assign the cost wk,j to

each link e;
22 calculate the shortes path p in Gtmp from sk to

dk and return the shortest distance d ;
23 if d == +∞ then
24 flag = 0;
25 break;
26 else
27 for ∀jth link on p do
28 for i = l + 1; i ≤ h;+ + i do
29 calculate wk,j,i in (16);
30 update bresnk ,i,j in (19);
31 update baj,i in (20);
32 end
33 end
34 end
35 end
36 if flag==0 then
37 [T , ba]← [Ttmp, btmpa];
38 end
39 end

only when all the connection requests of the conference are
admitted. The middle for-loop that covers Lines 8-35 handles
each video stream connection request of the conference. The
innermost for-loop that covers Lines 14-20 calculates the cost
on each link for the whole session time. For-loop that covers
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Lines 27-33 update the global resource matrices if the con-
nection request is accommodated with sufficient bandwidth;
otherwise, they are reassigned the previous value as shown in
Lines 36-38.

The greedy scheduling for the variable path (GSVP)is
shown in Algorithm 2. Different from the fixed path scheme,
GSVP performs access control in each timeslot for each
connection request. Here, we only show the access control
process for each connection request, as shown inAlgorithm 2.
The omitted part is the same as the corresponding part of algo-
rithm 1. The outermost for-loop that covers Lines 2-25 han-
dles each connection request. The middle for-loop that covers
Lines 4-21 performs access control in each active timeslot.
The inner for-loop that covers Lines 5-8 calculates the cost
wk,j,i, and then it performs access control. If the request
cannot be accommodated with sufficient bandwidth, it breaks
from the current timeslot, as shown in Line 13 and then breaks
from the current connection request, as shown in Line 23.

D = b
d
g
c. (21)

Algorithm 2 Greedy Scheduling for the Variable Path
(GSVP)

1 ....;
2 for ∀rk ∈ R and ck == m do
3 handle the request time and update the resource

matrix as Lines 9-13 in Algorithm 1;
4 for i = l; i ≤ h; i++ do
5 for j = 1; j ≤ |E|; j++ do
6 calculate wk,j,i for the jth link in (16);
7 update wk,j,i in (17);
8 end
9 obtain Gtmp from G and assign the cost wk,j,i to

each link e;
10 calculate the shortes path p in Gtmp from sk to

dk and return the shortest distance d ;
11 if d == +∞ then
12 flag = 0;
13 break;
14 else
15 for ∀jth link on p do
16 calculate wk,j,i in (16);
17 update bresnk ,i,j in (19);
18 update baj,i in (20);
19 end
20 end
21 end
22 if flag == 0 then
23 break;
24 end
25 end
26 ...;

Q =


|R|∑
k=1

2k + 1, |R| <= S

S∑
k=1

2k + 1+
|R|∑

k=S+1
D, |R| > S S = bD−12 c.

(22)

Complexity: In the dynamic timeslot approach, the number
of timeslots increases dynamically. Assume that the length of
time domain is d and the granularity is g, then the maximum
number of timeslots can be calculated in (21). The initial
number of timeslot is 1 as the time domain is not partitioned.
As the requests arrive, the time domainwill be partitioned into
smaller timeslots until the number of timeslots reachesD. For
each request, at most two timeslots will be added. Therefore,
the number of timeslots can be calculated in (22).

The complexity of GSFPmainly focuses on the three parts:
the calculation of link cost on Lines 14-20 and the corre-
sponding complexity is Q×|E|; the path calculation for each
request on Lines 21-22 and the corresponding complexity is
|R| × |V |2, and the resource matrix update on the path on
lines 27-33 and the corresponding complexity is Q × |E|.
Therefore, the complexity of GSFP isO(Q×|E|+ |R|×V 2).

GSVP performs access control in each timeslot while
GSFP only performs one access control for all the
timeslots for each request. The complexity of GSVP is
O(Q× (E + |V |2)).
Obviously, the complexity of GSVP is higher than

that of GSFP. However, the acceptance ratio of GSVP
may be higher than that of GSFP. This is because
GSFP computes a fixed path for the whole session time,
which imposes stricter requirement for the link bandwidth
and may result in failure to accommodate the sufficient
bandwidth.

C. SIMULATED ANNEALING (SA)
In addition to the simple heuristics for the two path schemes
discussed, we also implemented a meta heuristic algorithm
for each scheme based on simulated annealing. The above
two heuristics sort the conferences by the number of the
connection requests descending. However, the descending
sort may not always result in a global optimal solution. In fact,
due to the advance reservation attribute, the conferences can
be handled in any order. We can explore a number of con-
ference sequence and obtain a better solution. This can be
thought of as a combinatorial optimization problem. In 1983,
S. Kirkpatrick et al. succeeded in introducing annealing into
combinatorial optimization [43]. It is based on the similarity
between the annealing process of solid substances in physics
and the general combinatorial optimization problem. To get a
low energy state, the material is first heated up, then cooled
down slowly. A low energy state is an equilibrium state
for the particles to try to reach. When the temperature is
very high, the particles of a solid will wander randomly and
rearrange themselves. As the descending of the temperature,
the particles will make moderate changes.

We adapt SA to solve our problem. To adapt SA to a new
combinatorial optimization problem, three problems need to
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be solved: 1) an objective function; 2) a cooling schedule; 3) a
perturbation function. In our SA, the objective function is to
maximize the number of the admitted connection requests.
A typical cooling schedule Titer = αTiter−1 is used in our
SA. We switch the locations of any two conference requests
and corresponding connection requests to perturb the current
solution.

We design the simulated annealing algorithms for the
fixed path and variable path (SAFP, SAVP), as shown
in Algorithm 3. Firstly, we use the approximate solution
obtained by GSFP or GSVP as the initial solution, which is
as shown in Line 4. The annealing process stops until the
temperature is below a threshold, or a maximum number of
iteration is reached, which is as shown in Lines 6-31. At each
temperature, a number of perturbations are made to the cur-
rent solution, as shown in Line 11. If the new solution obtains
a better result, the new solution is accepted, as shown in Lines
14-17; otherwise, the worse solution is accepted based on
the Metropolis criterion. The probability distribution used is
the Boltzmann distribution and is given as e−1/T0 where 1

Algorithm 3 Simulated Annealing for the Fixed Path or
Variable path(SAFP/SAVP)

1 initialize T0, Tend , α, L, iterMax;
2 iter = 1;
3 count = 1;
4 [CurNum, curC, curR] = GSFP/GSVP(G, d, g,C,R);
5 Obj(count) = CurNum;
6 while T0 ≥ Tend&&iter ≤ iterMax do
7 iter = iter + 1;
8 i = 0;
9 while i < L do
10 count = count + 1;
11 [newC, newR] = perturb(curC, curR);
12 newNum = GSFP/GSVP(G, d, g, newC, newR);
13 dif = curNum− newNum;
14 if dif < 0 then
15 curC = newC ;
16 curR = newR;
17 curNum = newNum;
18 else if e−dif /T0 > rand then
19 curC = newC ;
20 curR = newR;
21 curNum = newNum;
22 end
23 if curNum > Obj(count − 1) then
24 Obj(count) = curNum;
25 else
26 Obj(count) = Obj(count − 1);
27 end
28 i = i+ 1;
29 end
30 T0 = αT0;
31 end

is the difference value between the current energy and the
new energy, as shown in Lines 18-22. From the probability
distribution, we can observe that a higher temperature will
result in a higher probability to accept the worse solution;
however, as the descending of the temperature, the probability
decreases and it turns to a focused local search. For each
perturbation, the best solution found so far is stored in the
array Obj, as shown in Lines 23-27.
Complexity: the complexity of SA is directly related to the

complexity of GSFP and GSVP. The number of iterations
also takes effect on the complexity of SA. The perturbation
operation takes constant time, and so does the current solution
and energy update.

VI. SIMULATION AND EVALUATION
In this section, we evaluate the performance of our heuristics
for the MDMAR problem. Firstly, we compare them to the
optimal results provided by the ILP models as a benchmark
on a small network. Then we make an extensive evaluation
for the heuristics on a campus network from the aspect of the
traffic load, the available bandwidth, and the time granularity
size.

We use the acceptance ratio as a measure to assess the
algorithm performance, which is expressed as in (23), where
|SR| indicates the number of successful requests and |R|
indicates the total number of connection requests.

Acceptance ratio =
|SR|
|R|

. (23)

A. SIMULATION SETUP
RFC 4597 [6] describes a set of basic and advanced confer-
ence scenarios. Considering the predictability of the number
of video streams of a conference, we use three reservable
conference scenarios for the simulations. One scenario is
called a ‘‘Lecture’’ conference. This conference scenario
enables a lecturer to present a topic seen and heard by other
participants, who cannot be seen and heard by other partici-
pants. Another scenario is called a ‘‘Discussion’’ conference,
in which every participant can be seen or heard by all the
other participants. The third scenario is called a ‘‘Presenta-
tion and Q & A’’ conference, which consists of two phases.
When the phase of the presentation is finished, it starts a
‘‘Q & A’’ phase. The presentation phase is like the ‘‘Lec-
ture’’ scenario. The ‘‘Q & A’’ phase is like the ’’Discussion’’
scenario.

Three scenarios produce the different number of video
streams as shown in Fig. 5. Supposing that it is a two-party
conference. (a) It produces one video stream from participant
A to B for a ‘‘Lecture’’ conference. Participant A is the
lecturer who sends the video stream and participant B can
only receive the video stream. (b) It produces two video
streams between participants A and B for a ‘‘Discussion’’
conference. A andB can send video stream to each other. (c) It
produces three video streams between participant A and B for
a‘‘Presentation and Q & A’’ conference. Participant A first
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FIGURE 5. Different conference scenarios and corresponding video stream connection requests.

FIGURE 6. The smaller network for the evaluation of the ILP algorithms
and the heuristics.

FIGURE 7. A typical campus topology.

sends a video stream to B in the ‘‘Presentation’’ phase. When
the phase is finished, they send video streams to each other.

Because of the limited scalability of the ILP algorithm,
a smaller network, as shown in Fig. 6, is used for the compar-
ison of the heuristics to ILP while a larger typical university
network is used to evaluate the performance of our heuris-
tics, as shown in Fig. 7. The university has two campuses:
Campus A and B, the solid circles can be connected to the
terminal, and the hollow circles are the intermediate switches
connected in a full mesh topology as shown in Fig. 7. For the
ILP model, the conferences are assumed to be four-party, and
four nodes are randomly selected from the smaller network.
The conferences on the larger network topology are assumed
to be six-party, and the endpoints are averagely distributed in
the two campuses.

The video stream connection requests are generated in the
conference unit. One of the three conference scenarios is
randomly selected. And then, according to the conference
scenario, it produces the corresponding number of video
stream connection requests. All the video stream connections
are generated according to the Poisson traffic model. The
start time of each connection follows a Poisson distribution
with the average arrival rate λ. The holding time of each

TABLE 1. Resolution and corresponding recommended bit rate.

connection follows the negative exponential distribution with
an average of 1

µ
. Hence, the number of connections can

be quantified as λ
µ

in Erlangs. Different video categories
have different average holding times. The average holding
time of movies is slightly smaller than 100 minutes and the
educational films are around 50 minutes [44]. In this paper,
we set the average holding time to a mean of 50 minutes as
the educational films in [44].When endpoints join the confer-
ence, the bit rate of the endpoints is randomly set according
to Table 1, and the video coding formats are assumed to be
H.264. For the SA algorithms, we set T0 = 1010, Tend =
10−10, q = 0.9, iterMax = 10, and L = 10. The larger
iterMax and L do not result in any better performance.

We use Lingo v11.0 to solve the ILP and simulate the
heuristics for the smaller network topology in a MATLAB
R2015b environment run on Windows 10 with a 2-GHz Intel
Core i5 and 8-GB RAM. Simulations only for the heuristics
are conducted in a MATLAB R2015b environment on a Mac
professional notebook configured with a 2-GHz Intel Core
i5 and 8-GB of RAM. The results are an average of 30 runs
with different randomized inputs. Error bars denote the stan-
dard error.

B. ILP RESULTS
We first evaluate the performance of the heuristics by com-
paring them to the optimal solution from the ILP on a small
six-node network as shown in Fig. 6.

1) IMPACT OF TRAFFIC LOAD
Fig. 8 compares the acceptance ratio of algorithms for the dif-
ferent traffic loads, where the granularity is 1 minute and the
bandwidth of each link is 15Mbps. As can be seen in Fig. 8,
with the increasing traffic loads, the percentage of acceptance
ratio decreases. This is because there is not sufficient band-
width to accommodate the increasing requests. We observe
that the simulated annealing algorithms achieve almost the
same performance as the ILP algorithms. Specifically, ILPFP
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FIGURE 8. Impact of traffic load on acceptance ratio for ILP algorithms
and the heuristics.

FIGURE 9. The runtime of the ILP algorithms and the heuristics.

and ILPVP outperform SAFP and SAVP within 3% and
2% respectively. When compared to the greedy algorithms,
the simulated annealing algorithms show more effective.
Specifically, SAFP and SAVP outperform GSFP and GSVP
by up to 10% at 40 Erlangs and 80 Erlangs respectively.

Fig. 9 compares the corresponding runtime of the heuristics
and ILP algorithms. As can be observed from this figure,
the ILP algorithms are the most complex and runs slowest.
Specifically, SAFP can be faster than ILPFP from 180 times
up to 1000 times and SAVP can be faster than ILPVP from
25 times to 100 times. Although the greedy algorithms run
much faster than the simulated annealing algorithms, they are
much less effective than the simulated annealing algorithms
in the acceptance ratio.

2) IMPACT OF AVAILABLE BANDWIDTH
Fig. 10 studies the impact of available bandwidth on the
performance of the ILP algorithms and the heuristics, where
the traffic load is 40 Erlangs and the granularity is 1 minute.
With the increasing bandwidth varying from 3 to 21 Mbps,
the acceptance ratio increases from 5% up to 95%. This is
because there are more available bandwidth to accommodate
the requests. From the figure, we can observe that the sim-
ulated annealing algorithms are able to achieve optimal or
close to optimal solutions as the ILP algorithms. Specifically,
ILPFP yields 6% better results at 12 Mbps, 5% better results
at 9 Mbps, and 4.5 % better results at 15 and 18 Mbps than
ILPFP while it yields close to optimal solutions as ILPFP

FIGURE 10. Impact of available bandwidth on acceptance ratio for ILP
algorithms and the heuristics.

FIGURE 11. The run time of the ILP algorithms and the heuristics.

in other cases. By contrast, SAVP yields better results than
SAFP. This is because the variable path is more flexible in
paths than the fixed path. Specifically, ILPVP yields close to
optimal solutions expect 6% better results at 12 Mbps. When
compared to the greedy algorithms, the acceptance ratio of
SAFP is up to 10 % higher than that of GSFP at 9 Mbps and
SAVP can yields up to 9.5% better results at 15 Mbps than
GSVP.

The corresponding runtime is depicted in Fig. 11. From
the figure, we observe that, with the increasing available
bandwidth, the runtime of the ILP algorithms increase slowly
while that of the other algorithms increase steeply. This
is because there are more bandwidth to accommodate the
requests instead of rejecting them directly. Because the
increase of bandwidth has less impact on the complexity of
ILP algorithms, the increase of runtime of ILP is more slowly
than that of other algorithms. As expected, the ILP algo-
rithms consume the most runtime. Specifically, ILPFP takes
300 to 1200 times more runtime than SAFP and ILPVP takes
20 to 40 times more runtime than SAVP. When compared
to the greedy algorithms, the simulated annealing algorithms
consumes more time than them. Specifically, GSFP runs at
most 40 times faster than SAFP at 9 Mbps and GSVP runs
at most 50 times than SAVP at 9 Mbps. However, since
the advance reservation is done offline and the simulated
annealing algorithms are much more effective in acceptance
ratio, it is reasonable for the simulated annealing algorithms
to consume more time to improve the resource utilization.
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FIGURE 12. Impact of the traffic load on the acceptance ratio.

FIGURE 13. The average runtime of different traffic loads.

C. COMPARISON OF MDMAR HEURISTICS
We now assess the performance of the heuristics on the larger
topology, as shown in Fig. 7, from the traffic load, available
bandwidth and the size of granularity.

1) IMPACT OF TRAFFIC LOAD
Fig. 12 depicts the acceptance ratio regarding to the traffic
load. We set the available bandwidth equal to 50 Mbps and
the granularity equal to 20 minutes. As can be seen that
in Fig. 12, with the increasing traffic load, the acceptance
ratio decreases. This is because there are no sufficient avail-
able bandwidth for the increasing requests. The simulated
annealing algorithms outperform the greedy algorithms for
both fixed path and variable path. Specifically, the acceptance
ratio of SAFP and SAVP is up to 10% and 8% higher than that
of GSFP and GSVP respectively. GSVP outperforms GSFP
by up to 5% higher.

The corresponding runtime is depicted in Fig. 13. As the
traffic load increases, the runtime also increases. As expected,
the simulated annealing algorithms take significant more run-
time than the greedy algorithms. Since the advance reser-
vation is done offline, it is worthwhile to sacrifice some
runtime to increase the acceptance ratio. We also observe
that the algorithms for the variable path take more runtime
than that for the fixed path. Specifically, the algorithm for the
variable path takes 3 times more runtime than the algorithm
for the fixed path. The algorithms for the variable path is more
effective in the acceptance ratio than that for the fixed path
while they take more runtime. This is because the variable

FIGURE 14. Impact of the available bandwidth on the acceptance ratio of
the heuristics.

FIGURE 15. Impact of the available bandwidth on the runtime of the
heuristics.

path scheme is more flexible in choosing paths than the fixed
path scheme. However, due to performing the access control
in each timeslot, the algorithms for the variable path takes
more runtime than that for the fixed path.

2) IMPACT OF AVAILABLE BANDWIDTH
Fig. 14 studies the impact of different available bandwidth
on the acceptance ratio of the heuristics. The available
bandwidth varying from 16 to 128 Mbps, the granularity
of 20 minutes and the traffic load of 1000 Erlangs are used.
As the available bandwidth increases, the acceptance ratio
increases too. This is because there are more available band-
width to accommodate the requests instead of rejecting the
requests directly. SAFP and SAVP achieve up to 10% and 9%
higher results compared with GSFP and GSVP at 64 Mbps
respectively. We also find that the algorithms for the variable
path achieve almost the same acceptance ratio as that for the
fixed path.

The corresponding runtime is depicted in Fig. 15. As can be
seen in Fig. 15 that as the bandwidth increases, it takes more
runtime to handle the same requests. As expected, The simu-
lated annealing algorithms take more runtime than the greedy
algorithms. Specifically, SAFP and SAVP take 50 times more
runtime than GSFP and GSVP respectively. However, it may
be worthwhile to increase the acceptance ratio by sacrificing
some runtime, especially, in the case of running offline. From
the figure, we observe that the algorithms for the variable path
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FIGURE 16. Impact of the granularity on the acceptance ratio of the
heuristics.

FIGURE 17. Impact of the granularity on the runtime of the heuristics.

take more runtime than that for the fixed path. Because the
acceptance ratio of the algorithms for the variable is not better
than that for the fixed path, it is not suggested to calculate the
variable path in this case.

3) IMPACT OF GRANULARITY SIZE
Fig. 16 and 17 compare the influence of the granularity
size varying from 1 minute to 60 minutes. In both fig-
ures, the traffic load of 1000 Erlangs and the available
bandwidth of 100 Mbps are used. As shown in Fig. 16,
a fine-grained granularity yields a higher acceptance ratio.
However, although the fine-grained granularity optimizes
the performance of the algorithms, the algorithms get more
complexity and the runtime is significantly high as well,
as shown in Fig. 17.

In Fig. 16, we find that SAVP yields 5% better results than
GSFP at 1 minute. As the granularity size increases, SAVP
can achieve 10 % better result than GSFP at 60 minutes.
As expected, the simulated annealing algorithms outperform
the greedy algorithms. Specifically, the acceptance ratio of
SAFP and SAVP can be up to 6% higher and 8% than that
of GSFP and GSVP at 60 minutes respectively. However,
when comparing the complexity in Fig. 17, we observe that
the simulated annealing algorithms get more complexity and
run more slowly than the greedy algorithms. Due to the
advance reservation is done offline, it is maybe worthwhile
for the simulated annealing algorithms to take more run-
time. The figure also shows that with the increase of time

granularity, the runtime of the algorithms for the variable
path decreases steeply while that for the fixed path keeps
stable. With the increasing granularity size, the number of
timeslots decreases. Because the runtime of the variable path
is proportional to the number of timeslots while that of the
fixed path keeps constant, the variable path shows a more
steep trend than the fixed path, as shown in Fig. 17.

Based on the results, the granularity of 20 minutes opti-
mizes the trade-off between effectiveness and efficiency.
However, we cannot figure out the granularity of 20 minutes
always yields the most optimal value for all the possible
inputs.

VII. CONCLUSION
In this paper, we consider the situation where the participants
may not arrive at the same time and stay until the end of
the conference. To improve the resource utilization, every
participant is required to provide not only the bandwidth but
also the start time and holding time for the video stream con-
nection.We investigated the problem ofmaximizing the num-
ber of the admitted dynamic multicast requests in the static
advance reservation environment and showed that the prob-
lem is NP-complete. Furthermore, we considered the fixed
path and variable path schemes for the requests, as well as the
heterogeneous bandwidth reservation model. We formulated
an ILP model for the small topology. Then, we designed four
heuristics, which takes the heterogeneous bandwidth reser-
vation model into account, for the large practical network
topology. The performance in terms of acceptance ratio and
runtime have been evaluated from the aspect of the traffic
load, the available bandwidth and the granularity.

Our evaluation showed that the heuristics offer close-to-
optimal solutions but much lower operational overhead when
compared to the ILP algorithm. Specifically, the acceptance
ratios of the simulated annealing algorithms are within 6%
lower than the ILP algorithms respectively. When com-
pared to the greedy algorithms, SAFP and SAVP outperform
GSFP and GSVP up to 10%. Due to the scalability of ILP,
the runtime of ILPFP and ILPVP can up to 1000 times and
100 times more than that of SAFP and SAVP respectively,
and significantly more when compared to GSFP and GSVP
respectively. When comparing the simulated algorithms and
the greedy algorithms for the large network, the simulated
annealing algorithms achieve improvement in terms of accep-
tance ratio while taking more runtime than the greedy algo-
rithms. Specifically, SAFP and SAVP achieve up to a 10%
improvement over GSFP and GSVP in terms of acceptance
ratio respectively. The runtime for the simulated annealing
algorithms is significantly increasing. However, the algo-
rithms are computed offline, so the runtime of SA is reason-
able given this case.

Future work is to study the impact of variable bandwidth,
a different timeslot approach and the static and dynamic
traffic models coexistence on the quality of the algorithm to
improve the resource utilization.
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