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ABSTRACT Intrusion detection technology, as an active and effective dynamic network defense technology,
has rapidly become a hot research topic in the field of network security since it was proposed. However,
current intrusion detection still faces some problems and challenges that affect its detection performance.
Especially with the rapid development of the current network, the volume and dimension of network data are
increasing day by day, and the network is full of a large number of unlabeled data, which brings great pressure
on the data processing methods of IDS. In view of the tremendous pressure of intrusion detection brought
by the current complex and high-dimensional network environment, this paper provides a feasible solution.
Firstly, this paper briefly outlines the necessity of feature learning, the shortcomings of traditional feature
learning methods and the new breakthroughs brought by deep belief network in feature learning, and focuses
on the principle and working mechanism of deep belief network and Principal Component Analysis (PCA).
Then, it constructs the intrusion detection model based on PCA-BP and DBN respectively. And through the
experimental evaluation of the two detection models, a comparative experiment between deep belief network
and principal component analysis is constructed. The experimental results show that deep belief network
has unique advantages and good performance in feature learning. Therefore, deep belief network can be
applied in the field of intrusion detection to extract effective features from the current high-dimensional
and redundant network data, thereby improving the detection performance of IDS and its adaptability to the
current complex and high-dimensional network environment.

INDEX TERMS Intrusion detection, data mining, deep belief network.

I. INTRODUCTION
In the current stage of intrusion detection research, integrat-
ing intelligent technologies such as expert systems, statis-
tical analysis, and data mining into intrusion detection has
become a hot topic in the field of intrusion detection [1]–[5].
The mainstream intelligent processing algorithms include:
(1) Genetic algorithms [6], [7]. This is a global optimization
algorithm. This type of algorithm introduces the idea of nat-
ural selection and survival of the fittest in evolution theory
to optimize IDS. IDS based on this technology has better
detection capabilities for different types of attacks, but its
real-time performance is low. (2) Statistical analysis [8]–[10].
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Statistical analysis-based intrusion detection assumes that
the user’s normal operations are followed regularly. There-
fore, some statistical variables can be used to describe user
behavior. The intrusion detection system has higher detec-
tion rate and availability, but also has disadvantages such
as poor real-time performance. (3) Knowledge map analy-
sis [11]–[12]. This kind of method first constructs a knowl-
edge graph describing attack behavior and constitutes the
corresponding reasoning rules. Then, an inference algorithm
is used to automatically analyze and determine whether there
is an intrusion behavior. This type of intrusion detection
system can achieve high detection efficiency. But it can only
detect known attacks and it is more difficult to maintain. (4)
Data mining technology [13]–[15]. Intrusion detection based
on data mining technology transforms the detection process
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into a data analysis process. Analyze and process audit data
to discover hidden illegal behavior. It has better effectiveness
and adaptability.

The above intrusion detection technologies generally have
some problems that need to be solved urgently:

(1) Low detection efficiency
The current network speed is constantly increasing, and

data traffic is also expanding. IDS need to spend more system
resources and time to capture network packets and analyze to
match whether there is a certain attack feature [16]. If the
transmission speed of IDS cannot be compared with the
data traffic, the performance indicators of most intrusion
detection-related products are still far from the actual require-
ments. Therefore, how to improve the processing speed of
IDS to adapt to the current high-bandwidth, high-speed net-
work environment has become a major challenge [17].

(2) Poor adaptability
The network topology is constantly changing due to

changes in network topology. However, the development
of traditional IDS did not consider the needs of a specific
network environment. This will inevitably cause the sys-
tem to fail to take corresponding measures according to
changes in the environment, and eventually lead to poor
performance [18]–[20]. Therefore, how to enable IDS to auto-
matically adjust the system through changes in the network
platform, and to ensure the efficiency of the system for a long
time, are all urgent problems to be solved.

How to further improve the detection rate and reduce the
false detection rate is the challenge of this type of method
research.

In the intelligent processing of intrusion detection data,
a classifier is usually used to detect and identify the cur-
rent network connection. And the quality of the classifier’s
classification effect has a lot to do with the accuracy of
the input data to represent the original valid information.
However, as the development of the network continues to
complicate, the feature dimensions of network data instances
continue to expand [21]. This high-dimensional network data
contains a lot of redundant information. The existence of
this information not only cannot help intrusion detection, but
even affects the detection performance of the final classifier.
Therefore, before the intrusion detection model performs fea-
ture learning, it becomes a necessary process to obtain better
low-dimensional feature information of the original data [22].

There are two traditional feature learning methods: feature
selection [23]–[25] and feature extraction [26], [27]. Feature
selection uses the evaluation function to select feature sets
that are relevant or important from the original feature set
to form a feature subset. So as to reduce the feature dimen-
sion. In other words, feature selection ignores redundant,
independent features that do not contribute to class discrimi-
nation, or contribute little. Feature extraction uses transfor-
mation methods to transform high-dimensional features to
low-dimensional features.

Common feature selection methods include information
gain IG, information gain ratio, distance measurement, and

so on [28]–[30]. Feature extraction methods include PCA,
PCA, ICA, and so on [31], [32]. Although they can obtain the
effective feature information of the original data to a certain
extent, they can reduce the size of the classifier by reducing
the feature dimension. However, in the process of feature
learning, there is often a large loss of information, which leads
to the final classification accuracy is not too ideal.

The proposal of deep learning just makes up for the defi-
ciency of traditional feature learning. The study found that
deep learning has unique advantages and good performance
in feature learning. The deep network structure onwhich deep
learning is based is similar to the structure inwhich the human
cerebral cortex processes information. Therefore, the original
data features can be abstracted layer by layer from bottom
to top to reduce the feature dimension. The loss of feature
information is reduced. Therefore, the feature information
that is most suitable for classifier training and recognition can
finally be obtained.

Deep belief network belongs to the deep network struc-
ture. The network structure contains multiple hidden layers.
The multi-layer hidden layer extracts the optimal low-
dimensional representation of the original features by per-
forming layer-by-layer non-linear feature transformation on
the original data.

This paper constructs an intrusion detection model based
on PCA-BP and an intrusion detection model based on DBN.
Through the experimental evaluation of the detection model,
the comparative demonstration demonstrates the advantages
and good performance of deep belief networks in feature
learning over principal component analysis.

II. INTRUSION DETECTION DATA PROCESSING MODEL
BASED ON PRINCIPAL COMPONENT ANALYSIS AND BP
NEURAL NETWORK
Principal component analysis is a method to evaluate and
analyze multi-indicator problems into fewer indicators. It is
a transformation method commonly used in feature learn-
ing. Because the top layer of the deep belief network is
composed of BP neural network, when applying DBN to
the field of intrusion detection data processing, this layer of
BP neural network can be used as a classifier for detection
and identification. Therefore, for the purpose of compari-
son, the feature learning performance of PCA and DBN in
the field of intrusion detection data processing is compared.
This paper uses principal component analysis algorithm to
perform feature learning on the collected network data, and
combines BP neural network as a classifier to construct an
intrusion detection data processing model based on principal
component analysis and BP neural network.

A. MODEL FRAMEWORK
The framework of intrusion detection data processing
model based on PCA-BP neural network is shown in the
figure below.

Here, the BP neural network is used as a classifier, and the
output of the PCA feature learning module is used as an input
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FIGURE 1. Intrusion detection data processing model based on PCA-BP
neural network.

to train the classifier and classify and identify the intrusion
behavior. The construction of the BP neural network structure
includes setting the number of network layers, the number
of neurons in the input and output layers, the number of
neurons in the hidden layer, the initial value of the connection
weight between each layer, and the initial value of the bias
between the hidden layer and the output layer., And other
parameter information. The value of each parameter can be
set according to the amount of input and output data of the
network and related research. Here:

Number of network layers: BP neural network contains
one input, one output layer and N hidden layers. The larger
the number of hidden layers, the longer the network learning
time. And the network is more likely to fall into local minima
during the learning process. Therefore, based on a compre-
hensive consideration of efficiency and complexity, this paper
uses a 3-layer BP network with a hidden layer.

Number of hidden layer neurons: The choice of the number
of hidden layer nodes plays a key role in whether the BP
neural network can achieve the desired effect. There is no
theoretical guidance for the selection of the optimal number
of hidden nodes. There are only some empirical formulas.
The following two are more commonly used here:

N =
√
n× m

N =
√
n+ m+ a

Here N is the number of nodes in the hidden layer, m is the
number of nodes in the output layer, n is the number of nodes
in the input layer, and a is a positive integer of [1, 10].

B. ALGORITHMIC IDEAS
The basic idea of intrusion detection data processing based
on PCA-BP neural network is:

First, the high-dimensional standard to-be-detected data
generated by the preprocessing module is subjected to
feature learning through the PCA feature learning mod-
ule to eliminate redundant information. Thus, an effective
low-dimensional representation of high-dimensional data is
obtained. Then, the low-dimensional to-be-detected data is
used as the input of the BP neural network to perform intru-
sion recognition through the BP network. Here, the BP neural
network classifier uses a multi-output competitive classifica-
tion method. The classification principle is: each output node

represents a classification category. When input data is given,
after network learning processing, each output node gets a
value between 0 and 1. This value represents the probability
that the input data belongs to this category, and the out-
put with the highest probability represents the classification
result of the current data.

C. WORKING STEPS
The working steps of the intrusion detection data processing
model based on PCA-BP neural network are as follows:

Model training phase:
Step 1: Pre-process the labeled training data to obtain

high-dimensional labeled training with standardized format
data;
Step 2: Use PCA to perform feature learning on the pre-

processed training data to eliminate redundant and useless
information.

Get its effective low-dimensional representation;
Step 3: Use the low-dimensional labeled training data

obtained by the PCA feature learningmodule as the BP neural
network

Input to train the classifier. The error back-propagation
algorithm is used to iteratively train the network weights until
the total network error meets the accuracy requirements or
reaches the maximum number of trainings.

Intrusion detection data processing steps:
Step 1: Pre-process the acquired data to be tested to obtain

high-dimensional samples to be tested with standardized
format data;

Step 2: Use PCA to perform feature learning on the
pre-processed data to be detected, eliminating redundant
and useless information to get its effective low-dimensional
representation;

Step 3: Based on the effective detection module obtained
during the training phase, and use the low-dimensional to-be-
detected data obtained by the PCA feature learning module
as the input of the detection module for intrusion recogni-
tion. Perform non-linear mapping on the low-dimensional
to-be-detected data, and determine whether an intrusion has
occurred based on the output results.

III. INTRUSION DETECTION DATA PROCESSING MODEL
BASED ON DEEP BELIEF NETWORK
Deep Belief Network (DBN) is a deep learning struc-
ture. It stacks multiple unsupervised restricted Boltzmann
machines (RBM), and at the top layer, it sets up a supervised
reverse Back Propagation (BP) network. The model frame-
work is shown in Figure 2. DBN extracts the original input
layer by layer, from concrete to abstract. The deep structure
composed of multi-layer RBM can weaken the redundancy
or error information in the feature extraction process layer by
layer. Therefore, the top-level BP network can obtain feature
vectors that are easier to be classified.

Deep belief networks have unique advantages and good
performance in feature learning. Its deep structure com-
posed of multiple layers of RBM can perform a non-linear
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FIGURE 2. Deep belief network model.

transformationP from the bottom to the top of the original
data features. This reduces the feature dimension and reduces
information loss. At the same time, the structure can also
weaken the error or redundant information in the feature
learning process layer by layer. Finally, low-dimensional fea-
ture information suitable for classifier training and recogni-
tion is obtained. Because the top layer of DBN is BP neural
network, which has better classification and recognition abil-
ity, based on this, this paper constructs an intrusion detection
data processing model based on deep belief network.

A. MODEL FRAMEWORK
The framework of a DBN-based intrusion detection data
processing model is shown below.

FIGURE 3. DBN-based intrusion detection data processing model.

Here DBN is used as a feature learning and classification
module, and receives the output of the data preprocessing
module as input, which is used to train a classifier and classify
and identify intrusion behaviors. The structure of the DBN
model structure can be determined according to the amount
of input and output data and experimental analysis or related
research. This includes setting the number of RBMs, related
parameters of each layer of RBM, the number of nodes in

the DBN input layer (the first layer of RBM’s explicit layer),
the number of nodes in each hidden layer of DBN, and related
parameters of the top BP neural network.

The number of RBMs and the number of nodes in each
hidden layer of DBN: The choice of these two parameters
has a great impact on the overall performance of the DBN
algorithm: if the number of RBMs is too large, the overall
network training process will be too much complex. The
learning time is long and the error is difficult to adjust to
the global minimum, which seriously affects the learning
effect of the overall network. This leads to poor algorithm
performance. If the number is too small, the deep network
structure will be degraded to a shallow structure, and complex
sample data cannot be processed. If the number of nodes
in each hidden layer is too large, not only will the overall
network learning time be long, but it will also easily lead to
overfitting. If the number of nodes is too small, a good con-
vergence effect may not be achieved. There is no theoretical
guidance for the optimal selection of these two parameters,
and it is highly subjective in practical applications. For the
selection of these parameters, the method adopted in this
paper is to obtain better solutions based on a large number
of comparative experiments.

The number of nodes in the DBN input layer: It can be
determined according to the data feature dimension generated
by the data preprocessing module.

Relevant parameters of each layer of RBM: This part needs
to set the initial value of the connection weight of each layer
of RBM and the initial value of the explicit layer and the
hidden layer offset. The specific parameter values are given
in this paper based on related research and actual conditions.

Related parameters of the top BP neural network: In the
DBN model structure, the top BP neural network is a 2-layer
network structure without a hidden layer, and it uses the
output layer of the last layer of the RBM of the DBN as the
input layer. Therefore, this part only needs to set the number
of output layer nodes, the initial value of the output layer
offset, and the initial value of the connection weight. In this
paper, the value of the number of nodes in the output layer is
the same as that of the BP network in the PCA-BP detection
model.

B. ALGORITHMIC IDEAS
The basic idea of DBN-based intrusion detection data
processing is to use the high-dimensional standard to-be-
detected sample data generated by the preprocessing module
as the DBN input. Firstly, through layer-by-layer feature
learning of multi-layer RBM, redundant and useless infor-
mation is eliminated to obtain its effective low-dimensional
representation. Then take the output of the last layer of RBM
(that is, the effective low-dimensional data to be detected)
as the input of the top BP neural network. Thus, intrusion
identification is performed through the BP network. Here,
the principle of BP neural network classification is the same
as the BP network classifier in the PCA-BP-based detection
model.
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C. WORKING STEPS
The working steps of the DBN-based intrusion detection data
processing model are as follows:

Model training phase:

1) PRE-TRAINING PHASE
Step 1: Preprocess a large amount of unlabeled training data
to obtain high-dimensional unlabeled training data with stan-
dardized format.

Step 2: Use the preprocessed high-dimensional unlabeled
training data as the input to the initial DBN model. An unsu-
pervised, greedy algorithm is used to pre-train the initial
model. Thus, a better model parameter is obtained. The RBM
parameters of each layer are sequentially trained from the
bottom up using the CD algorithm until all RBM training is
completed. Here, after the training of a certain layer of RBM,
the parameters of this layer need to be fixed. And the output
of this layer is used as the input of the lower layer RBM in
order to continue training the lower layer RBM.

2) FINE ADJUSTMENT OF WEIGHTS
Step 1: Pre-process the labeled training data to obtain
high-dimensional labeled training data with standardized
format.

Step 2: Use the pre-processed high-dimensional labeled
training data as the input of the better model obtained in the
pre-training stage. And adopt the error back propagation algo-
rithm to optimize the model parameters of the whole network
globally. Thus, the optimal parameter weight is obtained.
Here, the initialization and training of the top-level BP neural
network is included in this stage.

Intrusion detection data processing stage:
Step 1: Preprocess the acquired network data to be

detected. In this way, high-dimensional to-be-tested sample
data with standardized format is obtained.

Step 2: Based on the effective DBN model obtained dur-
ing the model training phase. Feature learning and out-
put calculation are performed on the preprocessed valid
high-dimensional to-be-detected data. And judge whether the
data behavior is abnormal according to the output result. The
judgment principle here is the same as the BP network classi-
fier in intrusion detection data processing based on PCA-BP.

IV. FEATURE LEARNING COMPARISON EXPERIMENT
In order to analyze the advantages of deep belief networks
in feature learning, this paper uses the NSL-KDD dataset
to evaluate the PCA-BP-based intrusion detection data pro-
cessing model and the DBN-based intrusion detection data
processing model to form a comparison between DBN and
PCA. experiment.

In the field of intrusion detection data processing, the tra-
ditional KDD99 data set has always been the benchmark
data set for intrusion detection data processing evaluation.
However, the research on the data set found that the data
set has greater redundancy. This large amount of redundant

information makes it impossible to evaluate the intrusion
detection data processing algorithms effectively. Therefore,
in order to provide more practical and effective evaluation
results, this paper uses the optimized version of the KDD99
dataset-the NSL-KDD dataset to evaluate the detection
model.

The NSL-KDD data set optimizes the redundancy of the
KDD99 data set and the ratio of the training set to the test
set. The new data set contains 125,973 training data and
22,544 test data. And each piece of data belongs to one of five
types of attacks: Normal, DOS, Probing, R2L, and U2R. The
following table lists the attack category distributions included
in the training and test sets:

TABLE 1. NSL-KDD training set attack category distribution.

TABLE 2. NSL-KDD test set attack category distribution.

Here DOS, Probing, R2L, U2R four types of attacks can
be divided into 39 specific types of attacks. The training set
contains 22 kinds, and the other 17 kinds only appear in the
test set.

The record format of the NSL-KDD dataset is the same
as that of the KDD99 dataset. That is, each piece of data is
composed of 41 features and an attack category identifier.
Here, 41 features are composed of 38 numeric features and
3 character features. Specific examples of data records are as
follows. (Each eigenvalue is separated by a comma.):

0,tcp,http,SF,54540,8314,0,0,0,2,0,1,1,0,0,0,0,0,0,0,0,0,
4,4,0.00,0.00,0.00,0.00,1.00,0.00,0.00,139,139,1.00,0.00,
0.01,0.00,0.00,0.00,0.05,0.05, back

In the above example, the first feature represents the
connection time of the network. The second character data
character indicates the type of protocol used for the con-
nection. There are three values: TCP, UDP, and ICMP. The
third character data character indicates the service type of
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the destination host, with a total of 70 values. The fourth
character-type data feature indicates the status flag of the
connection, with a total of 11 values. The 5th to 41st features
indicate the packet parameters at the time of connection. The
42nd feature indicates the attack type identification.

A. EVALUATION CRITERIA
This article mainly uses the accuracy rate, detection rate,
and false alarm rate as evaluation indicators to measure the
performance of intrusion detection data processing models.
Their definitions are given below:

Accuracy: The ratio of the number of correctly identified
samples to the total number of test data samples. The higher
the value, the better the model performance. Calculated as
follows:

Accuracy = (number of correctly identified normal sam-
ples + number of correctly identified abnormal samples) /
(total number of samples in the test data)

False alarm rate: It indicates the ratio of the number of
normal samples that are misclassified to the total number of
normal samples. The lower the value, the better the model
performance. Calculated as follows:

False Positive Rate = (Number of Normal Samples Mis
detected as Intrusion) / (Total Number of Normal Samples in
Test Data)

Detection rate: indicates the ratio of the number of samples
that are correctly identified for an anomaly to the total number
of corresponding anomaly samples. The higher the value,
the better the model’s adaptability to the anomaly. Calculated
as follows:

Detection rate= (number of samples for which an anomaly
was correctly identified) / (total number of corresponding
anomaly samples in the test data)

B. PRETREATMENT
The connection records of the NSL-KDD dataset are all
composed of 38 numerical features and 3-character features.
And through research on the specific connection records, it is
found that there are large differences in the magnitude of
the values of multiple numerical features in the data records.
For example, in a record, the value of the dst_bytes feature
is 14421, while the value of the dst_host_rerror_rate feature
is 0.02. Therefore, the data records of the NSL-KDD dataset
have differences in the feature format and the magnitude of
the values. The existence of these differences will hinder the
processing of the data by the detection model, and then affect
the classification accuracy of the model. Therefore, the data
set needs to be pre-processed in advance to standardize it.

The preprocessing of the NSL-KDD data set in this paper
includes three steps: the digitization of character features,
the normalization of numeric features, and the digitization of
category identifiers, as follows:

1) NUMERICAL PROCESSING OF CHARACTER FEATURES
From the introduction of the NSL-KDD data set, it can be
known that in each data record, the second column feature

protocol_type, the third column feature service, and the
fourth column feature flag are all character-type features.
Therefore, the three columns of features need to be pre-
processed separately. This article adopts the feature mapping
method to realize the digitization of character-type features.
The specific processing method is:

¬ Count all the values contained in the corresponding
character features.

 Map the corresponding character data with the numeric
vector one by one.

For example, the protocol type protocol_type contains
three values: TCP, UDP, and ICMP. Therefore, the mapping
result with the numeric vector is shown in the following table:

TABLE 3. Example of protocol_type mapping.

In NSL-KDD data, protocol type contains a total of
3-character values, service contains a total of 70-character
values, and flag contains a total of 11-character values. There-
fore, after these character data are pre-processed using a map-
ping method similar to the above table, the 41-dimensional
data in the original NSL-KDD data set is converted into
122-dimensional data.

2) NORMALIZATION OF NUMERICAL FEATURES
This paper uses the maximum and minimum method to
normalize the numerical features in the NSL-KDD data set
processed in step 1). The features are compressed to the
range of [0,1] to eliminate the order of magnitude difference
between the numerical features.

3) NUMERICAL PROCESSING OF CATEGORY
IDENTIFICATION
The five categories of identifiers are mapped in vector form,
and the corresponding codes are as follows:

TABLE 4. Code mapping for category identification.

C. EXPERIMENT AND ANALYSIS
The experimental evaluation of the intrusion detection
data processing model mainly includes two parts: model
parameter setting and simulation experiment analysis. Here,
the model parameter setting part aims to determine the opti-
mal structure and weight coefficient of the model through
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repeated experiments. The simulation experiment analy-
sis aims to build a detection model based on the better
model parameters determined by the model parameter setting
section. And a lot of experiments are performed to accu-
rately evaluate the performance of the model. Both of the
above experiments were performed on the NSL-KDD data
set. A detailed description of the corresponding experiments
is given below.

1) MODEL PARAMETER SETTING
a: PARAMETER SETTING OF PCA-BP DETECTION MODEL
In order to obtain the optimal structure and weight coefficient
of the PCA-BP model, the following parameters need to be
determined or provided:

¬ Number of principal components.
 Structural parameters of BP neural network:
Number of network layers.
Number of neurons in the input layer.
Number of neurons in the output layer.
Number of hidden layer neurons.
The initial value of the connection weight between layers.
The offset initial value of the hidden layer and the output

layer.
® Parameters of BP neural network training phase:
Learning rate during training.
Number of training iterations.
Here, the structural parameters of the BP neural network

and the parameters of the training phase of the BP neu-
ral network can be given according to related research and
actual conditions. However, the parameter information of
the number of principal components has a greater impact
on the overall performance of the PCA-BP model, and its
value lacks better theoretical support. Therefore, comparative
experiments are needed to obtain its better parameter values.
The specific values of each parameter are given below:

1) Number of network layers of BP neural network: This
paper uses a three-layer BP network with one hidden layer.

2) Number of neurons in the input layer of the BP neural
network: The value of this parameter is the same as the feature
dimension after the PCA feature learning. That is, it is the
same as the number of principal components. Therefore, after
determining the number of better principal components, this
parameter can be determined.

3) Number of neurons in the output layer of the BP neural
network: The value of this parameter can be determined
according to the number of types of classification results.
Because the experiment is based on the NSL-KDD data set,
and this data set contains a total of 5 types of network data,
the value of this parameter is 5.

4) Number of hidden layer neurons in BP neural network:
This article uses a formula to determine the number of hidden
layer neurons that are better in BP network. Here, N is the
number of nodes in the hidden layer, n is the number of nodes
in the input layer, and m is the number of nodes in the output
layer.

5) The initial values of the connection weights between the
layers of the BP neural network and the initial offset values
of the hidden layer and the output layer. This article uses the
following methods to initialize it:

rnd = np.random.RandomState (4444)
self.weights = [rnd.uniform (−1,1, (y, x)) for x, y in zip

(sizes [:−1], sizes [1:])]
self.biases = [rnd.uniform (−0.4,0.4, (y, 1)) for y in

sizes [1:]]
Here, sizes stores the number of neurons in each layer.
For example: sizes = [2,3,2] means there are 2 neurons in

the input layer, 3 neurons in the hidden layer, and 2 neurons
in the output layer.

The learning rate of BP neural network during training is 3.
The number of iterations during training of the BP neural

network is 200.
¬ In the comparison experiment to determine the number

of principal components, the maximum accuracy rate in 200
trainings is used as the optimal value of the current model.

 During the simulation experiment analysis, the model
was constructed using the training times corresponding to the
maximum accuracy of the 200 trainings determined based
on the overall training set and the overall test set in the
NSL-KDD data set. For the number of principal components,
this paper uses the entire training data and all test data in
the NSL-KDD data set to perform the following comparative
experiments to determine its better parameter values. In the
experiment, the cumulative contribution rate of the principal
components of the training data and the accuracy rate of the
PCA-BP detection model were used as evaluation indica-
tors. By limiting other parameters to be the same, and only
changing the number of principal components, a comparative
experiment was performed. The experimental data are as
follows:

As can be seen from the above table, the value of the
number of principal components is very difficult to predict.
Moreover, the number of principal components and the accu-
racy of PCA-BP are not purely linear. From the analysis of
the above 22 experimental data, it can be known that when
the number of principal components is 55, the cumulative
contribution rate reaches 0.98075, and the accuracy rate of
PCA-BP reaches 63.759759%, both of which are at a bet-
ter level. Therefore, considering the cumulative contribution
rate of the principal components and the accuracy of the
model, this paper sets the number of principal components
to 55.

So far, this section has determined all the parameter
information required for the implementation of the PCA-BP
model. Then, a detection model can be constructed based
on the parameter information. And analyze it by simulation
experiment.

b: PARAMETER SETTING OF DBN DETECTION MODEL
In order to obtain the better structure and weight coefficient
of the DBN model, the following parameters need to be
determined or provided:
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TABLE 5. Comparative experiments on the number of principal components.

¬ Structural parameters of DBN:
The number of RBM.
Relevant parameters of each layer of RBM:
The initial value of the bias between the visible and hidden

layers.
Connection weight initial value.
The number of nodes in the DBN input layer (the first layer

of the RBM).
Number of DBN hidden nodes.
Related parameters of the top BP neural network:
Number of output layer nodes.
Connection weight initial value.
Output layer offset initial value.
 Parameters in the pre-training phase:
Number of iterations of each layer of RBM.
The learning rate of each layer of RBM and the value of k

in the CD algorithm.
® Fine-tuning parameters:
Learning rate and number of iterations during fine-tuning.
Here, the number of nodes in the DBN input layer, the rel-

evant parameters of each layer of RBM, the relevant param-
eters of the top BP neural network, the learning rate of each
layer of RBM during pre-training, the value of k in the CD
algorithm, the learning rate and iteration times during fine
tuning Other parameters can be given according to relevant
research and actual conditions. The parameters such as the
number of RBMs, the number of nodes in each hidden layer
of the DBN, and the number of iterations of the RBM in
each layer in the pre-training have a great impact on the
overall performance of the DBN model, and the value lacks
theoretical support. Therefore, it is necessary to obtain their
better parameter values through comparative experiments.
The specific values of each parameter are given below:

Number of nodes in the DBN input layer: The
pre-processed NSL-KDD dataset contains a total of
122-dimensional feature information. Therefore, the DBN
input layer is set to contain 122 nodes, and each node cor-
responds to a feature information.

For the relevant parameters of each layer of RBM:
The explicit and hidden layer offsets are initialized to 0.
The connection weight is initialized to:
Uniform sampling between −4∗sqrt (6 / (n_visible +

n_hidden)) and 4 ∗ sqrt (6 / (n_hidden + n_visible)).
Here n_visible represents the number of nodes in the dis-

play layer. n_hidden represents the number of hidden layer
nodes.

Related parameters of the top BP neural network:
Number of output layer nodes is 5.
Output layer offset is initialized to 0.
The initialization of connection weights is the same as the

initialization of connection weights in RBM.
RBM of each layer during pre-training:
Learning rate is 3.
The value of k in the CD algorithm is 1.
The value of the learning rate during fine-tuning is 10.
For the number of iterations during fine-tuning, the value

is 1000:
¬ In the comparison experiment of parameter setting, the

maximum accuracy rate in 1000 fine adjustments is used as
the optimal value of the current model.

 In the simulation experiment, model is constructed based
on the number of trimmings corresponding to the maximum
accuracy among the 1000 trimmings determined by the over-
all training set and the overall test set.

Next, consider parameters such as the number of RBMs,
the number of nodes in each hidden layer of the DBN, and the
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TABLE 6. Comparative experiments to determine the number of RBMs.

FIGURE 4. Model accuracy rates for different numbers of RBMs.

number of iterations of the RBM in each layer in pre-training.
By using all the training data and all the test data in the
NSL-KDD data set, the following comparative experiments
were carried out to determine the relatively better parameter
values. (Several sets of representative data that can explain
the influence trend of the parameters are listed below, indi-
cating the correctness and scientific of the better parameter
selection):

1) Comparative experiment on determining the number of
RBMs

In this part, the accuracy of the DBN detection model is
used as the evaluation index. A comparative experiment is
performed by limiting the way that other parameters remain
unchanged and only the number of RBMs is changed. The
influence of the number of RBMs on the performance of the
model was analyzed. Finally, the number of better RBMs
is determined. Considering that the number of RBMs is too
large, the model will be too complicated and the model per-
formance will be affected. Therefore, the number of RBMs is
limited to 10 (DBN depth is 11) for comparison experiments.
The experimental data is as follows:

As can be seen from the above figure, when the num-
ber of RBMs is increased to 5, the accuracy of the
detection model has been greatly improved. But as the
number continues to increase, the accuracy rate gradually
decreases. Therefore, it can be shown that the influence

of the number of RBMs on the accuracy has a certain
range limit. Within the range, increasing the number will
improve the feature extraction capability of the model
and optimize the model performance. Beyond the range,
the model structure is too complicated, resulting in poor
model learning and training results. Then the overall per-
formance of the algorithm is low. Therefore, based on the
comprehensive experimental results and the complexity of
the model structure, five RBMs are selected to form the
DBN model.

2) Comparative experiment on determining the number of
nodes in each hidden layer of DBN

This part is based on the number of RBMs determined by
the above experiments, and uses the accuracy of the detection
model as an evaluation index. By limiting other parameters
to be unchanged and only changing the number of nodes in
each hidden layer, a comparative experiment is performed.
The optimal number of hidden nodes is determined. The value
scheme for the number of nodes in each hidden layer is as
follows:

¬ The number of nodes in each hidden layer is taken from
the array: [110, 100, 90, 80, 70, 60, 50, 40, 30].

 The number of hidden nodes 1> the number of hidden
nodes 2> the number of hidden nodes 3> the number of
hidden nodes 4> the number of hidden nodes 5.

® The number of nodes in the first hidden layer must
be >= 50.

¯ The number of nodes in the fifth hidden layer should
be <= 60.
Some representative experimental data are given below
A total of 125 experimental data were generated according

to the above experimental scheme. Due to space limitations,
this section only lists all cases when the number of nodes in
the first hidden layer is 110. As can be seen from the above
table, the value of the number of nodes in each hidden layer
of the DBN is very difficult to predict. And through analysis
of all experimental data, it can be obtained that when the
DBN model structure value is [122,110,100,90,70,30,5], the
model accuracy can reach a relatively high value. Therefore,
combining the experimental results and the complexity of the
model structure, the DBN structure selected in this paper is:
[122,110,100,90,70,30,5].
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TABLE 7. Comparative experiments to determine the number of nodes in each hidden layer.

TABLE 8. Comparative experiments to determine the number of RBM iterations of each layer in pre-training.

3) Comparative experiment on determining the number of
iterations of each layer of RBM in pre-training

This part is based on the number of RBMs and the number
of hidden nodes in each DBN based on the above experi-
ments. And the accuracy of the detection model is used as the
evaluation index. By limiting the way that other parameters

are unchanged and only changing the number of RBM iter-
ations, a comparative experiment is performed to determine
the better number of iterations. In the experiment, in the range
[1,120], an integer is sequentially selected as the number of
iterations of the RBM for comparison experiments. Finally, a
total of 120 sets of experimental data were generated. Due to
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FIGURE 5. Accuracy of RBM iterations in pre-training.

space limitations, only the first 30 sets of experimental data
are given below:

As can be seen from the figure above, the value of the
number of RBM iterations also has great unpredictability.
The number of RBM iterations has a great impact on the
accuracy of the model. And through analysis of all 120 sets of
experimental data, it can be obtained that when the number of
RBM iterations is 7, the accuracy of the detection model can
reach a relatively high value. Therefore, based on the exper-
imental results and the consideration of the model running
time, the number of iterations of each layer of RBM in the
pre-training is set to 7.

Comprehensive comparative analysis of the above experi-
ments, and consider factors such asmodel accuracy, structural
complexity, and running time. In this paper, the parameters
of the number of RBMs, the number of hidden nodes in
the DBN, and the number of iterations of the RBM in the
pre-training are selected as follows:

TABLE 9. Optimal values of key parameters.

So far, this section has determined all the parameter
information required for the implementation of the DBN
model. Then, a detection model can be constructed based
on the parameter information. And analyze it by simulation
experiment.

2) Simulation experiment analysis
Based onmodel parameter setting experiments, this section

determines the model structure and weight coefficients to
build the corresponding intrusion detection data processing
model. A comparative analysis experiment was constructed
through the NSL-KDD data set.

From the introduction of the data set, the four types of
attacks in DOS, Probing, R2L, and U2R in NSL-KDD can
be divided into 39 specific attack subclasses (the training
set contains 22 types, and the other 17 types only appear in
the test set). That is, the test set contains 17 unknown intru-
sions. Based on this, this part trains each intrusion detection
data processing model with the entire training set. The false
positive rate of each model, the accuracy rate of the entire test
set, and the accuracy rate of unknown intrusions in the test

TABLE 10. Model simulation experiments.

FIGURE 6. False alarm rate of each model.

set are used as evaluation indicators to achieve the purpose
of evaluating model performance. The specific experimental
data are as follows:

FIGURE 7. Accuracy of each model.

As can be seen from the above figure, compared with the
PCA-BP-based intrusion detection data processing model,
the DBN-based intrusion detection data processing model
has obvious advantages both in terms of false positives and
accuracy. Especially in terms of the false positive rate and the
accuracy rate of unknown intrusions in the test set, the DBN
detection model showed better detection performance, which
increased by about 25.9% and 28.6% respectively.

Therefore, deep belief networks have unique advantages in
feature learning. DBN can be applied to the field of intrusion
detection data processing. Thus, better feature extraction is
performed on the current complex network data. This further
improves the performance of the intrusion detection data
processing model.

V. CONCLUSION
Due to the high dimensionality and redundancy of cur-
rent network data, feature learning has become a necessary
process for current intrusion detection data processing mod-
els. However, the traditional feature learning methods have
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certain shortcomings. And the advent of deep learning has
brought new directions to feature learning. In order to verify
the unique advantages of deep learning-related technologies
in feature learning, this paper constructs a PCA-BP-based
intrusion detection data processing model and a DBN-based
intrusion detection data processing model. By comparing
the PCA-BP detection model and the DBN detection model
with the NSL-KDD data set, a comparative experiment of
DBN and PCA was constructed. This paper validates the
unique advantages and good performance of DBN in feature
learning.
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