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ABSTRACT One of the commonly-used feature extraction algorithms in computer vision is the histogram
of oriented gradients. Extracting the features from an image using this algorithm requires a large amount of
computations. One way to boost the speed is to implement this algorithm on field programmable gate arrays,
to benefit from flexible designs such as parallel computing. In this paper, we first, provide a summary of the
steps of the histogram of oriented gradients algorithm. We then survey the implementation techniques of the
histogram of oriented gradients on field-programmable gate arrays in the past decade. We group the different
techniques into four main categories and analyze various enhancement methods in each category. The first
group is the optimization of the algorithm computation which involves the steps of input selection, magnitude
calculation, orientation and bin assignment, and normalization. The second category is data manipulation
techniques which include numerical representation, data flow modification, and memory optimization. The
third group contains modified features based on the histogram of oriented gradients and their hardware
implementation, and the fourth one is the implementations in hardware-software co-design of the algorithm.
We compare the different implementations using a speed metric called pixels per clock cycle, and resource
utilization. Finally, we provide design summary tables for efficient implementation with respect to the speed
metric, accuracy, and resource utilization.

INDEX TERMS Histogram of oriented gradients, field programmable gate arrays, hardware acceleration,
hardware design.

I. INTRODUCTION
One of the most well-known feature extraction algorithms
in computer vision is the histogram of oriented gradients
(HOG). Dalal and Trigs [40] present the HOG algorithm
in 2005 and over the years, this algorithm has proven to
be useful in many object detection applications. The main
idea behind the HOG algorithm is to compute gradients
as local descriptors and normalize them locally, and then
obtain location invariant features which are robust to illu-
mination changes in the image. HOG features have many
applications such as face recognition [42], [43], texture clas-
sification [44], vehicle detection [45], and human activity
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recognition [46]. A complete object detection model can be
designed by using HOG features coupled with a classifier
such as Adaboost [1] or Support Vector Machines [2], [3].
Some work focus on modified extended features based on
HOG descriptors [11], [25].

Since many applications in computer vision have real-time
constraints and are implemented as an embedded system,
much research has been focusing on the hardware accel-
eration of computer vision algorithms. Although HOG has
shown outstanding detection capacity, it is computationally
expensive and requires extensive operations to extract the
features of a single frame. Due to this large amount of compu-
tation, its software implementation on a stand-alone Central
Processing Unit (CPU) may not meet performance expecta-
tions. Therefore, there have been many efforts to implement
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the HOG algorithm (and its variants) on parallel hardware
platforms such as Graphical Processing Units (GPUs) and
Field Programmable Gate Arrays (FPGAs). Since many
applications require mobility and low power consumption,
the implementation of the HOG algorithm has been more
popular using FPGAs than GPUs.

FPGA implementations can potentially run faster, with
less resource utilization and power consumption, which are
important in embedded systems that require real-time pro-
cessing. Ma et al. [9] compare CPU, GPU and FPGA imple-
mentation of the HOG algorithm. They implement the HOG
algorithm on an Intel Xeon E5520 CPU processor, an Nvidia
Tesla K20 GPU and a Xilinx Virtex-6 FPGA. To process
a single frame, their FPGA implementation consumes 130x
less energy than that of the CPU and 31x less energy than that
of the GPU, while the speed is about 68x faster than the CPU
and 5x faster than the GPU.

Over the years, many researchers propose FPGA imple-
mentations for the HOG algorithm in many different appli-
cations. Table 1 shows the applications of the FPGA-based
HOG algorithm reviewed in this paper.

TABLE 1. Applications of FPGA-based HOG in the surveyed references.

One of the most popular applications which has used HOG
features is pedestrian detection. Pedestrian detection and
tracking have been employed in driving assistance, surveil-
lance, and robotics. Other popular applications of the HOG
algorithm are for human detection. The difference between
pedestrian and human detection is that pedestrians are mostly
standing and walking in different directions while in the
case of human detection, people may be in any possible
position such as playing a sport, dancing, or just stationary.
Some papers demonstrate the HOG algorithm in traffic sign
detection [10] and car detection [18], which are useful in
autonomous vehicle systems. Blair and Robertson [15] pro-
pose an application of the HOG algorithm to locate illegally
parked cars in urban areas. Other applications, as shown
in Table 1, include crowd density estimation, digit recogni-
tion, and general object detection.

This paper is an extended version of our previous work
[41]. We review the research work on FPGA-based HOG
implementations from 2010 to 2019, collected from IEEE

TABLE 2. Table of notations.

Xplore, Science direct, and NCBI databases. The selected
papers are the most relevant articles that we could identify for
HOG implementation on FPGA platforms. Table 2 presents
the notations and their description used in this paper.

The typical parameters in an embedded real-time FPGA-
based system which could be optimized are speed, power,
resource usage, and accuracy. There is always a trade-
off between these parameters. For example, by paralleliz-
ing the design and using more FPGA resources, one can
improve speed. Most of the papers in this survey focus
on speed and resource utilization. Only a few of them
have reported on power consumption while others have
assumed that implementation on an FPGA consumes less
power than GPUs and CPUs, and therefore is naturally of
lower power.

In this survey, we discuss the different techniques and
methods of implementing the HOG algorithm on FPGA.
First, we review the HOG algorithm in section II. We then
group these methods into four main categories based
on different techniques to enhance HOG implementation.
Fig. 1 shows the organization of the various categories
of the survey provided in this paper. In section III, we
present innovative methods which optimize the computation
of different steps of the algorithm. In section IV, we dis-
cuss in detail the techniques in recent work which are
related to data structure and manipulation. In section V, we
present the FPGA implementation of some modified ver-
sions of the HOG algorithm. In section VI, we review the
methods which benefit from hardware-software co-design.
Finally, we have a critique on these methods in section VII,
and a comparison of the results of recent papers
is presented.
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FIGURE 1. Categorization of HOG algorithm performance enhancement.

FIGURE 2. A flowchart of the HOG algorithm. The HOG algorithm is
sequential, but the second step (magnitude and orientation) can be
computed in parallel.

II. THE HOG ALGORITHM
The basic idea of the HOG algorithm is to use gradient infor-
mation of each pixel to extract discriminating features for
object detection. HOG features are normally extracted from
various window sizes in the image. Fig. 2 shows a flowchart
of this algorithm.

In the original HOG algorithm [40], the image window is
divided into several blocks, and each block is divided into
several cells. As an example, each block may contain four
cells, and each cell may contain 16 (4 × 4) pixels. The first

step of the HOG algorithm, as shown in Fig. 2, is to compute
the gradients of each pixel in each cell, that is, to compute
the derivatives in horizontal and vertical directions using the
pixels around them. The gradient of the image is computed as
shown in (1) and (2):

Gx(x,y) = I(x+ 1, y)− I(x− 1, y) (1)

Gy(x,y) = I(x+ 1, y)− I(x− 1, y) (2)

where I(x,y) is the image pixel with coordinates x and y,
Gx is the gradient of the horizontal direction and Gy is the
gradient of the vertical direction. After calculating the gradi-
ents, the second step of the HOG algorithm is to compute
the magnitude and orientation of each pixel as shown in
(3) and (4):

Magnitude(x,y) =
√
G2
x(x,y)+ G2

y(x,y) (3)

Orientation(x,y) = tan−1(Gy(x,y)/Gx(x,y)) (4)

The third step of the HOG algorithm is bin assignment in
which a histogram is created based on the calculated orien-
tation of pixels in each cell, which could be between 0 to
180, or 0 to 360 degrees, depending on the implementation
configuration. Dalal and Triggs [40] use nine bins each corre-
sponding to 20 degrees in their original work. The magnitude
of each pixel is added to the value of the bin which contains
the orientation of that pixel. In order to reduce aliasing,
the weightedmagnitude of each pixel is added to two adjacent
bins based on the distance of its orientation to the center of
the bins.

In the fourth step, the histograms of cells within each block
are normalized separately. Finally, HOG features are obtained
by concatenating all histogram values in the selected window
in the fifth step. Fig. 3 shows how the input image window is
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FIGURE 3. Visualization of cell and block in the HOG algorithm. (a) shows how pixels in an image window are grouped by cells and blocks.
Each 4 by 4 pixels (red square) is a cell and each blue 8 by 8 pixels (blue square) is a block. The top part of (b) shows orientation of gradients
in one cell and the bottom part of (b) shows the orientations in one block. The top part of (c) shows an example histogram for each bin
created from one cell and the bottom part of (c) shows an example of 4 histograms in one block which are going to be concatenated and
normalized in the next step. The number under each bin limit on the upper figure shows the ranges of the orientations of that bin.

divided for an example in which each cell contains 16 pixels,
and each block contains four cells. The arrows in each pixel
represent the orientations of the gradients in that cell, and a
histogram is created for each cell.

The flowchart in Fig. 4 shows the steps of the HOG imple-
mentation for each cell of the image. After calculating the
histograms for each cell, the cell histograms within a block
are normalized together. Therefore, for this example, in each
cell, 32 gradients, 16 magnitudes, and 16 orientation values
are computed. Then, by comparing the orientations of the
pixels with bin limits, the appropriate bin is assigned for all
16 pixels. After that, we have four histograms that are divided
by the L2-norm of themselves.

In general, for an M by N input image, the first step of the
HOG algorithm requires 9xMxNmultiplications and 2xMxN
additions to compute its gradient in x and y directions.
In the second step, the algorithm computes the magnitude and
arctangent for each pixel. Therefore, MxNx2 multiplications,
MxN additions, and MxN square root and arctangent evalua-
tions are required. In the third step, the angle for each pixel is
comparedwith the limit values between 0 to 180 (or -90 to 90)
degrees. Depending on the algorithm and data, the number
of comparisons in this step might differ. But for nine bins,
the maximum number of comparisons is nine. Then, for each
pixel, the magnitude value is added to a bin value. Therefore,
there areMxN additions in this step. After that, in the normal-
ization step, the histograms of a block are normalized. For K
cells in each block, we have 9K divisions, 9K multiplications
and additions, and one square root computation. The total
number of computations is shown in Table 3.

In Table 3, M and N are the dimensions of the input image,
K is the number of cells in each block and B is the total

FIGURE 4. The flowchart of calculating a histogram of a cell from raw
pixels. Parallel computation is possible for gradients in x and y directions
and after that for magnitude and orientation calculation. The final result
of this stage is a histogram of one cell.

number of blocks in the image. Table 3 is useful as it can show
us by simplifying each stage of the algorithm, how many
operations are affected. As an example, we can transform the
multiplications in the gradient calculation step to subtractions
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TABLE 3. Operations required for the HOG algorithm for an M × N image.

and additions. Also, we have two steps containing square
root. If we could optimize the calculation of square root, both
these steps would benefit from it. For example, suppose that
M = N = 200 and we have 16 pixels in each cell and 4 cells
in each block. Therefore, K and B would be 2500 and 625,
respectively. In this case, we have about 14M multiplications
and additions, 40k square root calculations, 40k arctangent
operations, 14M divisions, and 360k comparisons.

III. OPTIMIZING THE COMPUTATION
OF THE ALGORITHM
The HOG algorithm contains several steps which are shown
in the flowchart of Fig. 2. In this section, first, we categorize
the different input selection choices in section A. The meth-
ods which optimize magnitude calculation are reviewed in
section B. Then, since many work have integrated orientation
calculation and bin assignment techniques, we review these
two steps together in sectionC. Finally, the normalization step
is discussed in section D.

A. INPUT SELECTION
In this section, we review different color channels and inputs
to the HOG algorithm.

1) CHANNEL SELECTION
Several papers implement the HOG algorithm on the lumi-
nance channel. Rettkowski et al. [21] propose to first convert
the RGB image into a luminance image for hardware imple-
mentation. Then, they compute the gradients of the luminance
image using line buffers. Advani et al. [11] propose an initial
stage to find the dominant channel (from RGB) for HOG cal-
culation. In this method, first, the gradients of each cell of the
image for the three RGB channels are calculated and based
on the accumulation of their values, a comparator chooses
which channel is the most suitable for further processing. Ilas
[23] simplifies the input channel even further by proposing to
compute HOG on binary images instead of grayscale images.
First, the image is transformed from a greyscale image to a
binary image by comparing each pixel to a threshold. Then,
the HOG features are extracted.

Observations and Conclusions: Performing HOG on a
binary image reduces the delay and hardware utilization since

only one bit is used for each input pixel. However, since
there is less information embedded in the extracted features,
the accuracy of the model decreases as well. This method
can be useful if the speed and hardware utilization are very
critical in the specific application and the contour of the
object of interest in the image does not contain many details.
Otherwise, the luminance channel is themost commonly used
in HOG feature extraction.

2) SINGLE SCALE COMPUTATION
While some researchers such as Blair et al. [4], Ma et al. [9],
and Li et al. [36] implement the HOG algorithm on multi-
scale images, Negi et al. [1] simplify the algorithm and
compute HOG on a single scale image. Ma et al. [9] work
on 640 × 480 pixel frames and use 1.05 scaling factor for
multi-scale detection with a window stride of four pixels.
They employ 34 scales for HOG extraction and achieve
68.18 frames per second with 640× 480 frames.
Observations and Conclusions: Multi-scale detection,

which means using different sizes of the image to extract
features, requires extra hardware resources for resizing the
input image and buffering it inside the FPGA. It should only
be used if the accuracy is application dependent or there are
varying sizes of the object of interest in the image; otherwise,
single-scale detection is faster than multi-scale detection.

B. MAGNITUDE CALCULATION
The next step in the HOG algorithm is to compute the gra-
dients of each pixel. In order to do so, the difference of
pixels in rows and columns are calculated. The magnitude
of gradients is computed as shown in (3) in section II. Since
square and square root calculations are complex in hardware,
several papers approximate the magnitude calculations. For
FPGA implementation, in order to reduce the number of
square root calculations in magnitude computations, Chen
et al. [16] approximate the gradient amplitude for each pixel
and simplify it according to (5) and (6):

Magnitude(x,y) = |I(x+ 1, y)− I(x− 1, y)|

+ |I(x,y+ 1)− I(x,y− 1)| (5)

Magnitude(x,y) = |G(x)| + |G(y)| (6)
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FIGURE 5. A basic hardware architecture for magnitude approximation by
the summation of absolute values of gradients in horizontal and vertical
directions. MSB is the most significant bit of the signal and the opposite
sign is computed as two’s complement. This architecture requires one
adder, two multiplexers, and two two’s complement operations.

FIGURE 6. A basic hardware architecture for magnitude approximation.
MSB is the most significant bit of the signal and the opposite is computed
as two’s complement. This architecture requires three multiplexers, two
adders, two multipliers, one comparator (shown as Comp) and two two’s
complement operations.

Fig. 5 shows the block diagram of the hardware architecture
described in (6).

Blair et al. [4] use the approximation mentioned by
Qasaimeh et al. [31], as shown in (7):

Magnitude=
1

1+
√
2

(
|Gx|+

∣∣Gy
∣∣+√2max

(
|Gx| ,

∣∣Gy
∣∣))

(7)

The block diagram of the hardware architecture of (7) is
shown in Fig. 6.

Chen et al. [8], B.K. et al. [22], and Wang and Zhang [26]
use the square root approximation technique [37], which
approximates magnitude calculation using (8):

Magnitude(x,y) = max((0.875a+ 0.5b), a) (8)

where a = max(Gx, Gy) and b = min(Gx, Gy). In this way,
the magnitude can be estimated using comparators and shifts
only, thus simplifying the hardware. Fig. 7 presents the block
diagram of the hardware design of (8).

Rettkowski et al. [21] store the magnitudes in look-up
tables and compute the square root of magnitudes by retriev-
ing the approximate values from the look-up tables. The total
memory required for these look-up tables is 72 kbyte which
can be stored in a block RAM in the FPGA.

Some researchers use pre-developed IP cores for magni-
tude calculation in the HOG algorithm. Sledeviè et al. [25],

FIGURE 7. A basic hardware architecture for magnitude approximation.
The ‘‘�n’’ sign means signed shifting to the right by n bits. This
architecture requires three multiplexers, one adder, one subtractor, two
shifting operations, and two comparators (shown as Comp).

Luo and Lin [27], and Li et al. [36] use the Altera ALTSQRT
IP core to calculate the square root function. Huang et al. [29]
use a Xilinx IP core for square root calculation.

Observations and conclusions: there are several ways
to improve speed and hardware utilization of the magni-
tude computation. The simplest method, which is used by
Chen et al. [16], uses only two two’s complement units, two
multiplexers, and one adder. More complex method, such
as the work proposed by Blair et al. [4], which requires
two multiplications, two additions, three multiplexers and
one comparison, results in a more accurate approximation of
the magnitude computation. On the other hand, the square
root approximation technique consumes fewer hardware
resources as it uses only shift, add and comparison. Since the
magnitude should be computed for every pixel, it has a great
effect on the overall speed of the circuit. Therefore, methods
proposed by Chen et al. [8], B.K. et al. [22], and Wang
and Zhang [26] are suitable for high speed requirements.
If accuracy is more important than speed, using IP cores for
exact computation leads to a higher accuracy. If hardware
utilization is not a concern in the design, the method provided
by Rettkowski et al. [21] can be fast and accurate as well.

C. ORIENTATION AND BIN ASSIGNMENT
The next step of the HOG algorithm is computing the gradient
orientation and assigning the magnitudes to the proper bins.
Several papers make innovative contributions to this part of
the algorithm.

1) BIN ASSIGNMENT
Many papers suggest that bin assignment can be performed
without computing the value of arctangent for gradient orien-
tation. Blair et al. [4] use the method described in the work
provided by Bauer et al. [39] for assigning gradient magni-
tudes to bins. For orientation calculation, Blair et al. [4] use
approximate values for tangent of the orientation (tan(θ)) and
compare the Gy(x,y) (gradient in the vertical direction) value
with tan(θ ) multiplied by Gx(x,y) (gradient in the horizon-
tal direction). This method, which consumes less hardware
resources than computing the tangent of the division of Gy
over Gx for each value, is shown in (9).

Gx(x,y) tan(θi) ≤ Gy(x,y) < Gx(x,y) tan(θi+1) (9)

VOLUME 8, 2020 79925



S. Ghaffari et al.: Analysis and Comparison of FPGA-Based HOGs Implementations

FIGURE 8. A basic hardware architecture for bin assignment. In this
architecture, gradient in horizontal direction is multiplied by the tangent
limit and is compared with the gradient in vertical direction. The two
signals from the comparators (shown as Comp) of two adjacent blocks
are XORed. If they are different, an enable signal is issued to write the
value into the selected bin.

where θi is one of the limit angles and θi+1 is the limit after
that. Hahnle et al. [5], Hemmati et al. [7], Chen et al. [8],
Zhou et al. [10], Wang and Zhang [26], and Luo and Lin [27]
implement bin assignment in the same way. By using this
method, they decrease the amount of hardware required for
their HOG implementation.

For creating the histogram, Rettkowski et al. [21] use eight
bins for degrees between –π/2 and π/2. They also scale the
numbers so that instead of division, only integer multiplica-
tion and shifting are enough to find the correct bin for each
histogram.

Ilas [19] provides slope computation as a replacement for
arctangent calculation. Since the angle value is only used
for bin assignment, the author suggests that slope value can
do the same task with fewer computations. The slope can
be computed as a division of gradient in y orientation by
the gradient in x orientation. However, since slope changes
more rapidly and can have large values, Ilas uses an adapting
scalingmethod to saturate the value of slope in predetermined
bins. Therefore, the HOG features computed are completely
different than the conventional HOG. But the result shows
that it has an accuracy near the original HOG in the case study
of car detection systems.

Similar to magnitude computation, some work use IP-
cores for orientation computation as well. Meus et al. [24]
and Ngo et al. [28] use CORDIC IP cores for orientation
computations.

Observations and Conclusions: The most commonly used
method which many papers [4], [5], [7], [8], [10], [26],
[27] use is to compute the tangent value of border angles
and compare the y-direction gradient with the multiplica-
tion of the x-direction gradient and tangent limits. In this
way, no trigonometric calculation is required. The method
presented by Ilas [19] is similar in that there is no need for
trigonometric calculation. However, it has less accuracy than
the exact orientation computation in the HOG algorithm.

2) BIN NUMBER SELECTION
Some researchers propose methods to simplify the HOG
algorithm. As an example, some papers use less than nine bins
for histogram creation. For example, Rettkowski et al. [21]
use eight bins, therefore each bin covers a domain
of 180/8 degrees. Ilas [23] proposes to use only four bins

instead of nine bins in the histogram computing stage, which
correspond to 0,−45,+45, and 90 degrees. In this way, only
2.6% of LUTs are used. However, the accuracy is decreased.
The author suggests that one can use this algorithm to find
candidates and perform the original HOG only on selected
candidates to improve the detection time. Chen et al. [16]
propose to divide the linear gradients into only six orientation
bins in 0◦ to 180◦ to reduce the computation complexity,
with negligible accuracy loss compared to nine bins. Ilas
[18] divides the orientation bins for every 16 degrees instead
of 20 degrees. Therefore, this implementation consumes
fewer hardware resources, and the division by 20 can be
replaced by division of 16which is implemented conveniently
as a 4-bit shifter. As a result, 6% fewer LUTs and 17% fewer
registers are used.

Observations and Conclusions: Using a smaller number of
bins can reduce hardware utilization; however, it decreases
the accuracy in some applications. Therefore, this is suit-
able for applications where hardware resources are limited
but accuracy reduction is tolerable. Furthermore, the method
proposed by Ilas [23] which uses a simpler classifier (with
four bin HOG) first and a more precise HOG after that, can
perform faster by using more hardware resources.

3) INTERPOLATION
Another area of algorithm simplification is interpolation
between bins. Although some authors such as Chen et al. [8]
implement bilinear interpolation, Ilas [18] assumes that if
no interpolation is considered between bins in both training
and testing phases, the accuracy will not change. On the
other hand, Chen et al. [8] compute the weight of gradient
magnitude for two adjacent bins using (10):

α = (n+ 0.5)− b
θ (x,y)
π

(10)

in which, b (the total number of bins) is 9 and n is the bin to
which θ belongs. After that, the magnitudes are weighted as
(11) and (12) for two adjacent bins:

mn = (1− α)m(x,y) (11)

mnearest = αm(x,y) (12)

Observations and Conclusions: Performing interpolation
in the bin assignment makes histograms smoother. However,
Ilas [18] shows that if interpolation is not used in both training
and testing phases of feature extraction, the overall accuracy
reduction is negligible. Therefore, interpolation is useful in
cases which accuracy is critical, and the hardware utilization
and delay caused by this unit are acceptable.

D. NORMALIZATION
The next step in the HOG algorithm is the normalization
of histograms in each block. After assigning the magnitudes
to different bins, the histograms of cells inside a block are
normalized. Several papers propose techniques to make this
normalization computation efficient.

79926 VOLUME 8, 2020



S. Ghaffari et al.: Analysis and Comparison of FPGA-Based HOGs Implementations

Mizuno et al. [2], Chen et al. [8], Ma et al. [9], and
B.K. et al. [22] use the Newton method to approximate
L2 normalization. Chen et al. [8] and B.K. et al. [22] use
IEEE754 standard floating-point representation to normal-
ize the histograms in each block. The authors also use the
Newton-Raphson method to approximate inverse square root.

The formula for Newton approximation is shown in (13):

1
√
x
= yd

(
3− x

(
yd
)2)

2
(13)

where

yd = Decimal{(xIEEE754 � 1)− 0x5F3759DF} (14)

where xIEEE754 is the IEEE754 floating-point representation
of x. Decimal {h} is the decimal representation of the hex-
adecimal value of h. Also, 0x5F3759DF is the magic number
[39] for Newton-Raphson approximation so that there is no
need for iteration.

Wang and Zhang [26] use shifting instead of division for
block normalization according (15).

hn = h� [log2(sum(h))] for h 6= 0 (15)

where sum(h) is the summation of values in vector h and hn
is the normalized vector.

Observations and Conclusions: Although the method pro-
vided by Wang and Zhang [26] consumes less hardware
resources since it uses only shifting and addition, it is less
accurate. The Newton approximation method which is used
in some work [2], [8], [9], [17], [22] for inverse square root
is more often used for normalization since it consumes fewer
hardware resources than computing the more exact value of
inverse square root using IP cores.

IV. DATA MANIPULATION TECHNIQUES
In this section, we review the methods which change the
parameters that affect the whole algorithm. In section A, bit-
width and numerical representation and their effects on FPGA
implementation are discussed. Then, in section B, the meth-
ods that contribute to data path optimization of the HOG
algorithm are surveyed. Finally, in section C, the methods
which are more focused on memory usage optimization are
presented.

A. NUMERICAL REPRESENTATION
One of the main techniques for efficient implementation of
mathematical algorithms on an FPGA is choosing an appro-
priate numerical representation. If more than the necessary
number of bits are used in the implementation, without any
changes in accuracy, more memory is used, and the total
latency of the circuit is increased. On the other hand, if the bit-
width is too small or the representation is too simple, it will
result in accuracy loss.

While some researchers such as Komorkiewicz et al. [3],
Chen et al. [8], and B.K. et al. [22] use floating-
point representation similar to that of the original HOG

algorithm [40], others such as Ma et al. [6],
Hemmati et al. [7], and Ngo et al. [28] use a constant number
of bits for fixed-point representation for HOG. Ma et al. [6]
investigate using fixed-point calculations for HOG feature
extraction. The authors suggest that using 13-bit fixed-
point can preserve the accuracy of an HOG-SVM pedestrian
detector and even enhance it. Although reducing bit-width
decreases area consumption, it may not preserve accuracy for
some applications.

Some research groups use different fixed-point represen-
tations for different parts of the HOG algorithm [1], [2],
[9]. Negi et al. [1] use 19 bits for gradient calculations,
14 bits for each histogram, and 33 bits for normalized his-
tograms. Although they achieve 62.5 frames per second,
due to the fixed-point implementation, the accuracy of their
model decreases. Mizuno et al. [2] dedicate 9 bits for gradient
magnitude, 6 bits for gradient orientation, 11 bits for orienta-
tion histogram, and 25 bits for L2 normalization which they
use Newton method to approximate it. In order to preserve
the accuracy, first, Chen et al. [9] use 27-bit fixed points for
HOG calculations. Then, for each part of the calculations,
they decrease the bit-width and compare the results with
software implementation to determine if the accuracy has
decreased or not.

Observations and Conclusions: Overall, data represen-
tation is a trade-off between accuracy, speed, power, and
resource consumption. The methods which use floating-point
numbers [3], [8], [22] obviously lead to higher accuracy.
However, floating-point computation requires more hardware
resources and is not as fast as fixed-point computations.
Therefore, although the ones that use fixed-point calcula-
tions [6], [7], [28] are less accurate, they perform faster and
use fewer FPGA resources than the others. On the other
hand, methods such as those proposed by Negi et al. [1],
Mizuno et al. [2], and Ma et al. [9] are more balanced since
they try to optimize the hardware usage and also preserve the
accuracy of the model.

B. DATA FLOW MODIFICATION
In this section, we review the methods which optimize
the data path of the HOG algorithm. Mizuno et al. [2]
present an architectural study on HOG feature extraction.
The authors propose a cell-based pipeline for HOG com-
putations which reduces memory bandwidth. They use an
external CPU to control the pipeline for HOG compu-
tation. They process images with 1920 × 1680 pixels
and achieve 30 frames per second with 76 MHz clock
frequency. Komorkiewicz et al. [3] propose using a 32-bit
single-precision floating-point numbers in HOG computation
for object detection. They use a complete pipeline without the
need for memory in intermediate calculations and achieve 60
frames per second for 640 × 480 frames. Their intent is to
improve accuracy by using more hardware resources.

Luo and Lin [27] implement the HOG algorithm fully
on an FPGA. They test their design on 800 × 600 images
with 150 MHz clock frequency. Three line-buffers of 800
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FIGURE 9. A pipeline of three rows of line-buffer registers [16], [27]. The
pixels enter the registers from the top left register and flow into the
buffer. At each clock cycle, the solid blue register is the main pixel and
the values of dashed pixels on top, bottom, left, and right of the main
pixel, which have fixed positions, are used to compute the gradients.

8-bit words are used to accommodate the pixels required
for calculating the gradients simultaneously. After assigning
magnitudes to the bins, the cell values are computed using
several shift registers on the fly, and the result is given to a
block normalizationmodule. The authors use FIFOmemories
to save the blocks which overlap with other blocks, and use
them later without redundant computations.

Chen et al. [16] propose to use a shift register which covers
three rows of pixels since HOG feature extraction for each
pixel requires four other surrounding pixels. By using buffers
for every three lines, after an initial setup time and when the
buffers are full, at each clock cycle, the required pixels are
available. Therefore, at each clock cycle, the values of the
required pixels are extracted from the shift registers, and the
computations are done. Fig. 9 shows the architecture of line
buffers in that paper. Finally, when the orientation of each
pixel is computed in the HOG engine, the L1 distance of the
HOG features and the HOG of the object model are computed
to classify the object. The line buffers enable the algorithm
to run faster but on-chip registers are used for those buffers.
Using a fewer number of bins allows the algorithm to run
faster however it also decreases its accuracy.

Qasaimeh et al. [31] propose a systolic array structure
for HOG computation. For sliding window operation, they
propose to compute the histograms for each 3× 3 window in
an overlapping manner. When the histogram of one window
is computed, for the next window, the contribution of the last
column is subtracted from the histogram, and the contribution
of the new column is added. Therefore, at each window,
one column calculation is preserved. Fig. 10 shows how this
method affects the computed histogram.

Observations and Conclusions: Data path optimization
techniques can affect the overall speed of the implementation.
Designing the circuit using pipeline architecture can reduce
the clock period and increase maximum clock frequency.
On the other hand, using line buffers is a common solution
for parallelizing the input data which is read at the begin-
ning of the algorithm. These techniques lead to performance
enhancement in speed.

C. MEMORY OPTIMIZATION
Hemmati et al. [7], Ma et al. [9], Chen et al. [16], and
Luo et al. [27] propose innovative methods for memory
usage. One of the innovations of the work provided by

FIGURE 10. Sliding window proposed by Qasaimeh et al. [31]. The left
image shows two consecutive cycles. In the current cycle, the contribution
of pixels from left side of the previous window (blue -) are subtracted
from the histogram and the contribution of new pixels (red +) are added.
The top right image shows that some values are subtracted from bin
values and in the bottom right image new values are added. The number
under each bin limit shows the ranges of the orientations of that bin.

Hemmati et al. [7] is the use of four different memories, each
containing one cell of each block. Therefore, gradient cal-
culation, histogram generation, and block normalization can
be done in parallel by accessing the cell values from four
independent memories.

Ma et al. [9] design the HOG hardware to fetch pixels from
two rows of cells and to process two rows at the same time
to have more parallelism. Since cells in one row can be used
in the next row for block normalization, alternating between
odd and even rows can prevent computing the histograms two
times and therefore lead to a speed-up in their implementa-
tion. In addition, the authors pack each pair of magnitude
and orientation into a single 32-bit integer. In each mem-
ory access, a 64-bit value is returned which is two pairs of
magnitude and orientation. Still, in their implementation, they
compute the magnitude and orientation in software and send
them to the FPGA for further computations and block normal-
ization. They attempt to maintain the accuracy of the HOG
algorithm by not reducing the number of bits, the number
of bins, and scaling factor for classification. They propose a
method to make the whole algorithm (without simplification)
faster. However, they use software for more complex compu-
tational parts such as magnitude and orientation computation.
The main goal of their work is to preserve the accuracy and
then improve the speed of their design.

Observations and Conclusions: Memory usage
optimization has an important role in data throughput. How-
ever, storing the data as required in the memory might not
be achievable in all situations, since it is dependent on the
application and platform.

V. MODIFIED HOG-BASED FEATURES
In order to increase the accuracy of the overall algorithm,
some papers have modified the HOG features. In this section,
we review four methods which implement modified HOG
algorithm on FPGAs.

A. FEATURE COMPRESSION
Advani et al. [11] propose feature compression. From the
72 features that are produced after block normalization in
their paper, a concatenation of 18 features (accumulated bins
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for each cell), 9 features (coupling 18 bins into nine bins)
and 4 features (accumulating bins of each cell) are generated.
Overall every 72 features are compressed into 31 features.
Therefore, the final classifiers (SVM in this case) only have
to process 31 features.

Rettkowski et al. [21] propose to transform the final HOG
features to binary values. They convert the features to binary
values by comparing each value of the histograms with 8/128
(which is a 4-bit shift) and transform every 14-bit value in
the histograms into a 1-bit feature, which is very beneficial in
memory usage reduction.

B. CORRELATION OF HOG FEATURES
Nishizumi et al. [17] introduce sparse FIND (Feature Inter-
action Descriptor) features which are extracted from HOG
features. They first compute the HOG features and then cal-
culate FIND features by obtaining the correlation between
HOG features and normalizing the correlations. Because of
the complexity of the calculations, they only extract the
elements with high validity in identification from HOG
(which have values more than a threshold). They calcu-
late this threshold using (16) where k is a sparsifica-
tion parameter, m is the number of histogram bins in
the block, and hi is the HOG value in each bin. Equa-
tion (17) also shows the parameter α which is used for
normalization.

threshold = (k/m)
∑

hi (16)

α = 1/
∑

h2i (17)

Finally, they compute the correlation as shown in (18).

f(hi, hj) = α × hi × hj if hi, hj > threshold (18)

where hi and hj are values of the bins in the histogram that are
bigger than the threshold. They use the correlation to reduce
the number of dimensions. Using these correlation values
as new features reduces the number of previous features,
and the classification step becomes simpler. However, for
computing sparse FIND features, multiplication and division
are required which consume more hardware resources. Their
method improves the accuracy but consumes more area in the
feature extraction part.

C. HISTOGRAM OF SIGNIFICANT GRADIENTS
Bilal et al. [20] introduce HSG (Histogram of Significant
Gradients) which is a modified version of HOG. In this
method, they compute the averagemagnitude in each cell, and
if a gradient magnitude is higher than the average value, that
magnitude casts a binary vote to the histogram bin (the value
of that bin is incremented by one unit). One advantage of this
method is that there is no need to normalize HOG features
and another advantage is that the final feature vector con-
tains integer values only, hence, the hardware computation is
simplified.

FIGURE 11. The extension of HOG features used by Sledeviè et al. [25].
The left image shows the example orientation in the main pixel
calculated by 16 pixels with 1-pixel distance from the main pixel. The
right image shows the example orientation of the pixels around the main
pixel. The histograms derived by both methods are concatenated together
as final features.

D. GRADIENT EXTENSION
Sledeviè et al. [25] increase the number of HOG features by
using pixels which are one pixel further from the center pixel.
Their implementation uses both the 8 pixels around the main
pixel and the 16 pixels around the first 8 pixels to compute the
gradient, and this method processes 24 pixels for each pixel.
Then for each block, they add the value to the bin dedicated
to the specific direction. Fig. 11 shows the histogram bins for
one pixel using the method provided by Sledeviè et al. [25].
Higher accuracy is expected by using more features to get
more information about the local variations of the image.
They use the HOG algorithm for tracking objects.

Observations andConclusions: In this section, we reviewed
four variants of the HOG algorithm and their hardware imple-
mentation. The methods described in the feature compression
subsection can be used where FPGA resources are limited or
the features are to be sent through a communication channel
(such as IoT devices). Sparse FIND features require more
computations for feature extraction. Although the authors
decrease the number of features, more hardware recourses
are utilized to compute them. HSG features simplify the
histogram computation by creating binary features which is a
trade-off for accuracy. In contrast, extension of gradients for
16 further pixels usesmore hardware to have a better accuracy
for their application.

VI. HARDWARE-SOFTWARE IMPLEMENTATIONS
While some work focus on pure FPGA implementation of
the HOG algorithm, others propose a hardware-software
co-design approach. Mizuno et al. [2] use CPU to control the
logic of a pipeline for HOG computations. For intermediate
computations such as storing histograms of processed cells
and the SVM coefficients, they use an external SRAM mem-
ory. Ma et al. [9] implement the HOG-SVM system on a Con-
vey HC-2ex platform, which is composed of two Intel Xeon
four-core processors and four Xilinx Virtex-6 FPGAs that can
communicate with each other through shared memory. They
compute the magnitude and orientation in software and store
them inmemory. Then, the FPGA cores read the data from the
memory for further computations and block normalization.
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Rettkowski et al. [21] implement a software version,
a HW/SW codesign version, and a hardware version of the
HOG algorithm. In their paper, they show that hardware
design is 503x faster than the software version and the
HW/SWversion is 9x faster than the software version. For the
HW/SW version, they use the Xilinx tool SDSoc to convert
C code to hardware implementation. They compute the gra-
dient, magnitude and orientation in software, and histogram
generation and block normalization in hardware. The main
contribution by Huang et al. [29] is in the classification part
which they classify all blocks with the Adaboost classifier,
and give only the most probable candidate windows (which
have 36x(number of blocks) features) to a linear SVM for
human detection applications. The authors implement HOG
as a hardware accelerator to be used in a HW/SW system.
They send one block of pixels at each time to the FPGA to get
the normalized histograms of that block. Then, they perform
the classification using an ARM processor. Ngo et al. [28]
implement the HOG algorithm including the sliding window
step in hardware and the classification step in software. Most
of the work in our survey use Hardware Description Lan-
guages such as Verilog or VHDL. However, B.K. et al. [22]
and Meus et al. [24] use high level synthesizers for FPGA
implementation.

Observations and Conclusions: Deciding whether or not
to use HW/SW implementation depends on the applica-
tion and the other parts of the design. As mentioned by
Rettkowski et al. [21], pure hardware implementation is usu-
ally faster than HW/SW version. However, if programmable
logic is limited in a circuit, software solutions can be useful.
In applications and scenarios where FPGA resource usage
is more critical than speed, the HW/SW design approach
performs better. However, it is important to separate the
algorithm into the appropriate parts for each platform to get
the best results.

VII. DISCUSSION
In this section, first, we compare the performance of different
workwith respect to frame rate and speed. Then, in the second
part, we suggest design guidelines for optimized implemen-
tation of the algorithm while considering the limitation of the
system.

A. SPEED COMPARISON
In Table 4 and Table 5, we summarize the results for the
surveyed papers for HOG implementation. One of the most
commonly used metrics for speed evaluation of an image
processing algorithm is the number of frames processed
in one second. However, since FPGA implementation of
an algorithm depends on the clock frequency and the size
of the input image, frames per second may not be a fair
evaluation metric for comparing different algorithms. The
reason for this argument is that in the same design, frames
per second can easily be increased by decreasing the size
of the input frame or by increasing the clock frequency.
Therefore, we use the method presented by Ngo et al. [28]

TABLE 4. Speed comparison and FPGA used in each reference.

which computes the pixels per clock cycle, according to (19)
and (20).

pixels per clock cycle =W× H× FR× 1/f (19)

pixels
clock cycle

=
#of pixels
frame

×
frame
s
×

s
clock cycles

(20)

where W is the width of the frame, H is the height of
the frame, FR is the frame rate, and f is the frequency.
In order to compute this metric, first, the frames per sec-
ond rate is multiplied by the input image size and the
result is the number of pixels processed in each second.
Then, the obtained value is divided by the clock frequency
of the system so that all work can be compared in the
same clock domain. Table 4 shows this measure for dif-
ferent implementations and hardware platforms. We com-
pute this metric only for papers that reported the frame
size, the clock frequency of the FPGA, and frames per
second rate.

As shown in Table 4, some work use Zynq family FPGAs
[7], [10], [16], [21], [24], [15] while others use Virtex
series FPGAs [1], [3]–[5], [9], [11], [17], [25], [35]. On the
other hand, [2], [20], [26]–[28] use Cyclone family FPGAs.
Cyclone V devices have more available memory while Virtex
family FPGAs have more logic elements than Cyclone and
Zynq series. It can be seen that methods which are imple-
mented on Zynq series are mostly in the upper half of Table 4
indicating their speed superiority. In addition, the results by
Ngo et al. [28] who use Cyclone V FPGA is better than all
Cyclone IV FPGAs. Although it seems that newer FPGAs
and technology lead to faster systems, it cannot be concluded
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TABLE 5. Resource utilization.

TABLE 6. Optimization for speed.

as a fact since the works with newer technology are the most
recent ones and they have more effective innovations in their
implementation as well.

Nishizumi et al. [17] use the CORDIC method for arct-
angent and square root operations for histogram generation.
They also use the Newton method for square root division for
normalization. While most of the work read the input data as
one pixel per clock cycle, Long et al. [33] use a high-speed
camera and receive the data by 64 pixels per clock cycle.
Therefore, the overall speed of their system is higher than the
others.

The work proposed by Ngo et al. [28] has a frame rate
of 526 which is higher than other projects with similar input
stream size and throughput. The reason is that they use
buffers for data path optimization and CORDIC IP cores for
magnitude and orientation computation. As a trade-off, they
use more registers than others. The next best performance
with respect to frame rate are found in [27], [20], and [10].
Zhou et al. [10] use a pipeline architecture for HOG imple-
mentation and simplification on normalization formula. They
also report the frame rate based on 32 × 32 frames which
are much smaller than what others use and their frequency is
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TABLE 7. Optimization for accuracy.

TABLE 8. Optimization for hardware resource utilization.

241 MHz which is higher than other work. Luo and Lin [27]
use Altera IP cores for square root and line buffers for data
path structure. Bilal et al. [20] remove the normalization
step by using a threshold value in the bin assignment stage.
In conclusion, data path optimization techniques, such as
using pipeline architecture and line buffers, have a great effect
on the final frame rate. Besides, the normalization step is
one of the most time-consuming steps of HOG algorithm
implementation.

B. RESOURCE UTILIZATION
The resource utilization of different approaches for FPGA-
based implementation of HOG is shown in Table 5. These
resources, which are normally used to compare designs,
include look-up tables (LUT), block RAMs (BRAM) and
digital signal processing units (DSP) on the FPGA. LUTs
are the smallest programmable elements on the FPGA. Block
RAMs are memories which are embedded on the FPGA.
DSPs on the FPGA are used for mathematical operations
such as multiplications. Since many papers do not report
their hardware utilization explicitly, we include only the ones
which report their results in Table 5. The work proposed

by Rettkowski et al. [21] is on top of the table. This work
does not use block memories but uses more LUTs instead.
The method proposed by Bilal et al. [20] does not require
the normalization step which has led to less resource usage.
Considering the work which use most hardware resources,
the method proposed by Ma et al. [9] has the most LUT
and BRAM usage in Table 5 since they implement the HOG
algorithm for 34 scales. Advani et al. [11] implement multi-
scale detection while Komorkiewicz et al. [3] implement
HOG using floating-point numbers. Li et al. [36] implement
a highly parallel system which receives the input of 64 pixels
per clock cycle. They also implement multi-scale detection.
These are the main reasons for the large number of used
resources in these papers.

C. DESIGN GUIDELINES
The most important criteria in embedded real-time systems
are speed, accuracy, resource usage, and power. In this part,
we summarize the techniques reviewed in this survey as a
design guideline based on these criteria. Since FPGA-based
designs are typically of lower power than CPUs and GPUs,
in this section we focus on speed, accuracy and resource
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utilization of the designs. Table 6 shows the methods sug-
gested for increasing the speed of the final design by using
different techniques in existing work. Methods described in
this table require a fewer number of computations and use
more hardware resources. However, they are optimized for
speed.

The methods described in Table 7 are optimized for accu-
racy. No simplification is used for the methods in Table 7 in
order to have the same features as the software implementa-
tion. The methods described in Table 8 are optimized for the
cases which hardware resources are limited.

D. CONCLUSION
In this paper, we reviewed the methods used to implement
the histogram of oriented gradients algorithm on FPGAs in
the past decade (2010-2019). Some of the reported tech-
niques are related to individual steps of the algorithm, and
some affect the whole algorithm. We also reviewed different
simplification methods and the hardware implementation of
modified features which were based on the original HOG
algorithm. After that, we compared the recent work regarding
speed, accuracy, and resource utilization of the designs. It was
observed that the methods which focus on optimizing the
data path of the design have the most effect on the speed
of the circuit. Finally, we presented three design guidelines
for FPGA-based HOG implementation which categorize dif-
ferent methods regarding the limitation and requirements of
different applications.

The research community has considered many aspects of
the hardware implementation of the HOG algorithm. How-
ever, many have not reported the accuracy of their pro-
posed methods, possibly due to the fact that their main focus
lies in other aspects such as processing speed and resource
utilization, or accuracy is not a concern in their particular
application. For the ones that reported accuracy, it is often
less than that of a software implementation. Interpolation
in bin assignment and normalization steps are the parts
that most of the work approximated and simplified to gain
higher speed, hence, leading to accuracy issues. Though,
these two steps have great potential to enhance FPGA-based
HOG implementation in a future work. Since the proposed
methods for multi-scale detection are not the focus with
respect to hardware resource consumption, one of our future
directions is to find an optimum number of image scales
to achieve higher accuracy while maintaining other design
metrics.
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