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ABSTRACT In the battlefield, we often don’t know the parameters about enemy wireless communication
system. Therefore, we need to use electronic reconnaissance equipment to search, intercept, identify and
analyze enemy wireless communication signal. However, the exciting electronic reconnaissance methods can
only detect signal layer parameters such as signal carrier frequency and bandwidth, and cannot obtain more
information. In order to improve the reconnaissance ability, we propose a novel communication protocol
classification algorithm based on long short-term memory (LSTM) and deep belief network (DBN). We first
introduce the DBN, then simulates communication protocol classification method based on DBN. In order to
improve the performance, we optimize the method. We uses the LSTM to pre-process the data to extract the
feature firstly. Then we make the feature as the input of DBN to classify the communication protocol. Finally
we make simulation to verify the effectiveness of the proposed algorithm. Simulation results show that the
proposed algorithm has very good performance to classify the communication protocol.

INDEX TERMS LSTM, DBN, wireless channel, protocol classification.

I. INTRODUCTION

Nowadays, more and more countries have increasingly
attached importance to electronic countermeasure system.
The electronic countermeasure system is composed of elec-
tronic reconnaissance system, electronic jamming system,
and electronic defense system [1]. Electronic reconnais-
sance system can obtain parameters of enemy electronic
equipment, and analyze the signal to obtain more informa-
tion [2]. According to the results of electronic reconnais-
sance system, electronic interference system can adjust the
interference system parameters, interfere the enemy commu-
nication system, and block the normal communication [3].
According to the results of electronic reconnaissance sys-
tem, electronic defense system can improve the anti-jamming
capability by adjusting system parameters [4]. We can see that
electronic reconnaissance system is the basis for analyzing
intelligence, electronic interference system, and electronic
defense system. The stronger the electronic reconnaissance
ability, we can get more information about enemy equipment.
However, the exciting electronic reconnaissance system can
only detect signal layer parameters such as signal carrier
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frequency and bandwidth, and cannot identify communica-
tion protocol [5]. Communication protocols are the ties to
operate information networks [6], [7]. If we identify the com-
munication protocol, we can get most of the communication
information [8]. In order to improve the electronic recon-
naissance ability, we need study the protocol classification
algorithm.

The existing protocol classification method mainly
includes method based on port number, method based on
deep packet inspection, and method based on deep stream
inspection [9]. The method based on port number can classify
the protocol that has registered the port number in Internet
assigned numbers authority (IANA) [10]. The method has
the characteristics of simple calculation and low complex-
ity, and does not require complicated processing to obtain
classification results. In the early stage of Internet devel-
opment, the application layer protocol is few and simple,
method based on port number to classify protocol is feasible.
However, more and more protocols do not register their port
numbers in IANA, fewer protocols can be classified by the
method based on port number [11], [12]. So the method based
on port number is not suitable any more [13]. The method
based on deep packet inspection uses the pattern matching
algorithm to find out whether data message contains the
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protocol feature, so as to classify the protocol. Most data
message contains specific protocol feature, which is con-
venient to distinguish different protocols. And the feature
is open and very easy to get in most cases, so the protocol
can be classified by searching and detecting the protocol
feature. Kazemi and Fanian [14] proposed a method for
network tunneling protocols identification. This method is an
improvement of deep packet inspection method. It overcomes
the problem of high processing cost, low efficiency and
requiring high memory and CPU resources. The simulation
results show that the proposed method can identify network
tunneling protocols with high accuracy and low processing
cost. Chen and Liao [15] proposed an optimized algorithm for
deep packet inspection. Chen proposed an optimized solution
based on regular expressions. In order to reduce memory
space requirement of the deep packet inspection engine,
Chen used an optimized algorithm to reduce the states of a
deterministic finite automaton. Meanwhile, Chen improved
the matching performance of the deep packet inspection
engine by adopting a hybrid packet matching pattern. The
simulation results show that the cost of memory space is
reduced and the matching speed is improved. In order to make
the protocol identification more accuracy, we should build
a good set of application protocol signatures, however, it is
a very time consuming task and demands a high expertise.
Feng et al. [16] proposed an automatic traffic signature
generation method based on Smith-waterman algorithm to
solve above problem. The simulation results show that the
proposed method is a very accurate and quick approach
compared to the approach that uses preceding application
protocol analysis. Xia and Liu [17] proposed an optimized
protocol identification method for high-speed network sys-
tem. Xia makes a deep system-wide profile and analyze
the major hotspots of a typical network system on an Intel
X86-64 platform, including a complete TCP/IP stack and a
protocol identification engine by deep packet inspection. The
simulation results show that the proposed algorithm elimi-
nates the memory bottleneck and computing bottleneck. The
protocol classification method based on deep packet detection
has high accuracy, but time complexity is high. It is not
feasible for the system with high real-time requirement. The
method based on deep flow detection uses data flow feature to
classify different protocols. When we use different protocols
to transmit data, the data flow feature will also be different.
Yang et al. [18] proposed a P2P network traffic classification
method using support vector machine(SVM). The proposed
method extracts the traffic feature of Bittorrent, PPLive,
Skype and MSN. Yang also introduced the classification
framework based on the SVM. The simulation results show
that the classification accuracy can reach 91%. Este et al. [19]
proposed a network traffic classification method based on
SVM. The proposed method classifies network traffic accord-
ing to the size of packets and the direction of data flow. The
proposed method classifies correctly only with a few hundred
training samples. The simulation results show that the classi-
fiers can be very effective at discriminating network traffic
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generated by different applications, and the classification
accuracy of Bittorrent can reach 96.8%. Moore and Zuev [20]
proposed an optimized network traffic classification method
based on Bayesian analysis. The proposed method extracts
249 features of 10 different network traffic. The simulation
results show that the method has high classification accuracy
and the classification accuracy of Web can reach 96.8%.
Because data flow has a large number of features, it is difficult
to select the appropriate features to classify protocol.

The existing protocol classification methods are all for
Internet protocol, these methods are not suitable for wireless
communication protocol classification. The existing com-
munication protocol classification methods first identify the
modulation scheme, frequency and other signal parameters,
then vectorize the parameters according to the entropy, and
finally compare the parameter set with the protocol parame-
ters or use the machine learning method to classify the pro-
tocol. However, this method depends on the identification of
various signal parameters. When the identification accuracy
of the signal parameters is high, the protocol classification
can get high accuracy. When the identification accuracy of
one or more signal parameters decreases, the protocol clas-
sification accuracy decreases seriously due to the error accu-
mulation. In order to improve the communication protocol
classification accuracy, we propose a novel communication
protocol classification algorithm based on LSTM and DBN.

The remaining parts of this paper are organized as follows.
In Section 2, we introduce DBN and LSTM. In Section 3,
we propose a protocol classification algorithm based on DBN
and make a lot of simulation experiments. In Section 4,
we propose a protocol classification algorithm based on
DBN and LSTM, and make a lot of simulation experiments.
Conclusions are drawn in Section 5.

Il. BACKGROUND KNOWLEDGE

A. DBN

Because the network structure of Boltzmann machine (BM)
is too complex, it is impossible to realize such a complex
network in reality [21]. In 1986, Professor Smolensky cre-
ated restricted Boltzmann machine (RBM) [22]. RBM is a
two-layer undirected graphical model, which is composed of
visible layer and hidden layer. They are connected by ““full
connection” [23]. RBM simulates the probability distribution
of visible layer nodes by random features [24]. Different
from BM, the connection between nodes in RBM needs to
satisfy certain limitation [25]. Nodes in the same layer are
not allowed to connect, and nodes in different layers must be
fully connected [26]. The input and output of standard RBM
only have two states of “0” and “1”. The “0” represents
that the node is inactive and the ‘1’ represents that the node
is active [27]. The difference between RBM and BM is that
BM allows nodes at the same level to connect. Because of this
limitation, RBM has a key feature: its random hidden nodes
are conditionally independent under given observation data,
and vice versa [28].
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FIGURE 1. RBM structure.

Fig.1 shows the schematic diagram of the RBM structure.
n, and nj, represent the number of neurons in the visible
and hidden layers respectively, and the subscript v, h rep-
resents the visible layer and the hidden layer respectively.
v = (vi,v2, -+, vs,) represents the state of the ith neuron

in the visible layer. # = (hl, hy,--- ,hnh)T represents the
state vector of the hidden layer and A; represents the state of
the jth neuron in the hidden layer. a = (aj, a2, -+ , a,,v)T €
R represents the offset vector of the visible layer and q;
represents the offset vector of the ith neuron in the visible
layer. b = (bl, by, -, bnh)T € N represents the offset
vector of the hidden layer and b; represents the offset vector
of the jth neuron in the hidden layer. W = (w;;) € R
represents the weight matrix between hidden and visible
layer. w; j represents the connection weight between the ith
neuron in the hidden layer and the jti neuron in the visible
layer.

DBN is trained greedily by stacking multiple RBMs. A typ-
ical DBN structure is shown in Fig.2 [29]. Similar to the RBM
structure, nodes between the same layers are not allowed to
connect, and nodes between layers are connected by “full
connection”. DBN can learn the structure of input data, and
extract the features of input data step by step through multi-
layer RBM, and use the features to classify signal, image and
so on [30].

DBN is a model for learning to extract deep data feature.
DBN can simulate the joint probability of the visible layer
vector x and the / hidden layer. The joint probability is defined
as follows:

P(x,hl,... ,hl) - (]‘[P(hk|hk+l))1>(hl—1|hl) (1

where x = h°, P(hk|hk+l) is the conditional probability
of the visible layer and hidden layer of the k-layer RBM.
P (h'=1|h') is the conditional probability of the visible layer
and hidden layer of the top RBM.

In order to classify communication protocol, classifier is
usually added to the last layer. Common classifiers include
SVM, logistic regression model and softmax regression
model. However, SVM and logistic regression model are
only suitable for binary classification. So we use softmax
regression model. Softmax regression model is an extension
of logistic regression model, and their mathematical models
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FIGURE 3. The process of training layer by layer.

are very similar. But softmax regression model can support
multiple classification.

For a given structure, the training process of DBN is com-
pleted in training RBM layer by layer [31]. The process of
training layer by layer is shown in Fig.3. First, receive input
data and train the first layer RBM. After training, the hidden
layer response of all training data are calculated. Then freeze
the weight of the first layer and use the response as input to
train the next layer, and repeat these steps to train all layers.
All training is done in an unsupervised way. The last thing to
train DBN is to treat it as a neural network and use tagged data
to train all weights acquired during unsupervised training.

First, we use the data X as input to the first layer RBM. The
state of the hidden layer is defined as follows:

h1=a<W1TX+b1> (2)

where ¢ is sigmoid function. Then, we suppose DBN consist-
ing of / hidden layers. DBN is initialized layer by layer with
greedy algorithm. Then the state of ith hidden layer is defined
as follows:

{hi = 1/[1+exp(—hi—1 - W] + b)]

. 3)
ho=X, Vie(l,2,....0}

Finally, we use backward propagation algorithm to opti-
mize the weights. In this way, we can get the global optimal
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weight vector. The global optimal weight vector is defined as

follows:

29

> Wb ,y@)} wd @
i=1 ij

J(W,b) = |:n11

ad 12 9 0
— I W.b)=| =3 —J(W, b; X0, yO0) | 2wy
mi=i 9w,

ij i= ij

9 1y @ O, 40
— I W, by = — Y —=J (W, b;x )
8b m;—i 3b (5)
W 0
w=w) - a 5/ (W, b)
ij
b = b —a—_ (W, b)

ab”)

where J (W, D) is cost function, « is the learning rate.

After extracting the features, the extracted features are
as input to the softmax classifier for classification training.
For training date set {(x', y!), -+, (x',»), -+, ™, y™},
probability of data x into category j in softmax regression
model is defined as follows:

k
T () (@)
PO = jix?; 0)= ¢ X/E &

=1

j=1,2,...,k (6)

ko o7 6
where ) ¢% ™" is to normalize the probability. It can ensure

that thé_silm of the probability that all test samples belong to
category j is 1.

We train the the model parameters 6 by minimizing the cost
function. The cost function is defined as follows:

1 m k eeij@ 3 k n
_ (. - 2
oom ZZ{ ]} k0 T G +2229ij
i=1 j=1 ) R i=1 j

=1

(N

If the output j is label y’, { Y= j} = 1. If the output j is not
label y', {y = j} = 0. Weight attenuation is used to prevent
network over-fitting.

B. LSTM

Recurrent neural network (RNN) is the network for process-
ing sequence data. RNN is different from other networks
obviously [32]. In RNN, the feedback of the hidden layer
not only enters the output, but also enters the hidden layer of
the next time step, thus affecting the weights of the next time
step. The structure of RNN is shown in Fig.4 [33]. In order to
derivate and describe conveniently, we make the left structure
simplify the right structure.

RNN is different from other multi-layer neural network in
that it has the concept of time sequence. The next time step
will be affected by current time step. We can better intro-
duce RNN by expanding the network in time sequence [34].
We expand the network through multiple time steps, and
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FIGURE 4. The structure of RNN.
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FIGURE 5. The expand structure of RNN.

visualize the connection in the form of acyclic. The expand
structure of RNN is shown in Fig.5 [35].

The biggest advantage of RNN is that it introduces the time
sequence into neural network, which can make current time
step data have a direct impact on the next time step data.
We can set the corresponding input and output layer number
according to the time step. The hidden layer number is same
as that time nodes and the hidden layer is recursive feedback.
The first data is as input to the first layer, and then affects
the second layer. The second data is as input to the second
layer and then affects the third layer. The input impact is
from left to right, and the final output feedback is right to
left to adjust the weight [36]. The weight adjustment is based
on the loss function between the output data and the original
data. In order to minimize the loss function, we calculate the
multivariate variables partial differential. In the calculation of
partial differential, we start from the last layer, and then the
weight adjustment of the penultimate layer depends on the
last layer, and the rest layers are also like this. Derivative may
be zero in the last few layers, which is also called gradient
explosion. Therefore, the weights of the previous layers are
not adjusted [37]. It is impossible to achieve the complete
convergence in each training, only to adjust the last several
layers of weights. Because the front layer is not adjusted,
the loss is not completely eliminated [38].
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FIGURE 6. The structure of LSTM.

We can also set the learning rate o which changes with
the loss function to prevent the feedback from falling too
fast with the gradient and missing the minimum convergence
value, or at the same time, we can set the momentum impulse
which changes with the « reverse to prevent falling into
the local optimal solution. But these methods can not solve
the above problems effectively. This leads to LSTM neural
network to solve the above problems [39].

LSTM was proposed by Hochreiter and Schmidhuber
in 1997 [40]. LSTM model can overcome the shortcomings
of RNN. LSTM consists of recursively connected subnets,
which we can call memory cell. We can think of the memory
cell as memory in computer. Each memory cell contains
one or more self-connected memories and three multipliers.
These three multipliers are input gate, output gate and forget
gate, which provide read, write and reset operations [41].
As shown in Fig.6, LSTM is not a single layer neural network,
but a multilayer structure, which interacts in a very special
way. In Fig.6, the yellow module represents the learning
neural network layer, and the red module represents the point
by point operation, such as vector addition [42].

The key of LSTM is the red part state in Fig.7. It con-
veys information like conveyor belt, which ensures transfer
information not changed. The most important component
of LSTM is the gate, which can add or delete infor-
mation [43]. Gate allows information to pass selectively.
As shown in Fig.7, LSTM has three gates that work together.
Activation function takes memory state of network as input.
We set the specific threshold. If the output is greater than the
threshold, we multiply the output of gate and the current layer
result, and make the multiplication result as the next layer
input. If the output is less than the threshold, the output will
be forgot [44].

Fig.8 shows the structure of LSTM memory cell. The
structure of LSTM is almost the same as the RNN, but the
addition unit of RNN hidden layer is replaced by memory
cell. The memory cell of LSTM can store and access infor-
mation for a long time, so LSTM can solve the problem of
gradient disappearance. Memory cell consists of one unit
and three gates, that is input gate, output gate and forget
gate [45]. The three gates symbolize the information gate.
They control the information transmission of neuron and
how to distribute information to the current neuron and the
next neuron. These three gates have activation functions and
control the activation functions by multiplication [46]. The
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FIGURE 7. The structure of LSTM hidden layer.

FIGURE 8. The structure of LSTM memory cell.

black dots in Fig.8 represent multiplication. g is the input
function. 4 is the output function. f is the activation function.
We usually use sigmoid function or tanh function as activation
function. The equations are as follows:

1
] id(x) = ——— 8
sigmoid (x) = ®)
X _ ,—X
tanh(x) = = ©)
et e

We assume that the input of LSTM at time moment ¢
includes input layer x;, hidden layer 4, which is calculated
by the previous unit and memory cell ¢;_;. The output of
LSTM at time moment ¢ includes hidden layer /4, which is
calculated by the current unit and memory cell ¢;. The output
of LSTM is calculated as follows:

A, First, we calculate the three gates at time moment ¢. Here
we do not consider the memory cell ¢;_;. The detail equations
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are as follows:

i = U(Wx_ixt + Wh_iht—l + b)) (10)
oy = O(Wx_oxt + Wh_oht—l + b,) (11)
fi = oWy rxs + Wy rhyi—1 + by) (12)

where i; is input gate at time moment ¢, o, is output gate at
time moment ¢, f; is forget gate at time moment ¢.

B, Then, we calculate the memory cell ¢;. The detail equa-
tions are as follows:

E‘[ = tanh(Wx_Cxt + Wh_cht—l + bc) (13)
G =fr-c—1+i- ¢ (14)

where ¢; is the memory cell without forget gate f;.
C, Finally, we calculate the hidden layer h; at time
moment ¢. The detail equation is as follows:

hl = O - tanh(c,) (15)

It can be seen from the above equation that the function
of the input gate is to multiply the memory cell without the
forget gate, and control the input to enter the memory cell.
The function of forget gate is to multiply the memory cell
of the last moment and control the attenuation in the memory
cell. The function of the output gate is to multiply the memory
cell at the current memory to get the output of the hidden
layer, control the output of the memory cell to the hidden
layer, and further affect the results of each gate at the next
moment. LSTM solves the problem of gradient disappear-
ance. LSTM can save the most meaningful information in
the memory cell, overcome RNN’s difficulty in saving long-
distance information.

lIl. COMMUNICATION PROTOCOL CLASSIFICATION
BASED ON DBN

A. DATA SET

With the development of wireless communication, wire-
less communication protocol has also made great progress.
According to the different types of communication, wireless
communication network can be divided into wireless wide
area network (WWAN), wireless metropolitan area network
(WMAN), wireless local area network (WLAN), wireless
personal area network (WPAN), low rate wireless personal
area network (LR-WPAN) and so on. Wireless communi-
cation protocol is the last link to wireless communication.
We need to package the information according to the protocol
and transmit packaged information according to the protocol
transmission parameters, so that the receiver can correctly
interpret the transmitted data and get the information. ZigBee,
Bluetooth and WiFi are the three most common wireless
communication protocols. We takes these three protocols as
examples to verify the effectiveness of the algorithm. The I/Q
signal data used in this paper is collected between SNR =
—5dB to SNR = 10dB. And we remove the gap between
signal, only save the data which has signal. Table 1 is an
example of the collected data.
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TABLE 1. Examples of the collected data.

-0.338121055+0.367102853j
0.202872645+0.4121855676j
-0.869454434+0.44909427j
0.563548106+0.178721137j

Slw|o|—

TABLE 2. Data example after preprocessing.

-0.3381 | 0.3671 | 0.2029 | 0.4122 | -0.8695 | 0.4491 | 0.5635 | 0.1787

Data preprocessing

First layer
RBM

I

Use BP

Second
layer RBM

Third layer|
RBM

) ¥
Y

algorithm to
optimize the DBN
whole DBN

Optimize
parameter
w2

N

. ~,
<epochs.

Optimize
parameter|
w1

Optimize N
parameter
w3 M

N
J<epochs

Softmax
Classifier

FIGURE 9. Training flow chart.

Because of the uncertainty of wireless channel, the signal
data is greatly affected by SNR. And the collected data is
complex number, which makes DBN unable to process col-
lected data directly. So we need to preprocess the collected
data. We use the following method to preprocess data.

(1) Cut the data into 256 points and keep 4 decimal.

(2) According to the real part and the imaginary part,
the data processed in step 1 is divided into 256 x 2 array.

(3) Expand the data processed in step 2 to 512 x 1 array.

Table 2 shows the data example after preprocessing. The
training sample and testing sample number are all 48000.
Each sample contains 512 data points.

B. MODEL FRAMEWORK
Fig.9 shows the training flow chart of communication pro-
tocol classification algorithm based on DBN. The algorithm
training process detail is as follows:

(1) After data preprocessing, the data becomes 512 x 1
array.

(2) The preprocessed data is used as input to train the first
layer RBM. After training, we obtain 512 x 1 eigenvector.

(3) Keep the training parameters of the first layer RBM.
512 x 1 eigenvector is used as input to train the second layer
RBM. After training, we obtain 256 x 1 eigenvector.

(4) Keep the training parameters of the above two layer
RBM. 256 x 1 eigenvector is used as input to train the third
layer RBM. After training, we obtain 128 x 1 eigenvector.
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TABLE 3. Detailed network parameters.

Parameters Detail
Input nodes 512
Input nodes of first layer RBM 512
Input nodes of second layer RBM 256
Input nodes of third layer RBM 128
Number of softmax classifier output |3
Epochs_1 40
Epochs_2 100
Activation function Relu
Optimizer Momentum
Learning rate 0.001

(5) After training above three layer RBM, we use BP
algorithm to adjust the whole network parameters. Finally,
according to the output of softmax classifier, we can obtain
the final classification results.

The detail network parameters are shown in Table 3.

C. EVALUATION INDEX

The algorithm classification performance can be quantified
by the prediction accuracy of test sample. If the true label
and the predicted label of the classifier are given by y; and y;
respectively, then the test error of my.s test samples can be
defined as follows:

Myest

> 1) (16)

m
test i=1

Etest =

The classification accuracy can be obtained by 1 — Ejy-.
The algorithm classification performance can also be mea-
sured by other statistics, namely: true positive (TP), false
positive (FP), false negative (FN) and true negative (TN).
They are defined as follows:

o If the true label is A and the predicted label is A, then the
sample is considered as TP.

o If the true label is not A and the predicted label is A, then
the sample is considered as FP.

o If the true label is A and the predicted label is not A, then
the sample is considered as FN.

o If the true label is not A and the predicted label is not A,
then the sample is considered as TN.

Through the above statistics, we can get the performance
evaluation index precision(P), recall(R) and F; score. They
are defined as follows:

TP TP
P=——— R=—— a7
TP + FN TP + FP
P xR
F =2x (18)
P+R

P, R and F score are performance evaluation indicators
for each category. We use the average of equal weights (Pgyg,
Ravg and F laye) 1O quantify the overall performance. The
closer Pyyg, Ryve and F Lave is to 1, the algorithm has better
performance.
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TABLE 4. Evaluation indicators under different SNR.

SNR -5dB 0dB
Indicators | Pavg | Ravg | Flau, | Pavg | Ravg | Flau,
0.525 | 0.618 0.567 0.631 0.738 | 0.680

SNR 5dB 10dB
Indicators | Pgug Ravg F1,,, Pavg Ravg F1,,,
0.693 | 0.733 0.712 0.787 | 0.799 | 0.793

D. SIMULATION RESULT AND ANALYSIS

In this section, we make a lot of experiments to verify the
effectiveness and performance of the proposed algorithm.
We use t-SNE algorithm to visualize the feature. Fig.10 shows
the visualized feature under different SNR. The red number
“0” represents ZigBee. The blue number “1” represents
Bluetooth. The green number ““2”* represents Wifi.

X axis and y axis don’t have real meaning. We focus on
the discrimination between extracted features. From Fig.10,
we can see that the features extracted by DBN have differ-
ent discrimination under different SNR. With the decrease
of SNR, the discrimination of features gradually decreases.
When SNR = 10dB, the feature discrimination is good, but
a small number of features still overlap with each other.
When SNR = —5dB, most of features are overlap with each
other, the feature discrimination is poor. Table 4 shows the
evaluation indicators under different SNR.

From Table 4, we can see that with the increase of SNR,
Payg, Rayg and F 1aye A€ also increase, the algorithm classifi-
cation performance is better and better. When SNR = 10dB,
Payg = 0.787, Ravg = 0.799 and F,,,, = 0.793. At this time,
the algorithm classification performance is not bad. When
SNR = —5dB, Pgyg = 0.525, Rayg = 0.618 and Fy,,,, = 0.567.
At this time, the algorithm classification performance is poor.
Fig.11 shows the each protocol classification accuracy and
average classification accuracy.

From Fig.11, we can see that with the increase of SNR,
classification accuracy is also increase. When SNR = 10dB,
classification accuracy of ZigBee is 85%, classification accu-
racy of Bluetooth is 83% and classification accuracy of
Wifi is 81%. When SNR = 6dB, the average classification
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FIGURE 12. Confusion matrix under different SNR.

accuracy has reached 80%. However, with the increase of
SNR, the average classification accuracy has not increased
too much. When SNR = 10dB, the average classification
accuracy doesn’t reach 100%. This is because the input of
DBN is the original IQ signal data, and the features extracted
by DBN don’t have good discrimination. Fig.12 shows the
confusion matrix under different SNR.

From Fig.12, we can see that with the increase of SNR,
the data outside the diagonal is less and less. When SNR =
10dB, most data is on the diagonal, the algorithm classifi-
cation performance is not bad. When SNR = —5dB, few
data is on the diagonal. But even SNR = 10dB, there are still
some data outside the diagonal. This shows that even the SNR
is high, the algorithm classification performance is still not
optimal.

IV. COMMUNICATION PROTOCOL CLASSIFICATION
BASED ON DBN AND LSTM

A. MODEL FRAME

From the analysis in the previous section, we find that the
performance of protocol classification algorithm based on
DBN is still not optimal even SNR is high. In order to
improve the classification performance, we add LSTM after
data preprocessing to further process the data. The advantage
of doing so is that the input of DBN will have stronger ability
to represent protocol. And the proposed algorithm doesn’t
need to process data complexly and the sample data doesn’t
need to obey the certain distribution. It greatly reduces the
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FIGURE 13. The structure of proposed algorithm.

TABLE 5. Detail network parameters.

Parameters Detail
Input nodes 512

Output nodes of LSTM 512

Input nodes of first layer RBM 512

Input nodes of second layer RBM 256

Input nodes of third layer RBM 128
Number of softmax classifier output |3
Activation function Relu
Optimizer Momentum
Learning rate 0.001

requirement about sample data. The structure of the protocol
classification algorithm based on LSTM and DBN is shown
in Fig.13.

The algorithm process detail is as follows:

(1) After data preprocessing, the data becomes 512 x 1
array.

(2) The preprocessed data is used as input to the LSTM.
After processing, we obtain 512 x 1 eigenvector.

(3) After training the LSTM, 512 x 1 extracted eigenvector
is used as inut to train the first layer RBM. After training,
we obtain 512 x 1 eigenvector.

(4) Keep the training parameters of the first layer RBM.
512 x 1 eigenvector is used as input to train the second layer
RBM. After training, we obtain 256 x 1 eigenvector.

(5) Keep the training parameters of the above two layer
RBM. 256 x 1 eigenvector is used as input to train the third
layer RBM. After training, we obtain 128 x 1 eigenvector.

(6) After training above three layer RBM, we use BP
algorithm to adjust the whole network parameters. Finally,
according to the output of softmax classifier, we can obtain
the final classification results.

The detailed network parameters are shown in Table 5.

B. SIMULATION RESULT AND ANALYSIS

In this section, we make a lot of experiments to verify the
effectiveness and performance of the proposed algorithm.
We use t-SNE algorithm to visualize the feature. Fig.14 shows
the visualized feature under different SNR. The red number
“0” represents ZigBee. The blue number *“1” represents
Bluetooth. The green number ““2” represents Wifi..

From Fig.14, we can see that the extracted features
have different discrimination under different SNR. With the
decrease of SNR, the discrimination of features gradually
decreases. When SNR = 10dB, three features don’t overlap
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TABLE 6. Evaluation indicators under different SNR.

SNR -5dB 0dB
Indicators Poyg Ravg Flwg Pavg Ravg Fl(wg
0.670 | 0.716 0.693 0.787 | 0.799 | 0.793
SNR 5dB 10dB
Indicators | Pavg | Ravg | Fla,, | Pavg | Ravg | Flau,
0.941 0.952 0.946 1 1 1
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FIGURE 15. Protocol classification accuracy.

with each other, the feature discrimination is very good.
When SNR = —5dB, some features are overlap with each
other. However, compared with the protocol classification
algorithm based on DBN, the feature discrimination has
been significantly improved. It shows that by adding LSTM,
the feature discrimination is more obvious, which is more
conducive to protocol classification. Table 6 shows the eval-
uation indicators under different SNR.

From Table 6, we can see that with the increase of SNR,
Pavg, Ravg and F lavg A€ also increase, the algorithm classifi-
cation performance is better and better. When SNR = 10dB,
Payg =1, Ryyg = 1 and Fy,,,, = 1. At this time, the algorithm
classification performance is the best. When SNR = —5dB,
Payg = 0.670, Rayg = 0.716 and F,,,, = 0.693. At this time,
the algorithm classification performance is poor. However,
compared with the protocol classification algorithm based on
DBN, evaluation indicators has been significantly increased.
Fig.15 shows the each protocol classification accuracy and
average classification accuracy.
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FIGURE 16. Confusion matrix under different SNR.
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From Fig.15, we can see that with the increase of SNR,
classification accuracy is also increase. When SNR = 10dB,
classification accuracy of ZigBee, Bluetooth and Wifi are
all reach 100%. When SNR = —5dB, the average classifi-
cation accuracy is only 47%. However, compared with the
protocol classification algorithm based on DBN, the aver-
age classification accuracy has been significantly increased.
Fig.16 shows the confusion matrix under different SNR.

From Fig.16, we can see that with the increase of SNR,
the data outside the diagonal is less and less. When SNR =
10dB, all data is on the diagonal, the algorithm classification
performance is best. When SNR = —5dB, few data is on the
diagonal. However, compared with the protocol classification
algorithm based on DBN, the number of data on the diagonal
has been significantly increased. Based on the above results,
we can see that the performance of protocol classification
algorithm based on LSTM and DBN is better than perfor-
mance of protocol classification algorithm based on DBN.

We compare the performance between the proposed algo-
rithm in this paper and the proposed algorithm in [47].
Fig.17 shows the average classification accuracy comparison.
LD represents the algorithm proposed in this paper and EBD
represents the algorithm proposed in [47].

From Fig.17, we can see that under the same conditions,
the average classification accuracy of LD is higher than EBD.
When SNR = —5dB, the average classification accuracy of
LD is 87%, the average classification accuracy of EBD is only
67%. Table 7 shows the evaluation indicators comparison.
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TABLE 7. Evaluation indicators comparison.

SNR | Indicators LD EBD
Pyog 0.670 | 0.336
-5dB | Ravg 0.716 | 0.340
Fi,,, 0.693 | 0.338
Pyog 0.787 | 0.482
0dB Ravg 0.799 | 0.486
Figy, 0.793 | 0.484
Pavg 0.941 | 0.635
5dB Ravg 0.952 | 0.688
Fi,,, 0.946 | 0.652
Paug 1 0.697
10dB | Rauvg 1 0.759
Figy, 1 0.727

From Table 7, we can see that evaluation indicators of LD
is higher than EBD. It shows that the proposed algorithm in
this paper has better performance than the algorithm in [47].

V. CONCLUSION

In this paper, we study communication protocol classifica-
tion, and proposed a novel protocol classification algorithm
based on LSTM and DBN. The proposed algorithm does not
need to process data complexly and the sample data doesn’t
need to obey the certain distribution. It greatly reduces the
requirement about sample data. In this paper, we take three
most common communication protocols (ZigBee, Bluetooth
and WiFi) as example, and make a lot of simulation experi-
ments to verify the effectiveness of the proposed algorithm.
The simulation result shows that when SNR>6dB, the clas-
sification accuracy can reach 90%.
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