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ABSTRACT Distribution-free control charts can be useful in statistical process control (SPC) when only
limited or no information about the distribution of the data of the process is available. In this paper, a linear
prediction related double exponentially weighted moving average (DEWMA) sign control chart using a
repetitive sampling scheme (RSNPDEBLP) has been considered for a binomially distributed process variable
to improve the efficiency of detecting small drifts in its place of small changes. The proposed RSNPDEBLP
control chart is assessed in average run length (ARL) for the various values of sample sizes. The efficiency of
the proposed RSNPDEBLP control chart is compared with the existing EWMA and DEWMA sign control
charts using single sampling and repetitive sampling schemes in terms of ARLs. When there are small
changes in the process after the stabilization period, the proposed control chart is used to control small
trends rather than small shifts.

INDEX TERMS Binomial distribution, control chart, DEWMA, EWMA, linear prediction, repetitive
sampling, sign statistic.

I. INTRODUCTION
Variation exists in all types of manufacturing process and
can be divided into a natural and unnatural variation [1].
The natural variation is inherent and its presence is supposed
to be statistically in control(IC) in the process. Moreover,
the unnatural variation is not the best and it arises due to some
assignable causes of variations like machine error and faulty
material etc. Unnatural variations affect the performance
of the manufacturing process. Hence, a famous statistician
Walter A. Shewhart [2] designed some control charts which
are commonly used for such type of variation to identify
and eliminate the unnatural variation from the process. The
Shewhart control charts are suitable for detecting a large shift
in the industrial process and unable to detect a small shift
in the process. However, references [3] and [4] introduced
cumulative sum (CUSUM) and exponentially weighted mov-
ing average (EWMA) control charts which are more efficient
than the traditional control charts for quick detection of small
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shifts. The application of control chart techniques is not only
limited to manufacturing industry products, but it has been
used in many other disciplines, like health care [5], analytical
laboratories [6], [7], nuclear engineering [8], education [9]
and many other fields.

Several control charts have been designed with numer-
ous objectives for checking the quality of variables of
interest through the control of individual characteristics.
Some control charts are the best for detecting the large
variations in the mean level of the variable importance,
like the traditional X̄ control chart. Whereas other con-
trol charts have been designed to perceive small modi-
fications, for example, EWMA and double exponentially
weighted moving average (DEWMA) control charts. How-
ever for the first time, Roberts [3] developed the EWMA
control chart and Shamma and Shamma [10] introduced
the DEWMA control chart. Since then, these charts have
been designed by many other researchers. The extension of
the EWMA technique to the DEWMA technique was also
presented by Zhang and Chen [11]. But, both DEWMA
control chart schemes and their conclusions are the same.
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Although, [12] presented the DEWMA control chart for
monitoring a commonaly distributed quality characteristic
of interest. Research about EWMA and DEWMA control
chart were designed as a reference given, [13] developed the
nonparametric robustness of EWMA and DEWMA control
charts, Zhang et al. [14] also explored the DEWMA control
chart scheme for Poisson processes, [15] worked on com-
paring the characteristics of EWMA and DEWMA control
charts. Alkahtani and Schaffer [16] designed a multivari-
ate DEWMA control chart for identifying changes in the
mean direction of a multivariate normal distributed quality of
interest.

Meanwhile, the above literature reflects that some of these
control charts deal with the identifying a change at the
mean-level and others deal with the revealing of a differ-
ence in variation. However, in experiments, sometimes it
is essential to detect small trends or enlarged paths rather
than a change in the processes. That is a small linear varia-
tion from the actual value of variable interest. Consequently,
this ongoing change intends to identify small drifts in the
procedure which may occur due to the device friction and
many others similar causes. However, such type phenomenon
can be observed in different administrative activities and
manufacturing process of various products. Thus, till now
no control chart is developed to determine the small trends
in the process for non-normal data. Nevertheless, [17], [29]
have designed the usual control charts by using the linear
drift. The effectiveness of repetitive sampling technique of
fixing small trends in a process has not been investigated
in the existing literature. For the first time [17] studied
this literature and predisposed the SPC society to encom-
pass research in this area, so as to increase the information
about trend revealing. Reference [27] proposed the use of
a smoothing technique to forecast the demand of goods.
Meanwhile, [28] showed smoothing techniques which are
well known in the business to produce forecasting and are also
essential for predicting the demand for services and goods.
The [29] context proposed a parametric DEWMA control
chart based on Linear prediction for detecting the small drift
instead of shifts by using the normal distribution according to
the fundamental theorem of exponential smoothing proposed
by [30].

As mentioned above, the control charts have been used
to check the quality of the product. However, these con-
trol charts are designed and presented by different ways
and methods in the literature. In SPC, different sampling
schemes are used to make the performance of the nonpara-
metric and parametric control charts more efficient. Like as,
reference [18] used the variable sampling interval (VSI) for
developing the EWMA control chart. Some other sampling
schemes such as multiple dependent sampling (MDS) and
double sampling (DS) scheme have been used to increase
the efficiency of the control charts in detecting the shift in
the process [19] worked on control chart using DS scheme.
The repetitive group sampling (RGS) is an efficient scheme
than the single sampling in sample size plans and in ARLs in

control chart. In the repetitive sampling, the process to select
a sample size is repeated if the experimenter is in-decision
at the first sample information. In DS, the decision about
the state of the control chart is taken on the basis of com-
bined information of two samples. Therefore, RGS scheme
is simple to operate and different from the DS scheme also,
the RGS scheme is different from the VSI scheme because the
RS scheme adjusts the control limits instead of the sampling
interval.

For the first time, [20] and [21] proposed the sampling
plans using RGS scheme and proved the efficiency over the
single sampling. The control chart using RGS were intro-
duced by [22]–[24]. The Design of hybrid EWMA and a
new S2 control chart have been proposed by [25], [26] pro-
posed hybrid EWMA and variance control charts using the
RGS. Reference [36] proposed a control chart using RGS
when observations are unclear and indeterminate by using
the neutrosophic statistics. Later on, [37] designed an EWMA
and DEWMA control chart for the non-normal process using
RGS.

Recently, [29] introduced a DEWMA control chart based
on linear prediction for small drift in place of shift under the
assumption of normality. In the present study, we extend this
idea by proposing a new DEWMA control chart by using
a RGS scheme under the assumption of non-normality. The
proposed control chart is expected to perform better than that
of other non-normality based EWMA and DEWMA control
charts. The proposed chart shows the efficiency in detecting
the changes in the process as compared to the existing con-
trol charts. Moreover, the current study is divided into the
following sections: A complete description of the proposed
chart is given in section 2 that includes the design structure
of the proposed control chart, background of nonparametric
EWMA and DEWMA control charts including the design
structure of existing control charts, and algorithm. In section
3, the results of the proposed chart are described. In section 4,
the performance of the proposed chart with existing control
charts are made. Real-life implementation of the proposed
chart is given in section 5 whereas the conclusion is summa-
rized in section 6.

II. THE DESIGN OF NONPARAMETRIC LINEAR
PREDICTION BASED DEWMA CONTROL CHART
STRUCTURE
Let Yi be a random variable generated using the arcsine trans-
formation of binomial distribution which follows a normal
distribution, initially Yi ∼ N (sin−1

√
p0, 1/4n). Let Zi shows

the DEWMA statistic which is defined as Z ′i = λZi + (1 −
λ)Z ′i , where Zi is the EWMA sign statistic which can be
calculated as Zi = λYi+ (1−λ)Zi−1. The operational process
of the DEWMA is based on upper and lower control limits.
The EWMA and DEWMA control charts work efficiently for
small shifts, but when the procedure needs a small change
with the non-normal data set, the proposed control chart
work more efficiently as compared to EWMA and DEWMA
control charts.
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A. BACKGROUND OF NONPARAMETRIC EWMA AND
DEWMA SIGN STATISTIC STRUCTURES
This section of paper provides the background of the EWMA
andDEWMAsign statistic is explained in [22], [32], [33]. Let
suppose that the quality characteristic X has a T target value
and Y = X−T be the deviation of the process from the target
value. But, process proportion is p = P(Y > 0). The process
is declared IC when p = 0.5 and OOCwhen p 6= 0.5. Several
random sample sizes n, X1,X2,X3, . . . ..,Xn is nominated at
each subgroup from the procedure for examining. Define as;

Ij =

{
1, if Yj > 0 for j = 1, 2, . . . , n
0, otherwise,

LetM be the total number of values for Yj > 0. That is defined
as:

M =
n∑
j=1

Ij (1)

Let, M follows the binomial distribution with parameters n
and p = 0.5 for the IC process. If Mi is the ith sequentially
recorded value of such M , then the EWMA control chart
is explained by Montgomery [34] and for above-mentioned
variable EWMA sign statistic Si is given as follows:

Si = λMi + (1− λ)Si−1 (2)

where 0 < λ < 1 and the mean of Si is used as the initial
values of the EWMA sign statistics, i.e., S0 = np0 = n/2.
The mean can be shown below:

E(Si) =
n
2

(3)

The variance of EWMA statistic Si can be defined as below:

Var(Si) =
λ

2− λ
[1− (1− λ)2i)](

n
4
) (4)

For large values of i, (1−(1−λ)2i) is equal to 1 and asymptotic
variance becomes:

Varasym(Si) = (
λ

2− λ
)(
n
4
) (5)

But the EWMA sign control chart is not worked the best
for getting the fixed required value of IC average run length
like ARL0 = 370, 500 etc., when p0 = 0.5. This is hap-
pened due to binomial distribution because it is discrete
distribution and asymmetrical for a small sample size. So,
the possible solution for getting the stabile values of ARL0
is to use the Arcsine transformation described by [35]. Let
Yi = sin−1

√
(Mi/n) be the arcsine transformation and (Yi)

has an approximately normally distributed with mean and
variance i.e., Yi ∼ N (sin−1

√
p0, 1/4n). For IC process the

mean of arcsine transformation Yi is sin−1
√
0.5. The control

chart using the EWMA sign statistic based on Yi is defined
as:

Zi = λYi + (1− λ)Zi−1 (6)

where Z0 = sin−1
√
p0 and λ ∈ (0, 1] be a smoothing

constant. Consequently, the mean and variance of trans-
formed EWMA sign control chart are E(Zi) = sin−1

√
p0

and Var(Zi) = λ/((2 − λ)4n) for the large value of i the
term 1− (1− λ)2i) approaches to unity. The control limits of
EWMA sign and arcsine control chart for the single sampling
can be written as:

UCL/LCL =
n
2
± k

√
λn

(2− λ)4

UCL/LCL = sin−1(
√
(0.5))± k

√
λn

(2− λ)4n

1) EXISTING NONPARAMETRIC EWMA SIGN CONTROL
CHART USING REPETITIVE SAMPLING
More details of the EWMA sign statistic control chart
which is based on a repetitive sampling scheme (RSNPSE)
explained in [22]. According to [22], the control limits for
existing EWMA control chart for repetitive sampling can be
written as:

UCL1/LCL1 =
n
2
± k1

√
λn

(2− λ)4

CL =
n
2

UCL2/LCL2 =
n
2
± k2

√
λn

(2− λ)4

where k1 and k2 (k1 ≥ k2 > 0) are the coefficient of the
control limits, which is the distance from the centre line to
both control limits. So the nonparametric EWMAsign control
chart using repetitive sampling (RSNPSE) is declared as out-
of-control if Zi ≥ UCL1 or Zi ≤ LCL1.

2) EXISTING NONPARAMETRIC ARCSINE MODIFIED EWMA
SIGN STATISTIC CONTROL CHART
The modified EWMA sign control chart under the arcsine
transformation (NPASME) developed by [33]. They designed
the NPASME by adding an extra coordinated term in tradi-
tional EWMA sign statistic. The formulation of the NPASME
control chart statistic is written as:

M ′i = λYi + (1− λ)M ′i−1 + L(Yi − Yi−1)

where Yi = sin−1
√
(Mi/n) that can calculate by following

the procedure of section (II.A) and L = −λ/2. The mean and
variance of M ′i are sin

−1(
√
(0.5)) and λ + 2λL + 2L2/((2 −

λ)4n). The initial value of the M ′i control chart is set equal
to the mean of Yi. Thus, the control limits of NPASME are
defined as:

UCL/LCL = sin−1(
√
(0.5))± k

√
λ+ 2λL + 2 L2

(2− λ)4n

The process is declared in-control if LCL ≤ M ′i ≤ UCL.
Otherwise, the process is deemed to be out-of-control. For
more detail of modified EWMA sign control chart, reader
may refer to [33]
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B. EXISTING NONPARAMETRIC DOUBLE ARCSINE EWMA
SIGN CONTROL CHART (NPASDE)
First time Shamma and Shamma [10] developed a DEWMA
control chart statistics which is defined as:

Z ′i = λZi + (1− λ)Z ′i−1 (7)

where Zi is an EWMA control statistics which can calculate
by using the Eq. 6. The mean of DEWMA control statistics
can be shown as:

E(Z ′i) = sin−1
√
p0 (8)

The variance of the DEWMA control statistic for the large
value i (asymptotic variance) can be written as: Detail can be
seen in Appendix A. A.

Varasym(Z ′i) =
λ(2− 2λ+ λ2)
(2− λ)3(4n)

(9)

The asymptotic arcsine sign DEWMA control chart limits for
single sampling

UCL/LCL = sin−1
√
p0 ± k

√
λ(2− 2λ+ λ2)
(2− λ)3(4n)

More detail for the calculation of DEWMA control chart can
be obtained in [10], [15].

C. PROPOSED NONPARAMETRIC LINEAR PREDICTION
BASED DEWMA SIGN CONTROL CHART USING REPETITIVE
SAMPLING
In this section, we present the design and operational proce-
dure of the proposed control chart. The proposed nonpara-
metric linear prediction based DEWMA control chart using
repetitive sampling (RSNPDEBLP) is designed using the
fundamental theorem explained by reference [30]. A linear
prediction can be forecast by a DEWMA with the linear
relationship by using the below equation:

F(i+t) = ai + bit (10)

where Fi+t is the forecast in the t period (t = 1) and the detail
of intercept and slop (ai and bi) below

ai = 2Zi − Z ′i

bi =
λ

1− λ
(Zi − Z ′i)

We will present the design of three control charts using the
statistic Ft assuming that the process is in-control state: the
first one is the intercept ai control chart which is similar to
arcsin EWMASign control chart [32]. This control chart tests
the null hypothesis that mean is equal to mean (sin−1

√
p0)

at time t; the second control chart is for slop bi that is used
to test the null hypothesis bi = 0 at time t against the
alternative hypothesis bi 6= 0; and the third one is a linear
prediction based proposed control chartFt that used to test the
IC process. This control chart used to test the null hypothesis
Ft = µ0 = sin−1

√
p0 at time t .

1) A NONPARAMETRIC RSDEWMA CONTROL CHART FOR
INTERCEPT (ai )
The expected value and variance of intercept of linear predic-
tion ai as below: detail see in Appendix A, A.1.

E(ai) = sin−1
√
p0 (11)

The asymptotic variance for the intercept ai for the large value
of i proposed by [38] written as: see the detail in Appendix A.
A.1

Varasym(ai) =
λ(1+ 4(1− λ)+ 5(1− λ)2)

(1+ (1− λ))2(4n)
(12)

Hence, the repetitive sampling control limits for the intercept
ai control chart became:

UCL1/LCL1 = sin−1
√
p0 ± k1

√
λ(1+4(1−λ)+5(1−λ)2)

(1+ (1− λ))2(4n)
(13)

CL = sin−1
√
p0

UCL2/LCL2 = sin−1
√
p0 ± k2

√
λ(1+4(1−λ)+5(1−λ)2)

(1+ (1− λ))2(4n)
(14)

2) A NONPARAMETRIC RSDEWMA CONTROL CHART FOR
SLOPE (bi )
The mean and variance of slop bi by using the expected value
of Zi and Z ′i are given by;

E(bi) = 0 (15)

The asymptotic variance of slop bi showed Brown [38] and
detail are explained in Appendix A. A.4.:

Varasym(bi) =
2λ3

(1+ (1− λ))3(4n)
(16)

Then, the limits for the bi chart using repetitive sampling
become:

UCL1/LCL1 = ±k1

√
2λ3

(1+ (1− λ))3(4n)
(17)

CL = 0

UCL2/LCL2 = ±k2

√
2λ3

(1+ (1− λ))3(4n)
(18)

3) THE PROPOSED RSNPDEBLP CONTROL CHART FOR Ft
The expected value of linear prediction Ft is given by: detail
can be seen in Appendix B. B1.

E(Fi+t ) = sin−1
√
p0 (19)

The asymptotic Variance of Ft is given by: detail see in
Appendix B. B.2.

Varasym(Ft ) =
1
4n

(
λ(1+ 4(1− λ)+ 5(1− λ)2)

(1+ (1− λ))2

+
2λ3

(1+ (1− λ))3
+
λ2(1+ 3(1− λ))
(1+ (1− λ))3

) (20)
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The asymptotic control limits of nonparametric linear predic-
tion based DEWMA sign control chart designed for repetitive
sampling are written as:

UCL1/LCL1 = sin−1
√
p0 ± k1

√
(Varasym(Ft )) (21)

CL = sin−1
√
p0

UCL2/LCL2 = sin−1
√
p0 ± k2

√
(Varasym(Ft )) (22)

where k1 and k2 (k1>k2) are the control coefficient, which
directly affect the width of the control limits. The values of
control chart coefficient k1 and k2 depends on the values of
n, λ and ARL0 for the RSNPASDEBLP control chart which
gives the minimum values of ARL1. The procedure is asserted
to be IC if any LCL2 ≤ Ft ≥ UCL2. If UCL2 ≤ Ft < UCL1
or LCL1 < Ft ≤ LCL2 then repeat the process.

D. DESIGN OF A RSNPDEBLP CONTROL CHART Ft
The designed control chart RSNPDEBLP are calculated by
using the different values of k1, k2, n, p0 and smooth parame-
ter λ. It is possible to select all the factors values for a certain
number to give the mean presentation of IC ARL in the null
hypothesis. For example, an ARL0 = 370 is the equivalent of
average run length of Shewhart control chart under the null
hypothesis H0 for 3σ as its control limits. The RSNPDEBLP
can be designed to obtain the ARL0 = 370, 500 by using the
different values of k1, k2, n and λ. The ARL is a common
scale that used to rate the proficiency of the control chart.
Therefore, for calculating the ARL0 values and the first point
to be out of control the following Algorithm is used.

III. RESULTS AND DISCUSSION
Tables 1 and 2 represent the ARLs and SDRL for different
values of control constants, n, λ when r0 = 370, 500. The
ARLs are very sensitive to chosen the pair of control limits
coefficients, so that’s why must be selected carefully. During
the simulation, it is noted that several combinations of control
limits coefficients (k1 and k2) exist which give the specified
values of ARL0. But, we just use the combination of control
limits coefficients which give the minimum values of ARL1
for a specific design shift under the restriction of ARL0 =
370, 500 and k1 > k2. The values of control constants k1 and
k2 calculated for the proposed chart are shown in Table 1 and
2 for various values of λ and n. While, the selected values of
control constants, smoothing parameters λ, and sample size
n have shown that the planned control chart provided small
ARLs for all p1. Moreover, the RSNPDEBLP control chart
gives smaller OOC ARL values when λ is smaller (e.g. 0.05,
0.10, 0.20, 0.25, 0.40). From both tables, the following trends
of OOC ARL values have been noted:
• When p0 = 0.5, the ARL is close to specified r0.
• For specified values of p1, the values of OOC ARL1

increase as the λ increase andARL1 values reduce as
the sample size n increase. But ARL1 values reduce
speedily as the shift p1 and λ values increase.

• For other specified values, the ARL1 values also
decrease as the value of r0 increase. For example,

Algorithm R Program for IC and OOC Procedure of
RSNPDEBLP Control Chart by Using Monte Carlo Simu-
lation
(1) Computation of the NPASDE statistics Z ′i and Ft .
(1.1) Fix the values of sample size (n), smoothing constant
λ, and the value of IC ARL, say r0.
(1.2) Calculating a random number Mi and Yi from the
Binomial Distribution having n and p0 = 0.5.
(1.3) Calculate the Zi for ith subgroup.
(1.4) Compute the NPASDE Z ′i for i

th subgroup.
(1.5) Calculate the ai, bi and Ft for ith subgroup.
(2) Compute the control limits (LCL1,LCL2,UCL1 and
UCL2) using randomly selected values of k1 and k2.
(2.1) Based on 100,000 repetitions, get various combina-
tions of λ, n, and limit coefficients k1 and k2 for which
ARL0 = 370, 500.
(2.2) Select a pair of limit coefficients from step 2.1 for
which OOC ARL1 is minimum for a specific shift (p1).
(2.3) Declare the process as OOC if Ft > UCL1 or Ft <
LCL1. The procedure is asserted to be IC if any LCL2 ≤
Ft ≥ UCL2. If UCL2 ≤ Ft < UCL1 or LCL1 < Ft ≤
LCL2, go to Step 1 and repeat the process.
(2.4) If the procedure is IC, repeat the Steps 1 to 2.3.
If the process is asserted OOC, then record the subgroup’s
number as the IC ARL. If IC ARL is equal to the fix
ARL0 value, then move to Step 3 with recorded values of
coefficients k1 and k2. Otherwise, modify the values of
coefficients and repeat Step 2.
(3) Evaluating the OOC ARL.
(3.1) Generate a random number Mi, and Yi for the ith

subgroup from the binomial distribution with parameters
n and p = p1 6= 0.5 considering a shift.
(3.2) Compute the Zi, Z ′i and Ft for the i

th subgroup.
(3.3) Repeat the Steps 3.1 and 3.2 until the process is
declared as OOC. Count the number of subgroups as an
OOC run length.

when r0 = 370, λ = 0.05, n = 5 and p1 = 0.70 the
value of ARL1 = 4.06, while the value of ARL1 =
3.47 when r0 = 500.

• The new control chart is more efficient to detect
small shifts in the process, increases as the value of
λ decreases. For example, when λ = 0.20, n = 5,
p1 = 0.55, ARL1 = 243.19 and when λ = 0.05,
n = 5, p1 = 0.55, ARL1 = 112.72.

• The ARL and SDRL values decreases when the
level of p1 increases, considering the fixed values
of λ and n.

• We also note that a large shift in the process is
identified more quickly when λ is large and small
shift is identified more quickly when λ is small. For
instance, when r0 = 370, λ = 0.05, n = 5, and
p1 = 0.55, the value of OOC ARL is 112.72, and
the value of OOC ARL is 243.19 when λ = 0.20,
but when p1 = 0.90 with the same values of all
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TABLE 1. The ARL and SDRL values of the proposed chart for Different Values of n and λ when r0 = 370.

parameters the OOC ARL for λ = 0.05 is 1.64 and
the value of OOCARL is 1.62 when λ = 0.20 (Ref.
Table 1). The same trend we can see in the Table 2,
when r0 = 500, λ = 0.05, n = 5, and p1 = 0.55,
the OOCARL value is 231.16 and OOCARL value
is 277.27 when λ = 0.20, but when p1 = 0.90 with

the same other parameters values the OOC ARL is
1.48 for λ = 0.05 and it is 1.42 when λ = 0.20.

• From tables 1 and 2, it has been noted that if the
value of r0 is large, the reducing trend of ARL1
is also increased. Such as, when r0 = 370 and
λ = 0.05, n = 5, the value of OOC ARL decreased
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FIGURE 1. ARL comparison of the RSNPDBLP chart for different values of λ and n at ARL0 = 370.

31.30% to ARL0 value for p1 = 0.55 and 2.18%
for p1 = 0.65. With the same sample size n, ARL0
values, and different value of λ = 0.20, the value of
ARL1 decreased 65.64% for p1 = 0.55 and 8.41%
for p1 = 0.65. While, when sample size and fixed
IC ARL are the same but λ = 0.25, the value of
ARL1 decreased 78.6% for p1 = 0.55 and 10.9%
for p1 = 0.65. On the other hand, when r0 value
is increased, for example, when r0 = 500 and
smoothing constant same like as λ = 0.05 and
n = 5, the value of ARL1 decrease 45.2% to IC ARL
for p1 = 0.55 and 1.06% for p1 = 0.65, when same
r0, and n but different value of λ = 0.20 the ARL1
value decrease 55.41% to ARL0 for p1 = 0.55 and
6.52% for p1 = 0.65. However, with the same value
of ARL0 and sample size but the different value of
λ = 0.25, the value of OOC ARL decrease 62.72%
to IC ARL for p1 = 0.55 and 10.5% for p0 = 0.65.

Consequently, as slope p1 values arises in the process pro-
portion at pre-specified values of r0 = 370, 500, the ARL1
values performance shows the decreasing trend. It is also
noted that when sample size increases the ARL1s values
decreases rapidly, specially for smaller shifts. For example,
in table 1 when r0 = 370, λ = 0.05 and slope (p1) is 0.60
observed that ARL1 = (18.02, 8.62, 5.39, 5.11, 4.60) values
have shown a decreasing trend when n = (5, 10, 15, 20, 25)
values are increasing. Similarly, when λ = 0.25 but
sample size and slope values are the same the values of
ARL1 were (127.46,60.76,19.03, 8.51,7.37). It also shows the

decreasing trend in OOC ARL when n are increased.
In Table 2, the ARLs values of the proposed control chart are
calculated, when r0 = 500, λ = 0.05, 0.10, 0.20, 0.25, 0.40
and n = 5, 10, 15, 20, 25. This also shows the decreasing
trend in OOC ARL at different λ and sample size values.
A comparison between the ARL values of the planned control
chart is revealed in Figures 1 and 2 for identified values
of r0 = 370, 500. From these graphs, it is identified that
ARLs values for the proposed control chart RSNPDEBLP are
relatively smaller at every value of the shifted parameter p1.

IV. COMPARISON OF PROPOSED CONTROL CHART
RSNPDEBLP ARLs WITH DIFFERENT EXISTING CONTROL
CHARTS
In this section, the efficiency of the RSNPDEBLP control
chart with the existing control charts NPSE and NPASE
proposed by [32], newly designed control chart NPASDE,
NPASMEpresented by [33], andRSNPSE control chart intro-
duced by [22] are discussed. The efficiency of the new control
chart is calculated in positions of ARL with the existing
control charts. For example, when n = 20, λ = 0.05 and
p1 = 0.60 the value of proposed chart ARL1 is 5.11, while
the ARL1 value of NPSE is 12.43, NPASE is 12.24, NPASDE
is 18.52, NPASME is 12.41 and RSNPSE is 10.44.

A. RSNPDEBLP CONTROL CHART VERSUS NPSE AND
NPASE CONTROL CHART
This section describes the explanation of the advantages of
newly developed RSNPDEBLP control chart as competed to
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TABLE 2. The ARL and SDRL values of the proposed chart for Different Values of n and λ when r0 = 500.

the NPSE and NPASE control charts. The calculated average
run length values for the usual control chart when r0 = 370,
λ = 0.05, 0.10, 0.25 and n = 10, 15, 20 are given in Table 3.
The computed values of ARL have shown that for the new
control chart OOC ARL values are smaller at all values of p1
as competed to existing control charts. For Example, when
p1 = 0.60, λ = 0.05 and n = 10 the value of ARL1

for the proposed control chart is 8.62, while the existing
control charts ARL1 are 19.08 and 19.09. This presented
the efficiency of the new control chart because it detects a
reduced trend in the procedure as equated to the NPSE and
NPASE control charts [32]. Same as, we can see that when λ
value is same but n = 20 increase, the proposed chart OOC
ARL is 5.11 and the existing charts’ OOC ARL values are
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FIGURE 2. ARL comparison of the RSNPDBLP chart for different values of λ and n at ARL0 = 500.

TABLE 3. Comparison Between proposed RSNPDEBLP and Existing NPSE, NPASE, NPASME, NPASDE control charts for Different Values of Slope (p1), λ and
n when ARL0 = 370.

12.43 and 12.24. Which are larger than the proposed chart
OOC ARL values. Another comparison of the proposed and

the existing chart can be seen in table 3 with different values
of λ and n that show the efficiency of the new chart too.
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B. RSNPDEBLP CONTROL CHART VERSUS NPASDE
CONTROL CHARTS
This section shows the comparison between the implementa-
tion of the RSNPDEBLP control chart over the existing non-
parametric DEWMA control chart (NPASDE). For different
values of λ and n the proposed control chart has smallest val-
ues at every values of p1 in contrast of NPASDE control chart.
The ARL values of NPASDE and RSNPDEBLP control chart
for the specified value of r0 = 370 are given in Table 3, that
shows the OOC ARL1 values of the RSNPDEBLP are lesser
at all value of the shift. For example, when λ = 0.05, n = 10,
and p1 = 0.60, the ARL1 value for the newly developed
control chart is 8.62, while 24.99 for the NPASDE control
chart. Other than that, we can also see the efficiency of the
proposed chart when λ and n are increased. For example,
when λ = 0.10 and n = 15, the proposed chart ARL1 is
6.45 and the existing chart’s ARL1 is 15.85 (see in table 3).

C. RSNPDEBLP CONTROL CHART VERSUS RSNPSE
CONTROL CHART
This part deals with the lead of the RSNPDEBLP control
chart as competed to the RSNPSE control chart which is
designed by [22]. In Table 3, the determined ARLs for new
control chart shows the fast decreasing trend in contrast to
Reference [22] control chart at different values of λ, n, and
shift. For example, when λ = 0.05, p1 = 0.65 and n = 10,
the ARL1 = 4.77 for proposed control chart and ARL1 =
0.75 for the existing control chart. Also, the efficiency of
the proposed control chart increases for large shift values for
example when λ = 0.25 and n = 20, the ARL1 = 2.04 and
existing chart’s ARL1 = 3.13.

D. RSNPDEBLP CONTROL CHART VERSUS NPASME
CONTROL CHART
A review of newly designed control chart with a nonpara-
metric Modified EWMA sign control chart designed by [33]
are described in this section. The comparison has shown that,
the proposed control chart gives smaller value of OOC ARL1
and existing control chart gives a larger value of OOC ARL1.
For example, when λ = 0.05, p1 = 0.6 and n = 10, the new
control chart ARL1 value is 8.62, while ARL1 = 19.22 for
the existing control chart. Furthermore, when sample size is
increasing from 10 to 20 with same λ value but the ARL1
decreasing at every values of p1, given in Table 3. Alongside
this, in Table 3, when λ and n are increasing at that time the
decreasing trend is also justified in the values of all control
chartsARL1. However, theARL1 values of the newly designed
control chart decrease rapidly as competed to usual control
charts. The detailed comparison of proposed control chart
with different existing control charts have been revealed that
the proposed control chart shows the greater efficiency to
detect a smaller shift in the process. For large values of λ,
n and shift the RSNPSE control chart perform efficiently
as compared to proposed chart but for small shift and large
values of other parameters proposed chart perform efficiently.

FIGURE 3. Proposed Control chart with n = 10, λ = 0.05,
k1 = 2.21,k2 = 0.84.

FIGURE 4. NPMASE [33] and NPASE [32] Control chart with
n = 10, λ = 0.05,k = 2.595,k = 2.67.

It means that a new control chart presented best as competed
to different already planned control charts.

V. REAL LIFE IMPLEMENTATION OF PROPOSED CHART
This section describes the proposed control chart application
in everyday life. The data set has been adopted from the [1]
‘‘fill volume of soft drink beverage bottles. The volume
measure by placing a gauge over the crown and comparing
the height of the liquid in the neck of the bottle against a
coded scale.’’ The data is defined in Table 4. In this data
set, 15 sample size are collected and each sample size has
10 observations. The focus value is supposed to be zero. The
λ = 0.05 is used for calculating the proposed and existing
EWMA, DEWMA sign statistics. The values of control limits
coefficients k, k1 and k2 are taken from the Table 3. The
control chart is developed for the new scheme and existing
schemes (NPASE [32], NPASME [33], and RSNPASE [22]).
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TABLE 4. The proposed RSNPDEBLP control chart and existing control chart for the data set from the [1].

FIGURE 5. RSNPSE [22] Control chart with n = 10, λ = 0.05,
k1 = 2.84,k2 = 0.56.

Moreover, the control limits of the new control chart are esti-
mated as LCL1 = 0.7228,LCL2 = 0.7486,UCL1 = 0.9083
and UCL2 = 0.8321. The RSNPDEWBLP is plotted against
their calculated control limits in Figure 3. Beside that the new
designed control chart trigger the OOC value in sample 6.
The NPASE [32] and NPASME [33] control chart is plotted
in figure 4 that showed the OOC signal NPASE in sample
12 and NPASME in sample 8. From Figure 3 and 4, it is
observed the RSNPDEBLP control chart triggers the OOC
signal 6 time earlier as compared to existing control chart
NPASE [32] control chart. However, in Figure 4 the existing
control chart NPASME [33] detects the OOC signal 4 times
efficiently as compared to NPASE [22] control chart in Fig-
ure 4. But new control chart detecting the OOC value 3 times
earlier as compared to existing control chart NPASME [33]
shown in Figure 4. A repetitive sampling scheme control chart
is plotted in Figure 5, that proposed by [22]. This control chart
showed theOOC signal in sample 9, while it also less efficient
as compared toNPASME [33] and proposed control chart too.
Therefore, from Figures 3-6, it can be seen that the proposed
RSNPDEBLP control chart performs best than the three exist-
ing control charts in accommodating the quick indication of

FIGURE 6. NPSE [32] Control chart with n = 10, λ = 0.05,k = 2.67.

a shift in the process. Thus the appropriate explanation of
the new control chart will lead to a fall in the frequency
of defective goods. It has been noted that the control chart
NPASME proposed by [33] is detecting the OOC signal more
efficiently than the proposed charts in [22] and [32]. As like
this RSNPSE control chart [22] detects OOC signal faster
as compared to the NPASE control chart offered [32]. After
this explanation, we can say that the proposed control chart
perform more efficiently as compared to all existing control
charts.

VI. CONCLUSION
The OOC average run length ARL1 values under linear drift
for different p1 values were used for checking the efficiency
of the proposed control chart with some existing control
charts. The RSNPDEBLP control chart has smallest OOC
ARL value which is considered as the best control chart. The
major purpose of the control chart was to identify an OOC
value as rapidly as achievable for getting the non-defective
pieces in the production process or avoid the non-defective
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items’ production during the manufacturing process. So,
the control chart having lower values of the OOC ARL
is observed as the efficient control chart for checking the
procedure. Table 3 perform the assessment of existing con-
trol charts (NPSE, NPASE [32], NPASDE, NPASME [33],
RSNPSE [22], and new RSNPDEBLP) control chart for sev-
eral values of n and λ. The proposed control chart is best
for detecting the OOC signals in the process for small to
moderate linear trend as competed to the existing EWMA
and DEWMA control charts (see table 3). This procedure was
repeated several times using the different values of n, and λ
for the slop p1. For example, when λ = 0.05 and n = 10, 20,
it can be observed in Table 3 the OOC ARL1 values of the
RSNPDEBLP control chart are smaller than the ARL1 of the
other control charts only whenmagnitude shift (δ = |p0−p1|)
has large deviations in the process proportion. Moreover,
ARL1 value of RSNPDEBLP control chart is smaller than the
ARL1 values of the existing control charts while p1 < 0.40
or magnitude shift δ > 0.10. Conclusively, it is noted that for
different values of λ, n in Table 1 to 4, the OOC ARL values
of RSNPDEBLP control chart are less than the ARL1 values
of other control chart for slope values. Hence, the proposed
control chart is more efficient than the existing control charts
in identifying the process shift.

APPENDIXES
APPENDIX A
A. The variance of DEWMA statistics Control is:

Var(Z ′i) =
λ4

4n((1− (1− λ)2)3)
(1+ (1− λ)2 − (1− λ)2i

((i+ 1)2 − (2i2 + 2i− 1)(1− λ)2 + i2(1− λ4))) (23)

A.1. Mean ai can be verified by using equations (3) and (7).

E(ai) = E(2Zi − Z ′i )

= 2E(Zi)− E(Z ′i )

= 2sin−1
√
p0 − sin−1

√
p0

= sin−1
√
p0

A.2. The asymptotic variance of ai can be derived by using
the (5) and (9).

Varasym(ai) = V (2Zi − Z ′i )

= 4V (Zi)− V (Z ′i )+ 4 Cov(Zi,Z ′i )

= 4V (Zi)− V (Z ′i )+ 4(0)

= 4(
λ

(2− λ)4n
)− (

λ(2− 2λ+ λ2

(2− λ)3
1
4n

)

=
4
4n

(
λ

(2− λ)
)− (

λ(2− 2λ+ λ2

(2− λ)3
1
4n

)

=
λ(1+ 4(1− λ)+ 5(1− λ)2)

(1+ (1− λ))2(4n)

A.3.

E(bi) = E(
λ

1− λ
Zi − Z ′i ))

=
λ

1− λ
(EZi)− E(Z ′i ))

=
λ

1− λ
(sin−1

√
p0 − (sin−1

√
p0))

= 0

A.4. The variance of slop bi is defined as:

Var(bi) = Var(
λ

1− λ
(Zi − Z ′i ))

= (
λ

1− λ
)2 Var(Zi − Z ′i )

= (
λ

1− λ
)2(

λ

(2− λ)4n
−
λ(2− 2λ+ λ2

(2− λ)3
1
4n

)

=
2λ3

(1+ (1− λ))3(4n)

APPENDIX B
B.1. The expected value of linear prediction ft can be calcu-
lated by using the A1. and A.3.

E(Fi+t ) = E(ai + bit)

= E(ai)+ tE(bi)

= sin−1
√
p0 + 0

= sin−1
√
p0

B.2. The Variance of Ft is

Var(Fi+t ) = Var(ai + bit)

= Var(ai)+ Var(bit)+ 2 Cov(ai, bit)

The covariance process in the above equation was investigate
by using the simulation to verify the possible relationship
between ai and bi. Simulation for the covariance relationship
between the ai and bi were performed for different values of λ
which is a smooth parameter in this process. The Cov(ai, bi)
simulated values very close to zero and it can be supped
negligible. Moreover, the asymptotic Cov(ai, bi) for t = 1
introduced by [27] and it can be written as:

Cov(ai, bi) =
λ2(1+ 3(1− λ))
(1+ (1− λ))3(4n)

By using the Appendix A.2 and A.4 in above equation and
calculate the asymptotic variance of the linear trend produc-
tion Ft as below:

Varasym(Ft ) = A.2+ A.4+ Cov(ai, bit)

=
λ(1+ 4(1− λ)+ 5(1− λ)2)

(1+ (1− λ))2(4n)

+
2λ3

(1+ (1− λ))3(4n)
+

λ2(1+ 3(1− λ))
(1+ (1− λ))3(4n)

=
1
4n

(
λ(1+ 4(1− λ)+ 5(1− λ)2)

(1+ (1− λ))2

+
2λ3

(1+ (1− λ))3
+
λ2(1+ 3(1− λ))
(1+ (1− λ))3

)
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