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ABSTRACT Everyday many online product sales websites and specialized reviewing forums publish a
massive volume of human-generated product reviews. People use these reviews as valuable free source of
knowledge when decide to buy products. Therefore, an accurate automated system for distinguishing useful
reviews from non-useful ones is of great importance. This article presents a new model for specifying the
usefulness of comments using the textual features extracted from the reviews. Various types of features
including emotion-related, linguistic and text-related features, valence, arousal, and dominance (VAD)
values, review-length and polarity of comments are exploited in this study. Moreover, two new algorithms
are presented: an improved evidential algorithm for emotion recognition, and an algorithm for extracting
VAD values for each review. Finally, the usefulness of reviews is predicted using the mentioned features and
an improved Dempster—Shafer score fusion algorithm. The proposed method is applied to review datasets
of Books and Video Games of Amazon. The results show that combining the features associated with
emotions, features of VAD, and text-related features improves the accuracy of predicting the usefulness
of reviews. Also, in comparison with the original Dempster—Shafer method, the precision of the improved

Dempster—Shafer algorithm for both datasets is 15% and 11% higher, respectively.

INDEX TERMS Dempster—Shafer theory, emotion recognition, opinion mining, review helpfulness.

I. INTRODUCTION

With the advent of the Web and the expansion of e-commerce,
users are expressing their views on products and services
on many specialized and commercial sites to interact and
work together. Through online reviews, customers share their
personal beliefs, experiences of purchasing decisions, and
evaluations towards services or products [1]. These reviews
contain valuable information and can be used to analyze
people’s attitudes and interests. Moreover, they can be used to
identify and analyze people’s positive and negative views on
a variety of targets such as locations, products, and specific
events. [2]. Such informative reviews are valuable for both
consumers and producers. Consumers read product reviews
before making a purchase decision to reduce search costs
and purchase uncertainty [3]. A well-written review identi-
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fies the strengths and weaknesses of products for produc-
ers and identifies what can be learned about new product
development [1].

User reviews are already taking up a lot of space on the
web and the volume of user-generated textual data is increas-
ing every day. Therefore, with the rapid increase of online
reviews, it is impossible for people to review all comments
related to a product or service in a limited time [3]-[5].
To alleviate this problem, Amazon and some other online
retailers allow consumers to evaluate opinions by implement-
ing useful voting systems. In these systems, beside each com-
ment, there is a question such as: “Was this comment helpful
to you?”’. Also, usefulness information is usually reported in
the form of a usefulness score to help the consumer evaluate
the review [3]. This usefulness score is equal to the ratio of
the number of useful votes to the total number of votes for a
given opinion and is written as ‘“n out of t people found this
helpful” [6].
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Although the usefulness score calculated on the basis of
user votes may be informative, it suffers from the ““cold-start”
problem. In other words, it cannot be used properly for recent
(newly written) reviews, having not yet been voted on. Hence,
due to a lack of information, computing the usefulness score
of such newly written reviews is more complicated [7], [8].
Another problem is that the comments that are posted ear-
lier attract the most readers’ attention, and are consequently
placed at the top of the list, while comments that are posted
later are listed at the bottom of the list and ignored [4], [5].
This phenomenon is known as the Matthew effect [9].
Another problem with usefulness score is that as reviews are
quickly posted, some useful reviews are likely to be covered
by useless reviews before being considered [8]. Therefore,
it is important to use content-based methods for automatically
analyzing reviews that can accurately predict the usefulness
score of reviews as soon as they are posted on a website.

The importance of automatically recognizing use-
ful comments has been examined in previous studies
[11, [4]-[6], [10], [11]. However, most existing studies have
some limitations. For example, few studies have examined
the effect of various emotions such as sadness, happiness,
trust, expectation, etc. on the usefulness of reviews though,
many researchers have acknowledged the role of emotion in
the online environment and emphasized the importance of
examining the role of emotion in interpreting online reviews
[6], [10]. Moreover, it has been shown that emotions from the
same polarity (e.g., anger and fear) may have different effects
on consumers’ activities including their perceived usefulness
of areview [10]. Consequently, it is necessary to consider the
effect of different emotions about the usefulness of reviews.
Another problem of the existing methods is that they do not
consider the intensity of the words in each emotion category.
This is important because it is possible for two different words
to represent the same emotions with different intensities. For
example, the two words “good” and “‘great” both convey a
sense of pleasure, but it is clear that each convey a different
intensity from that emotion. To our knowledge, previous
studies on review usefulness prediction did not addressed
this problem. In the current study, this issue is considered
when extracting an emotion from a review. Also taking into
account the three semantic dimensions of valence, arousal,
and dominance (VAD) along with the dimensions of emotion
for the context of each review can lead to a more detailed
analysis because, according to [12], analyzing these three
dimensions is very effective in understanding the meaning of
the text. It is also expected that the more accurate the meaning
of the review is, the more useful it will be.

In addition to the abovementioned problems, some previ-
ous studies’ results need to be investigated more carefully.
For example, the results of previous research indicate that
surprise and expectation do not play a critical role in the
classification of usefulness of reviews [10]. And the two
emotions of surprise and anticipation fall into the category
of positive emotions. However, examining the vocabulary of
these emotions shows that they are two-sided (i.e., they may
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be positive or negative). In fact, positive surprise and expec-
tation can produce positive opinion while negative surprise
and expectation can lead to negative opinion. These have
not been considered in previous studies on review helpful-
ness prediction. Therefore, in this study, each of these two
emotions is divided into two groups of positive and negative.
This, increases the diversity of existing emotion categories
in the NRC lexicon [13], [14] (i.e., sadness, pleasure, fear,
anger, hatred, trust, surprise and expectation) to 12 by adding
four ““positive surprises”, ‘‘negative surprises’’, ‘‘positive
anticipation”, and ‘“‘negative anticipation” emotions.
Having extracted the above features, to help avoid biasing
the review helpfulness classifier, we train seven classifiers
and selected top three ones to combine their results. Spe-
cially, each of three classifiers assign a probability to each
usefulness category. These probabilities may be interpreted
as the confidence level of classifiers in assigning categories
to reviews. To obtain the final helpfulness category of reviews
we proposed an improved evidential fusion method. This
method is based on the Dempster-Shafer (D-S) theory which
has been studied extensively in decision-making and senti-
ment analysis in recent years [15], [16]. This algorithm is
used to fuse information obtained from different sources,
especially when there is uncertainty in the sources [16]-[18].

Considering the mentioned aspects of the current study,
in the proposed model, we seek to answer the following
questions to determine the usefulness of reviews:

1) Does considering three dimensions of valence, arousal,
and dominance (VAD) along with contextual and
emotion-related features affect the usefulness of the
comments?

2) Does the improvement of the D-S algorithm increase
the accuracy of the review usefulness prediction
system?

The main contributions of this study are as follows:

1) Given that both surprise and expectation in the NRC
emotion lexicon can have either negative or positive
polarity, the NRC lexicon is enhanced by adding four
emotions namely, positive surprise, negative surprise,
positive expectation, and negative expectation.

2) A new algorithm for extracting 12 separate emotion
vectors from the reviews is presented that considers the
following aspects:

a. Toincrease the accuracy of the extracted emotion,
the intensity of the emotion of words in separate
emotional groups is also considered.

b. To extract the emotion vector correctly, the effect
of negative structures in the sentence has been
investigated.

c. To extract the emotion vector more accurately,
the effect of intensifying and decreasing emotion
structures on words has also been investigated.

3) Three features of valence, arousal, and dominance
(VAD) for each text for detecting the helpfulness score
of reviews is considered.
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4) To determine the usefulness of the reviews, the triplet
structure is used to improve the D-S algorithm.
The findings of this study can be used to improve e-shops,
opinion mining, review summarization, and recommender
systems. Also, the emotion and sentiment extraction parts of
the proposed system may be used separately in sentiment and
emotion analysis.

The remainder of the paper is organized as follows.
In Section II, related work is presented, Section III presents
the proposed method in more details. Section IV analyzes
the results of the implementation, then discusses the findings.
Section V concludes the paper and presents some directions
for future work.

Il. RELATED WORK

A. EXISTING STUDIES ON THE USEFULNESS OF REVIEWS
The usefulness of a review means the objective evaluation of
the quality of the review by others [10]. Consumers can hardly
manually identify useful reviews among the high volume
of product reviews on websites, so finding useful reviews
automatically and understanding of the factors influencing
the usefulness of reviews are important [6]. The usefulness
of online reviews is a multi-dimensional concept that can be
controlled by a variety of factors [10]. Many researchers have
suggested various factors that may influence the usefulness
of reviews. For example, review length that is the number
of words that constitute the review may be an influential
factor [1], [19]—-[23]. Several studies have shown the positive
effects of review length [1], [21], [22], [24], [24]-[29]. This
effect varies with regard to product type; review length has
a greater effect on the usefulness of search product than
experimental goods [1], [27].

In 2016, Qazi et al. [30] presented a conceptual model
for predicting the usefulness of reviews. This study not only
examines quantitative factors (such as the number of con-
cepts), but also focuses on the qualitative aspects of reviews
including types of review (i.e., regular, comparative, and
suggestive reviews). A comparative review expresses a rela-
tionship of similarity or difference between two or more
entities, or describes an individual’s preference for common
features of entities. Normal opinions express a general view
and suggestive reviews give advice on whether or not to buy
a product [30]. The researchers found that all three types of
reviews had significant effects on the purchase decision [4].
There are different opinions about the impact of subjectivity/
objectivity on the usefulness of reviews. Facts contain objec-
tive statements about their entities, events, and attributes
while subjective expressions describe individuals’ emotions
and evaluations of their entities, events, and attributes [31].
The effect of subjectivity on the usefulness of opinion has
been demonstrated in [8], [32]-[35].

Researchers also examined several aspects of review text
such as various readability measures, spelling errors, subjec-
tivity levels, and average usefulness of reviews [33]. It has
been shown that opinions with a combination of objective
and subjective sentences have a negative relationship with
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product sales compared to only subjective or only objective
ones [33]. The researchers also found that mid-length reviews
with a few misspellings were more effective from customers’
view than very long or very short reviews with more mis-
spellings [4], [33]. However, in [20] the authors concluded
that legibility is more effective than review length [4]. In [8],
the characteristics of noun, verb, and adjective have been used
as effective predictors and in [6], the adverb feature is also
defined alongside the noun, verb, and adjective. Linguistic
features are also used to predict usefulness [35].

Several studies have shown that the readability of the
review text is an effective factor in predicting the usefulness
of the review [6], [8], [35], [36]. Reviews with high read-
ability are likely to be read and receive more votes from
users [6]. In addition, previous studies have shown that total
votes and total number of reviewers are also effective features
of predicting the usefulness of online reviews [37]. A new
reviewer feature, namely reviewer’s activity length along with
total votes and total number of reviews are also proposed [6].
Also disclosed personal information such as real name, loca-
tion, nickname is shown to be effective features to predict the
usefulness of online reviews [38].

In [8], a few models were designed to predict the useful-
ness of consumer reviews using several contextual features
such as polarity, subjectivity, entropy, and ease of reading.
These machine learning models automatically determine the
usefulness of each initial review as soon as it is posted on the
website so that they have an equal chance of being viewed
by others. Authors in [39] examine how online consumers’
reviews interact with one another and how consumers’ beliefs
evolve over time. The researchers proposed a dynamic model
of opinion evolution that is applicable to the opinions of
online consumers in the e-commerce environment and influ-
encing factors such as visitor readability, sorting and dis-
semination strategies, convergence parameters, feedback, and
thresholds of trust. In [40], a review usefulness prediction
framework is proposed to use multilingual reviews to gener-
ate relevant business insights and predicts the usefulness of
reviews with the help of non-English comments.

Previous studies show that product features also play
an important role in predicting the usefulness of online
reviews [1], [6], [37]. Types of products (i.e., experimental
and search), can play an important role in the usefulness
of reviews [6], [41]. Determining the quality of empirical
products before use is not easy, so consumers looking for

empirical products use others’ experiences, but search
products can be judged on the basis of product specification
before purchasing [6], [27], [42]. The researchers found that
positive and negative emotions in search products were more
effective than empirical ones. In addition, for search prod-
ucts, the combination of features with positive and negative
emotions performs better than experimental goods [6].

In [6], four product features namely, product emergency
index, Amazon sales rank, Amazon product price list, and
time spent from product release date were proposed. In [5],
product description and question-answer features along with
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contextual features are used. The results show that using
product description features and customer question-answer
data improves the accuracy of predicting usefulness scores.
The characteristics of product reviews among five different
products were investigated in [43] and their effects on the
usefulness of the review was identified. Four data mining
methods have also been explored to determine the best way
to predict the usefulness of comments for each product using
five Amazon datasets. The results show that opinions for
different types of product have different linguistic and psy-
chological characteristics and their influencing factors are
different.

The model presented in [44] assumes that product feed-
back sends signals to buyers. Using the Amazon product
reviews, the researchers tested their model and found that
signals related to comment content (e.g., specific comment
content and writing style) and comment-related signals (such
as reviewer experience and his/her popularity) are both influ-
encing review usefulness. In addition, they showed that the
signaling environment was influenced by the signal and that
the motivations given to the reviewers influenced the signals
sent.

B. EMOTIONAL FEATURES AND REVIEW USEFULNESS
Several psychological theories have suggested basic human
emotions of various dimensions [45]-[47]. In [45], six emo-
tional dimensions are suggested: pleasure, sadness, anger,
fear, disgust, and surprise. Plutchik showed eight views
of emotion, sadness, pleasure, fear, anger, disgust, trust,
surprise, and anticipation using a wheel [48]. The Plutchik
framework has strong foundations in psychological stud-
ies [10] and unlike some other models [45] in which negative
emotions are predominant, in this framework, the balance
between negative and positive emotional perspectives is
established.

Several studies investigated the effect of different emotions
on the usefulness of reviews. For example, researchers in [1]
examined the relationship between few negative emotions
(anger, fear, sadness) and the usefulness of online reviews.
The results of this study showed that fear in a review has
a positive effect on its usefulness and anger has a stronger
negative effect on the perceived usefulness of the review for
experimental goods than search goods. As the level of sadness
in reviews increases, the perceptual usefulness of the review
decreases.

It has been shown that the effect of negative consumer
reviews on film choice was more effective than positive
ones [49]. In contrast, positive reviews have a greater impact
on film evaluation than negative ones. Also, consumer expec-
tations have been a moderating effect of the capacity of con-
sumer opinion on film selection and subsequent evaluations.
Similarly, in [50], a statistical approach was proposed to
establish the relationship between review quality and emo-
tions with review usefulness. The results showed that high
quality positive reviews increase product sales compared to
low quality reviews [4]. In [6], the effect of four positive
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and four negative emotions on perceptual usefulness is inves-
tigated and a binary classification model is developed to
predict usefulness based on deep neural network. In addition,
product type features, visibility, readability, linguistic and
sentiment characteristics of reviews are also used to compare
and predict the usefulness. Experimental results showed that
positive emotional traits perform better. However, negative
emotions and visibility are also affected. Also, a combination
of features with positive emotional traits provide the best
performance for online feedback. Also, trust, pleasure, antic-
ipation (positive emotions), anxiety, and sadness (negative
emotions) are the most effective emotional dimensions and
have a greater effect on perceptual usefulness.

Emotional content was assessed with eight emotional
dimensions (pleasure, sadness, anger, fear, trust, hatred,
expectation, and surprise) in the Plutchik emotional
wheel [10]. The results of this study were analyzed using
a negative binomial model which showed that anger, hate,
and fear in reviews had a positive effect on the usefulness
of the reviews, and pleasure, trust, and sadness had negative
effects on the usefulness of the reviews. The anticipation
and surprise in the reviews had no effect on the usefulness.
In [11], the influence of emotions in the helpfulness of
hotel-related online reviews is examined. The results of this
study showed that negative online reviews are more useful
than positive ones. It has been also shown that quantitative
and capacity-based approaches are not sufficient to identify
and evaluate the quality and performance of hotel services
in information seeking and decision-making processes for
consumers.

Table 1 depicts the summary of literature and major deter-
minants of perceived review usefulness in studies.

C. SCORE FUSION METHOD USING AN EVIDENTIAL
APPROACH

One way of improving the efficiency and accuracy of machine
learning systems is to fuse the results of various classi-
fiers [51]. This can be achieved through the use of score
fusion algorithms [51]. In the existing review usefulness
systems, most employed fusion methods have no theoretical
basis and not designed for these systems. To address this
problem, we exploit an evidential fusion method based on the
Dempster-Shafer (D-S) theory. D-S method is one of the most
prominent score fusion methods which has been exploited in
recent years for polarity detection [52], rating prediction [15],
multimodal emotion recognition [53], and project risk assess-
ment [54]. In terms of uncertainty in the validity of the
hypotheses, Dempster and Shafer presented a general form of
Bayesian theory in which multiple probabilities (e.g., derived
from multiple classifiers’ outputs) were used to determine
the final output on the basis of evidence from uncertain out-
puts [51]. Using the D-S theory, evidences are first extracted
from the classifiers’ outputs. These evidences are then used
as basic knowledge in finding the degree of membership of
the input to each class. Based on this evidence, the probability
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TABLE 1. Summary of literature from 2008 to 2020 on review usefulness.

Category Feature name Definition Author
Ren and Hong [1], Gao et al [19] , Korfiatis et al [20],
Leneth of th . Th ber of words in th . Kuan et al [21], Siering and Muntermann [22], Weathers et
Content ength of the review ¢ number of words in the review. | 5 1931 vin et al [24], Back et al [25], Peng et al [26],
Mudambi and Schuff [27], Salehan and Kim [28], Kuan et
al [21], Schindler and Bickart [29], Qazi et al [30]
A comparative review expresses a
relationship of similarity or difference
Review type between two or more entities, or
Comparative, Regular describes an individual’s preference for
and suggestive common features of entities. Normal | Qazi etal [30]
opinions express a general view and
suggestive reviews give advice on
whether or not to buy a product.
thel rex'llew fcgntalgs the . views and Singh et al [8], Indurkhya and Damerau [31], Ghose et al
Objective/Subjective | V2 “af“"ns off its writer or Just presents | 1351 Ghose and Ipeirotis [33], Liu et al [34],
some facts. Krishnamoorthy [35]
Linguistic Noun Percent of nouns in the review. Sal}mya et al [5],Malik and Hussain [6], Singh et al [8],
Krishnamoorthy [35]
Percent of verbs in the review. Saumya et al [5], Malik and Hussain [6], Singh et al [8],
Verb .
Krishnamoorthy [35]
Adverb Percent of adverbs in the review . Malik and Hussain [6], Krishnamoorthy [35]
L. N . Saumya et al [5], Malik and Hussain [6], Singh et al [8],
Adjective Percent of adjectives in the review. Krishnamoorthy [35].
percentage of words in the review text
Pronoun that are pronouns Malik and Hussain [6]
Article words percentage of words in the review text Malik and Hussain [6]
that are article words
percentage of words in the review text Malik and Hussain [6]
Prepositions that are preposition
simplicity of understanding the text by Saumya et al [5], Malik and Hussain [6], Singh et al [8],
Textual Readability the user Krishnamoorthy [35], Korfiatis et al [20], Hu and Chen
[36].
. . . Ren and Hong [1], Malik and Hussain [6], Lee and Choeh
Rating Review Rating (from 1 to 5 stars) [37], Forman et al [38]
disclosed personal information by
Context Reviewer disclosure reviewers such as: real name, nickname Forman et al [38]
and location
Time between first review and last Malik and Hussain [6]
Activity Len review
Revi Reviewer total votes Malik and Hussain [6]
eviewer votes
Reviewer Revi . Reviewer total reviews Malik and Hussain [6]
eviewer reviews
The recognition of the quality of | Renand Hong[1], Malik and Hussain [6], Lee and Choeh
experimental products is not easy before | [37], Mudambi and Schuff [27], Pan and Zhang
use, so consumers who use experimental | [41],Willemsen et al [42], Park [43]
experimental and search | products are using others’ experiences,
but search products can be judged on the
basis of product specification before
purchasing
Similarity between product description Saumya et al [5]
Product L .
product description and review text
Price Product price (Low vs. High) Malik and Hussain [6], Back et al [25]
Psychological Drives words ,Space percentage of words in the review that Malik and Hussain [6]
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TABLE 1. (Continued.) Summary of literature from 2008 to 2020 on review usefulness.

are drive words.
percentage of words in the review that
are Space words.
Fear
Emotions Sqdness Negative Emotions Ren and Hong [1], Malik and Hussain [6], Wang et al [10],
Disgust Leeetal [11]
Anger
Joy
Trust . .
Surprise Positive Emotions Malik and Hussain [6], Wang et al [10], Lee et al [11],
Anticipation
Sentiment Sentiment of review text Malik and Hussain [6]
Sentimental Polarit Polarllty of reviews (positive, neutral, Malik and Hussain [6], Baek et al [25], Pan and Zhang
Y negative) [41],Tsao [49], Lee and Shin [50]
intensity emotional intensity Peng et al [26]

masses of each class are determined. Finally, the masses are
fused to determine the final class [51].

In [51], a D-S theory-based approach for combining mul-
tiple classifiers was designed and the class outputs are mod-
eled by a 2-point Triplet structure. The results showed that
the first and second best classifier performs better than the
separate classifiers and hybrid classifiers. The triplet structure
also performs better than the simplet and quartet structures.
In [55], a hybrid method for text classification was designed
based on the D-S theory that used combination of best out-
puts. This method also used the outputs of the classifiers
using the quartet or 3-point structure. They compared the
performance of separate classifiers with the hybrid SM (the
combination of SVM and KNNM) classifier. The researchers
found that the best hybrid classifiers had higher performance
than the best independent ones.

The original D-S theory is used in [18] to design a method
to detect sentiment in online reviews. The researchers showed
that the D-S theory-based fusion method performs better than
simple fusion methods such as weighted average and sum
using both lexicon-based and machine learning-based meth-
ods. They improved their method for detecting document-
level review polarity in [17]. In this study, the TripAdvisor
and CitySearch datasets was used to evaluate the performance
of the improved D-S-based fusion method. The researchers
found that their proposed method was more accurate than the
original D-S fusion method.

In [56], a D-S theory-based approach was designed to
combine conflicting evidence with different weighting coeffi-
cients and provide a high-performance decision support sys-
tem that can effectively solve the collision problem. In [57],
a method based on the D-S theory was designed that used
absolute and relative difference factors for two pieces of
evidence. The resources were divided into two categories of
collision and non-collision, and the cumulative probabilities
in the collision category was combined with those of the
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non-collision group. The advantages of this method are better
management of evidences and improving reliability.

In [58], a new method is proposed to incorporate social
media comments with audio-visual contents in video. For the
fusion stage, the decision-level fusion method was used based
on the D-S theory of evidence. The results showed that the
D-S-based fusion system performs much better than the
baseline method, which uses only audio-visual content for
emotional video retrieval. In a similar study [59], a new
lexicon-based method for information fusion based on D-S
theory was proposed. This method does not require a
human-coded corpus for training and operates much faster
than the supervised method. The results showed that inclusion
of song lyrics with audio-visual content had no positive effect
on the retrieval performance, but utilizing users’ comments
had a significant improvement for the emotional retrieval
system. To address the main drawback of combining mul-
timodal information in emotional video retrieval systems
which is assigning equally weights to modalities, a new D-S
method was proposed in [60]. This method gives different
weights based on the correlation and the level of confidence.
This method has been recently improved for the same task
using a hybrid architecture consisting of latent information
obtained through canonical correlation analysis (CCA) [61]
and Marginal Fisher Analysis (MFA) [53]. As stated in
some of previous studies, the original D-S theory has some
limitations [51]; One of the most influential limitations is the
production of contradictory results. To solve this problem,
the triplet structure is used to improve the D-S algorithm [51].

ill. THE PROPOSED METHOD

The overall view of the proposed model is shown in Figure 1.
In this system, reviews are first preprocessed. Then, using the
proposed emotion extraction algorithm, the emotion-related
features are extracted by considering the emotion intensity of
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Review # Feature Extraction
1.Sentences Splitting / \ (— ﬁ\
2 Words Tokenizing Tt ]
3 Detecting those words which are affected efta::nres
by negations.
4 Applymg the effect of negations on the -
text. i Readability
: - VAD value for each
5. Detecting those words which are affected effective word
by enhancers and reducers to the text. Review length
¥ List of effective words
List of effective words 9 l P
features
Applying the Emotion infensity in SEbmrmg el Subiectivity
different categories to the text -+ Srtanmi i eacatr vector for each text uRjectan
. Lexicon
Applying the effect of enhancers and .
reducers to the text Polarity
‘ Title emotions
Extracting emotion vector for each text \ /

‘Clnssiﬁmﬁon using different machine learming algorithms

AdaBoost]

1

Naive
%

Bagging

Decision
Tree

Random
Forest

SVM

48

Selecting the best classifiers

score finsion method ‘

‘ Aggregate the results of the best classifiers

FIGURE 1. The overall view of the proposed model.

the words in different emotional categories and the affective
shifters. Additionally, other features such as linguistic fea-
tures, readability, valence, arousal, dominance values, review
length, and polarity are also extracted for each review. In the
next step, using different machine learning algorithms, differ-
ent models are developed to predict the usefulness of reviews
and the best three models are selected based on the model
evaluation criteria. Finally, to improve the learning accuracy,
the results of the best classifiers are fused using the D-S
fusion algorithm. The proposed method is explained in more
details in the following sections.

A. PROBLEM FORMULATION

Assume R is the initial unprocessed dataset of size nx 3 where
n is the number of reviews in R and the columns contain
review text, title, and helpfulness score of the review. The
goal is to predict the helpfulness score s € {0, 1} of a
given test review r using the proposed classification method
trained on R. To this aim, the problem is first reduced to
extracting k representative features from the first and second
columns of R then, to use the proposed method to classify
reviews. The feature matrix F of size n x k is constructed
by extracting review text and title, different features such
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as emotion vectors, linguistic features, and other derivable
features from these two.

B. FEATURES

The final features extracted from the initial dataset are pre-
sented in Table 2. In the following section, each of these
features is described in detail.

C. EMOTION VECTOR EXTRACTION FROM EACH REVIEW

The NRC emotion lexicon [13], [14] contains 14,183 words
that provide a distinct emotion for each of the 8 dimensions.
In this study, four positive emotions of positive surprise, neg-
ative surprise, positive expectation, and negative expectation
were added to the NRC lexicon. If a word had a surprise
emotion, it would have been considered a positive surprise if
it had positive polarity, otherwise it would have been consid-
ered as negative surprise. In case the surprised word had no
polarity, these two new feelings would have been assigned
zero. Also, if the word did not have a surprise emotion,
the two new emotions will be assigned zero. This will be
performed similarly for the expectation emotion. Ultimately,
an upgraded dictionary contains 12 distinct emotions for each
word. Also, since many of the words in the NRC lexicon have
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TABLE 2. Features used in this study to train machine learning algorithms for predicting product review helpfulness.

Feature name Feature category

Description

Emotion vector

Title’s emotion Emotion-related

Polarity of the review

A vector containing of 12 elements for 12 distinct emotions, each
representing the degree of emotion involved.

The emotion extracted from the comment title text.

Polarity of the review (positive, negative)

OneLetterWords

TwoLetterWords

LongerLetterWords

VAD

Readability

Text-related features

Subjectivity

Review length

Name

Verb

Adverb

Punctuations

The number of one-letter words in the review [8].

The number of two-letter words in the review [8].

The number of more than two-letter words in the review [8].

Vector consisting of 3 elements corresponding to V, A, and D values.

The degree of simplicity of understanding the text by the user. The
textstat library in Python was used to extract this feature in range [0-100]
as follows[8]:

*90-100 :Very Easy

*80-89 :Easy

*70-79 :Fairly Easy

*60-69 :Standard

*50-59 :Fairly Difficult

*30-49 :Difficult

*0-29 :Very Confusing

Whether the review reflects the opinions and evaluations of the user.
Using the TextBolb library, the subjectivity of the sentence is calculated
from zero to one, and the average subjectivity of these sentences is
calculated as the amount of subjectivity of the text

Number of words forming the review.

Percent of the names in the review.

Percent of the verbs in the review.

Percent of the adverbs in the review.

Percent of the punctuations in the review.

zero values for all of their separate emotions and hence have
no effect on the final feature vector, these words have also
been removed from the improved dictionary. This changed
the size of the improved NRC lexicon to 6469 distinct words.
The details of the improved lexicon are listed in Table 3.

To improve the accuracy of computing the perception
of review texts, the NRC Affect Intensity Lexicon was
also used in this study [62]. Specifically, for each review,
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a 12-elements vector is extracted each of which is equivalent
to the amount of emotion in a separate emotional dimension.
This vector can be expressed as EV = (Anger, Anticipation,
Disgust, Fear, Joy, Sadness, Surprise, Trust, Positive-
Surprise, Negative-Surprise, Positive-Anticipation, Negative-
Anticipation). To calculate this vector for each review,
after preprocessing using Algorithm 1, affective words are
extracted from the text. Then, using Algorithm 2, the emotion
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TABLE 3. Specifications of the improved NRC lexicon.

Emotion Word count
Anger 1247
Anticipation 839
positive Anticipation 449
negative Anticipation 143
Disgust 1058
Fear 1476
Joy 689
Sadness 1191
Trust 1231
Surprise 534
positive Surprise 198
negative Surprise 196
Total 9251

vector is extracted for this set of words which is equivalent to
the whole emotion vector of the text being processed.

To correctly extract the sentiment of the text, it is necessary
to identify the emotionally effective words as accurately as
possible. In this study, the following preprocesses were made
on the text of the reviews.

1) THE EFFECT OF NEGATION

In any linguistic structure, negation words such as ‘“‘not”
may be used to reverse the emotion of words with a positive
affective sense [63]. In this study, Python Spacy library was
used to identify the words that were negatively affected.
Then, each word was replaced with its best antagonist using
WordNet, finally, the negation word was removed.

2) INFLUENCE OF QUALIFIERS ON TEXT

Qualifiers in English reduce the impact of the word they are
directly associated with. For example, in the term ‘‘hardly
crashes”, the word “hardly” reduces the semantic impact of
the verb “crashes”, and if the verb has a negative affect, it is
more appropriate to reduce the negative effect by considering
the effect of the word ‘““hardly”. The list of words of this
category considered in the current study is as follows:

Qualifiers = [‘hardly’, ‘rarely’, ‘infrequently’, ‘seldom’,
‘sporadically’, ‘scarcely’]

To identify words that are affected by qualifiers in the
review text, when examining the negative relation for each
word, if the word has an adverb modal relation with another
word and it (i.e., the original word) has a POS tag of “pro-
noun’’, it is checked whether it is in the list of qualifiers or not;
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if any, a word that is directly affected is identified and added
to the list. The relationships and POS tags are also extracted
using the Python Spacy library. Finally, to reduce the effect of
emotion in practice, when calculating the emotion, a constant
value of -0.2 is added to the emotional value of each affected
word.

3) THE EFFECT OF POSITIVE INTENSIFIER IN THE TEXT

In English there are words that if they come before another
word, increase the semantic effect of the word affected. for
example, in the phrase “very good”, the word ““very” inten-
sifies the semantic effect of the word “good”. In this study,
the following words are considered in the intensifier list:

Positive intensifiers = [‘very’, ‘extremely’, ‘absolutely’,
‘completely’, ‘greatly’, ‘too’, ‘so’, ‘totally’, ‘utterly’,
‘highly’, ‘rather’, ‘really’, ‘exceptionally’, ‘particularly’,
‘seriously]

To exaggerate the emotion value of the words affected
by the intensifiers in the review text, a similar approach
described for qualifiers is done except that the words affected
by this list are in a separate list and when the emotion value is
calculated, a constant value of 0.2 is added to the emotional
value of each affected word [63].

4) THE EFFECT OF BOTH POSITIVE INTENSIFIERS AND
NEGATIONS

If a word is simultaneously affected by both negative and
positive influencers, instead of increasing the emotion value,
it should be reduced. For example, to extract the correct
emotion value of the word “‘not very good”, the word “good”
as mentioned before is replaced by its opposite word (i.e.,
“bad’’). Then, the intensifier word ““very” is considered as
qualifier and reduce the emotion value by —0.2.

According to Algorithm 1, first all possible relationships
between the two words in the sentence are extracted by the
Spacy library in Python (line 7). Then, in lines 8-11, if there is
a negative relationship between the two words w; and w; (i.e.,
the word wj is affected by the negative word wj), itis checked
whether the word wj is also affected by the word intensifier
w, and if it is affected, it is added to the list of words affected
by the diminished words. Then, according to lines 13-14, the
word wj is replaced by the WordNet opposite of w; and the
word w;j is deleted.

In lines 16-19, if the relationship between the two words
is an adverb modal relation and the role of the word wj
is intensifier, it is first examined whether the word w; is
included in the list of intensifier words. If w; exist, wj is added
to the list of words affected by the intensifier. If the word wj is
included in the list of reducer words, the word affected by w;
is added to the list of words affected by the diminished words
(lines 20-21). Finally, lines 25-29 are added to the final word
list by examining each word in the sentence s; if these words
are other than stop words and presented as the output of the
algorithm.

The objective of Algorithm 2 is to extract the emotion
vector (EV) for each review uj. This vector has 12 elements,
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Algorithm 1 Pre-Processing to Extract Effective Emotional
Words
1: Input: one sentence from review u;.

2: Intensifiers list = [very, too, ...]

3:  Qualifiers list = [hardly, rarely, ...]

4: Intensified words []

5:  Diminished words []

6: finalWords []

7:  Relations = extract relations between s; words (wi,wj)

8:  For each relation in relations do

9: If relation is negation relation then

10: If w; have adverb modal relation with w,
And w, is in Intensifiers list then

11: Add wj to Diminished words

12: End if

13: Opposite affected word w; using wordnet in s;

14: Delete negated word w;

15: End if

16: If relation is adverb modal and w; pos is

ADV then

17: If w; is in Intensifiers list then

18: Add wj to Intensified words

19: End if

20: If w; is in Qualifiers list then

21: Add wj to Diminished words

22: End if

23: End if

24:  End for

25:  For each wj in si do
26: If w; is not stopWord then

27: Add w; to finalWords
28: End if
29:  End for

each corresponding to a separate emotion. Therefore, each
element of this vector indicates how much emotion of the
corresponding dimension is in the review. To extract the EVy;,
first break the sentence and then execute Algorithm 1 for
each sentence. This provides a list of the effective words of
the sentence, as well as the words that are affected by the
intensifier and reducers (Lines 1-15). Then, for each word
in the list, the EVw; vector, which represents the values of
the individual emotions for the word, should be extracted.
This will be done using the values available for the word or,
if such values do not exist, the values for the word lemma
in the NRC emotion lexicon, as well as the values of the
intensity available for the word, or if such values do not exist,
the values available for the word lemma in the NRC affect
lexicon (lines 16-21).

calculatedEmotionEffectForWord function takes each
word and its emotion vector and adds corresponding values of
emotion intensity in different groups to emotion vector of the
word. If the word or its lemma is not present in NRC lexicons,
its existence in each of the affect dictionary groups is checked
and its values are added when values are found (lines 22-30).
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Algorithm 2 The Proposed Emotion Extraction Algorithm
1:  Input: Collection of all reviews (U)
2:  For each review u; in U do
3: Evy; = [0,0,0,0,0,0,0,0,0,0,0,0]; //
EV; = emotion vector
4:  For each sentence s; in u; do
5: si final words = preprocess(s;);
6: EVs; =10,0,0,0,0,0,0,0,0,0,0,0];
7.
8

For word wj in s; final words do
: Intensify value = 0;
9: Diminishing value = 0;

10: Wi_lemma= lemma of wj;;
11: If w; in Diminished words then
12: Diminishing value = -0.2;
13: Else if w; in Intensified words then
14: Intensify value =0.2;
15: End if
16: Ifw; in NRC_Emotion_Lex then
17: EVw; =read row w; from NRC_Emotion_Lex;
18: calculateEmotionEffectsForWord(w;,
EVwi);
19: Else if w;_lemma in NRC_Emotion_Lex then
20: EVw; = read row w;_lemma
from NRC_Emotion_Lex
21: calculateEmotionEffectsForWord
(wij_lemma, EVw;);
22: Else
23: For each emotion e in NRC_Affect_Lex do
24: Ifw; in NRC_Affect_Lex and group e then
25: - EVwi[e] + = value of
NRC_Affect_Lex for (wj,e)+1;
26: Else if w;_lemma
in NRC_Affect_Lex and group e then
27: EVwi[e] + = value of NRC_Affect_Lex
for (wi_lemma,e)+1;
28: End if
29: End for
30: End if
31: For each non zero element X in EVw; do
32: EVw;i[x]+ = Intensify value + Diminishing
value;
33: End for
34. EVsi+ =EVwj;
35: End for
36: EVu;+ =EVs;;
37: End for
38: End for

Also, if the word is affected by any intensifier or reducer, then
the values of non-zero EVwi elments decrease or increase
steadily (lines 31-33). These values are then summed for all
sentence words to make the EVsi, which is the emotion vector
for the sentence. Finally, all EVsi vectors are summed to form
EVui vector (lines 34-36).
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calculateEmotionEffectsForWord

1: calculateEmotionEffectsForWord
(word w,EmotionVector EVw[]){

2:  For each emotion e in NRC_Affect_Lex do

3: If win NRC_Affect_Lex and group e then

4: EVw [e]+ = value of NRC_Affect_Lex for (w,e);

5: Else if w_lemma in NRC_Affect_Lex and group e
then

6: EVw [e]+ = value of NRC_Affect_Lex for
(w_lemma,e);

7:  Endif
8: End for
9: }

D. EXTRACTING THE VAD VECTOR OF EACH VIEW
According to [12], in addition to the emotional dimensions
that are transmitted through words, the three semantic dimen-
sions of valence, arousal, and dominance (VAD) are also
transmitted through the words of a text. The v (positive or
negative/pleasant or unpleasant) dimension is a measure of
whether or not a word is favorable. For example, the word
“party” indicates a higher level of positive than “funeral’.
The A (irritability/not irritability) dimension measures how
energetic or crooked it is felt and this is not a measure of emo-
tion intensity. Sadness and depression can be low irritations
and severe emotions. While anger and wrath are unpleasant
emotions, they have higher irritability than laziness. The
dimension d (dominant-submissive and subordinate) repre-
sents the sense of being obedient and dominant. For example,
the “battle” is more dominant than “‘delicate”.

Considering these three semantic dimensions along with
the dimensions of emotion for the context of each review can
lead to a more detailed analysis. The analysis of these three
dimensions is very effective in understanding the meaning of
the text [12]. As to the usefulness of comments, it is also
expected that the more accurate the meaning of the review
is, the more useful it will be. Algorithm 3 extracts the VAD
value for each text.

To extract the VAD vector of each text after extracting the
effective word list, the existence of each of these words in
the VAD dictionary is checked and, if any, the VAD vector
is extracted for each word (Lines 1-10). Finally, by averag-
ing over these vectors, the VAD vector of each sentence is
obtained in the text (Line 11-15). Finally, to extract the VAD
vector of the text, it is sufficient to carry out the averaging
text sentences on the VAD vectors (Lines16-18).

The process of pre-processing and extracting the emotion
vector for the text in Example 1 is as follows:

Example 1: “it is not good, beautiful and very cold but
very delicious and rarely uses”.

1) PRE-PROCESSING
1. Determine qualifier affected words: First, it is deter-
mined that the word ““uses’ in the sentence is affected
by a reducer.
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Algorithm 3 Extracting VAD Vector for Each View
1:  For each review u; in U do

2: VAD _u; = [0, 0, 0]; // VAD_u; = VAD vector
3: sentCount = 0;

4: For each sentence s; in u; do

5: VAD _s; = [0, 0, 0];

6: sentCount ++;

7: wordCount =0;

8: For each word in s; word_list do

9: If word is in VAD _Lex then

10: wordCount ++;

11: VAD _ s;+ = value of [V,A,D] for word;
12: End if

13: End for

14: VAD _s; = VAD_s; / wordCount;

15: End for

16: VAD _Vu;+ = VAD _s;;

17: End for

18:  VAD _Vu; = VAD _Vu;/ sentCount;

Qualifier affected: ['uses’]

2. Determine positive intensifier affected words the words
that were affected by the intensifiers were included in
the positive intensifier affected list:

Positive intensifier affected [cold, delicious]

3. Determine negative affected words all the words that
have been negatively impacted are listed in the negative
affected words list:

Negative affected words [good, beautiful, cold].

As can be seen, the words that are simultaneously nega-
tively affected and intensified can be obtained by intersecting
the two lists of positive intensifier-affected and negative-
affected words.

Finally, after replacing the negatively affected words with
their antagonisms and extracting the correct effective words,
the following is a final list of preprocessing algorithm out-
puts.

Word list: [‘good’, ‘beautiful’, ‘hot’, ‘cold’, ‘uses’]

Final list: [‘bad’, ‘ugly’, ‘hot’, ‘delicious’, ‘uses’]

2) EXTRACTING EMOTION VECTOR

Emotion extraction algorithm applied on existing words in
final list to extract emotion vector in example 1. These steps
are listed in table 4. First of all, four steps applied for each
word in final list. First step examines whether the word or
its lemma exist in NRC or not. If yes, the emotion vector
in NRC is considered as work emotion vector. For exam-
ple, word “Bad” exist in NRC and its emotion vector in
NRC is [1, 0, 1, 1, 0, 1, 0, 0, 0, O, 0, 0]. Then, second
step examines that word exists in which emotion group of
intensity dictionary, and if word exist in any group, its inten-
sity for each emotion group or its corresponding emotion
in emotion vector is summed. For example, word “Bad”
in intensity dictionary in Anger group has intensity 0.453,
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TABLE 4. Extracting the emotion vector for the text in example 1.

Words/steps Bad Ugly Hot Delicious
Step1l:check word in NRC EvVv=10,1,1,0,1,0,0, EV=[0,0,1,0,0,0,0,0, EV=[1,0,0,0,0,0,0,0, EV=[0,0,0,0,1,0,0,0,
0,0,0,0] 0,0,0,0 0,0,0,0] 0,0,0,0]
sense Affect value sense Affect value sense égﬁ? sense Affect value
Anger 0.453 Anger - Anger 0.529 Anger -
Step2: check word in affect list Fear 0.375 Fear - Fear - Fear -
Sadness 0.422 Sadness - Sadness - Sadness -
joy - joy - joy - Joy 0.579
EV=[1.453,0,1,1.375,0 EV=[0,0,1,0,0,0,0,0, EV=[1.529, 0,0, 0, 0, 0, EV=[0, 0, 0, 0, 1.579, 0,
,1.422,0,0,0,0,0,0] 0,0,0,0 0,0,0,0,0,0] 0,0,0,0,0,0]
. . Reduce nonzero emotions | Intensify nonzero
-Do nothing -Do nothing by 0.2 emotions by 0.2
Step3: check word for affecting
by intensifier or reducer 4530 1. 1.375.0 EV=/0. 0. 1. 0.0.0. 0. 0
1 42[2 050’ 0 ’0’ 07]5 0 0_[0 50]) o EVE[1.329,0,0,0, 0,0, EV=[0, 0, 0,0, 1.779, 0,
00,00, T 0,0,0,0,0,0] 0,0,0,0,0,0]
. . EV=[1.453,0,1,1.375,0 EVv=[0,0,1,0,0,0,0,0, @ EV=[l.329,0,0,0,0,0, EV=[0, 0, 0, 0, 1.779, 0,
i L L o 11.422,0,0.0,0.0, 0] 0,0,0,0 0,0,0,0,0,0] 0,0,0,0,0, 0]

Step 5: EV sentence

in Fear group 0.375 and in Sadness group 0.422. There-
fore, Anger, Fear and Sadness values from emotion vector
or summed intensity values and resulted emotion vector is
EV =1[1.453,0,1,1.375,0,1.422,0,0, 0,0, 0, 0].

In the third step, if the word is influenced by intensifier,
all non-zero values in emotion vector are added by 0.2 and if
word is influenced by reducer, all non-zero values subtracted
by 0.2. Since word “Bad”” are influenced by none, in this step,
emotion vector does not change. This is while word “Hot”
is influenced by reducer and in third step, 0.2 is subtracted
from all non-zero values in emotion vector of this word. Also,
in third step of emotion vector extraction, non-zero values
of word “Delicious” emotion vector that is influenced by
intensifier, are added by 0.2. At last, after extracting emotion
vector for all words of final list, sentence emotion vector is
obtained by summing these vectors that is: EVsentence
[2.782,0,2,1.375,1.779, 1.422,0, 0, 0, 0, 0, 0].

The emotional vector is not extracted for the word *“‘uses”
because neither the word nor its lemma are present in the
NRC, and therefore it will not have any effect even though
the word has been in the scope of a reducer. In fact, “uses”
is affected by qualifier but it is not in NRC.

After performing this process for all reviews in the dataset,
each sentiment column is normalized using (1) to have all
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EV sentence = [2.782 ,0 ,2, 1.375,1.779, 1.422, 0, 0,0 ,0, 0, 0]

values between zero and one.

old value-min value

new value = -
max value-min value

3) EXTRACTING VAD VECTOR
For each word in the final list, the VAD extraction algorithm
is executed

Final list: [‘bad’, ‘ugly’, ‘hot’, ‘delicious’, ‘uses’]

it is determined that the word ““bad” in the VAD dictionary
has three values of [0.125, 0.625, 0.373].

The word ugly in the VAD dictionary has three values of
[0.167, 0.63, 0.254].

The word ‘“‘hot” in the VAD dictionary has three values of
[0.49, 0.74, 0.573].

The word delicious in the VAD dictionary has three values
of [0.927, 0.65, 0.589]

The VAD vector is not extracted for the word “uses”
because it has no value in the VAD dictionary.

Then, by averaging over the VAD vectors of the sentence
words, the final VAD vector of the sentence is obtained as
follows.

VAD_s; : [0.427, 0.661, 0.447]
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E. EXTRACTING TITLE EMOTIONS

Having an appropriate title can help the review to be read
completely. This can have a positive effect on the useful-
ness of the review. Therefore, in this study, considering the
existence of this data in the original dataset, we considered
the emotion conveyed by the comment title as a feature.
To extract this feature, the same emotion extraction algorithm
was used except that, instead of the review text, the input is the
review title. Then, since the title is usually short and contains
a few words, the emotion vector is sparse (i.e., most of its
elements have a value of zero). Therefore, the corresponding
emotion of the largest value in this vector is chosen as the
title’s emotion. If all the emotions have a value of zero, “‘no
sense”” will be assigned to the feature.

F. D-S FUSION METHOD FOR PREDICTING THE
USEFULNESS OF REVIEWS

Predicting the usefulness of reviews using the D-S score
fusion method has the following steps.

« Definition of evidence: At this stage, according to the
output of different classification algorithms, evidence is
extracted. This is used as basic knowledge in finding the
probability of belonging to each class for each review.

o Definition of mass function: According to (2), a mass
function is a basic probability assignment for all subsets
A of 0 [15], [57].

m(A): 2% — 0,11, m(¢) =0, Y " m(A) = I

26 = {¢7 {QI} ey {qn}» {ql’ q2}7 ey
{ar,dn}s - dp-1> dnbs {1 G- Azt - - -
{41, 9, -+, qpl} ()

D-S theory of evidence is presented by a definite set of
mutually exclusive probabilities 6 called the detection frame-
work. A subset A of the detection framework 6 is called a
focal point. 27 contains all possible subsets of the detection
framework 0. A is a component of 2¢ and m(A) is the measure
of confidence for hypothesis A. m(A) = 0 means that the
existing evidence does not support any element of the domain
in question while, m(A)= 1 states that the existing evidence
only supports A in the domain of interest [57]. In predicting
the usefulness of comments, 6 is the probability of belonging
to one of the five classes.
e Score fusion: we obtain L evidence in the output of
the classifiers which are then fused using (3) and (4)
[51], [57].

Ypnc_,mi(B)m;(C)

mA) = mi(B) & m(C) = 11—k AZ¢
0 A=¢

3)

k= " m(BmC) @

BNC—y

kij is conflict factor showing the degree of inconsistency
between the evidence i and j and is a number between 0 and 1.
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kij = 0 means that the evidence i and j have no conflicts
while, k;j = 1 or 0 < k; < 1 indicates that two evidence
have complete or partial collision to support a review.

As an example for illustrating how the D-S fusion method
is applied in review helpfulness prediction settings consider
the following review.

“Color Confidence is subtitled “the digital photographer’s
guide to color management,” and is a good overview of the
subject. If you want to buy only one book, then Colour Confi-
dence is a good choice. If you want lots of detail, then you’re
better off buying three separate books - Real World Color
Management (Bruce Fraser et al), Professional Photoshop
(Dan Margulis, on the subject of colour correction, which
Tim Grey only touches on), and Mastering Digital Printing
(Harald Johnson)™

The probabilities resulting from the output of the three
classifiers based on evidence are shown in Table 5.

TABLE 5. The probabilities of belonging to the 5 classes.

1 2 3 4 5
< M, (1) M@ | M®) M, () M, (5)
! =0.118 = 0317 = 0.164 = 0.382 = 0.019
s, | Mo M@ | M0 M, (4) M, (5)
= 0.168 = 0.205 = 0.197 = 0..186 = 0.244
;) M, (1) My | M) | My M, (5)
= 0.187 = 0.278 = 0.197 = 0.242 = 0.096

S; is i™ evidence.

There are five classes in the table above and the objective is
to use the D-S combination rule to get the probability of text
belonging to different classes. Therefore, according to (4),
the conflict factor is calculated as:

K =0.118 % 0.205 4 0.118 % 0.197

+0.118 % 0.186 + 0.118 % 0.244 4 0.317 *
0.168 4+ 0.317 % 0.197 4+ 0.317 % 0.186

+0.317 % 0.244 4 0.164 % 0.168

+0.164 % 205 + 0.164 % 0.186 4 0.164 * 0.244
+0.382 % 0.168 + 0.382 % 0.205 + 0.382 « 0.197
+0.382 % 0.244 4+ 0.019 % 0.168 4 0.019 % 0.205
+0.019 % 0.197 4+ 0.019 % 0.186 = 0.807195

Also s1 and s2 evidences are fused according to (3).
(0.118 % 0.168)

m(l) = ——— =22 _ 01028
(1 — 0.807195)
0.317 % 0.205
m() = O317%0.205 _ 5 10
(1 —0.807195)
(= QI640.19D
m = = .
(1 — 0.807195)
0.382 % 0.186
m(d) = (0382%0.186) ) oo
(1 — 0.807195)
(0.019 % 0.244)
m(5) = — 0.0240

(1 —0.807195)
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Next, the results of the fusion of sl and s2 evidences are
combined with s3 evidence.

K = 0.1028 % 0.278 + 0.1028 x 0.197
+0.1028 x 0.242 4 0.1028 * 0.096
+0.3370 % 0.187 4+ 0.3370 % 0.197
+0.3370 % 0.242 4- 0.3370 % 0.096
+0.1675 % 0.187 4+ 0.1675 x 0.278
+0.1675 % 0.242 4+ 0.1675 % 0.096
+0.3685 % 0.187 4- 0.3685 * 0.278
+0.3685 % 0.197 4 0.3685 x 0.096
+0.0240 % 0.187 4 0.0240 x 0.278

+0.0240 % 0.197 + 0.0240 * 0.242 = 0.75958
(0.1028 % 0.187)

mh) = = =075958)
0.3370 % 0.278
m(2) = 3T0*0278) _, 35
(1—0.75958)
(0.1675 % 0.197)
3= = 2P*E D013
m3) = = 075958)
0.3685 % 0.242
m(dy = Q0 *024D)_ 4
(1—0.75958)
(0.0240 % 0.096)
5) = — ) 10,0095
ms) = = 075958)

Therefore, the probability of belonging to classes 2 and 4
is greater for the existing evidence than the other two
classes. This is arguable given the initial probabilities for
classes 2 and 4. It is clear that the likelihood of scores 1, 3,
and 5 decreased after the fusion.

G. TRIPLET STRUCTURE [51]

D-S fusion rule may produce contradictory results in cases
there are contradictory evidence. Contradictory evidence in
review helpfulness prediction problem may occur when one
classifier predicts the helpfulness score of a review to be close
to zero (i.e., one star) while other classifiers predicts the score
to be completely close to one (i.e., five star). To address this
problem and to increase the accuracy of the review usefulness
prediction, the triplet structure is used in this study to fuse the
evidence. This structure employs the second best decision in
combining the classifiers. The improved D-S method using
the triple structure is given below [51]:

Definition: 1f {0} and {8} are focal elements and C is the
framework of recognition and m is the mass function, the
expression in the form Y =< {0}, {8}, C > is a triplet
defined as:

m({6}) + m({B}) + C =1 &)

The mass function m is called a triplet mass function [51].
Definition:If C is the detection framework and we have
[n| > 2:

@i(d) = {m({a1}), m({ez}), . .., ({on )} (6)
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In this case, according to the following equation, ¢ (d) is
broken by the law m?:

{0} = argmax m({a;}, ({az2}), ..., ({an D}, @)
{B} = argmax m({a}la € aj, ..., an} — {6}) (8)
m? ({#}) + m° ({B}) + m?(C) = 1 9

In particular, m? is a ternary mass function and is also
known as a two-point mass function [51]. So, we have:

@i(d) = {m”({6}), m*({BH), m”(O)}, 1 <Ki<KM (10)
written for the sake of simplicity as:
¢i(d) = {m({0}), m({B}), m(C)} (1)

To improve the equation for combining two triplet mass
functions, we need to consider the relationship between the
two single pairs in both triplets. For example, if we have the
following two triplets (with the corresponding triplet mass
functions m; and my):

< {a1}, {yl}’ C >, < {a2}7 {Y2}7 C>

In this case, the relationship between the two focal pairs {a; },
{y:}. {a2}, and {y,} is as follows:
1-Two focal points equal:
o If{ai} = {az} and {y1} = {y2} then {a1} N {y2} = 0 and
{a2}n{yi} =0
o If{a1} = {y2} and {y1} = {a2} then, {a;} N{az} = O and
i {y}t=0

In this case, the fusion of the two triplet functions consists
of three different focal elements. The focal elements {a;} and
{y;} in one triplet are equal to {a>} and {y, } in the other triplet.
Two functions of triplet mass m; and my are as follows:

my (fer}) + m({y}) + m(C) = 1 (12)
ma({a}) + ma({y}) + ma(C) = 1 (13)

According to Equation (14-17) to combine two triplet masses,
we have [51]:

(m; @ mp)({a}) = K[m;({a})ma({ar})
+m; ({a})mz(C)+m; (C) my({a})
(14)
(m; & mp)({y}) = K[m;({yphma({y})
+m({yphm; (C)+m;(C) my({y})
(15)
(m; @ my)(C) = k[m;(C) my(C) (16)
kl=1- Zmy=¢ m (@)ma(Y)=1
—m({a})my({y})my({a}) (17)

2- Only one equal focal point:

o If{a1} = {az} and {y1} # {y2} then {a;} N {y2} = 0 and
{ax} N {y1} =0and {2} N{y1} =0

o If{a;} # {ax} and {y1} = {y2} then {a;} N {y2} = 0 and
{a2} N {y1} = 0and {a2} N {a;} =0
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o If {y1} # {a2} and {a1} = {y2} then {y1} N {y2} = 0 and
{a2} N {y1} =0and {a2} N{a1} =0
o If{a1} # {y2} and {y1} = {az} then {a;} N {y2} = 0 and
{}N{y}=0and {az} N{ai} =0
In this case, the combination of two triplet functions con-
sists of four different focal elements. Consider two triplet
mass functions m; and mp with two pairs of {a}, {y} and {a},
{d}, v # d).Inthis case, one focal point in a triplet is equal to
another in the other triplet. A general formula for computing
the combination of two triplet mass functions is:

(m; @ my)({a}) = K[mi({a})mz({a})
+ mi({ahm2(C) + m1(C)ma({a})

(13)

(m; @ mp)({y}) = km;({yphmz(C) 19)
(m; @ mz)({d}) = km;(C) my({d}) (20)
(my @ mz)(C) = km;(C)my 21

K™ = 1 — mi({a)ma({d}) — m;({y})
my({d}) — m;({y)ma({a}) (22)

3- Quite different focal points

If {a1} # {a2} and {y1} # {y2} and {a1} # {y2} and
{y1} # {a2} then {a;} N {y2} = 0 and {az} N {y1} = 0 and
{}N{y1} = 0and {az} N{a;} = 0. In this case, the fusion of
two triplet functions consists of five different focal elements
and there is no common focal point in the two triplets. If m;
and my are two triplet functions and {a}, {y} and {8}, {8} are
two focal pair pairs, the following relationships will exist:

my({a}) + mi({y}) + m;(C) = 1 (23)
my({6}) + mo({B}) + ma(C) =1 (24)

A general formula for computing the combination of two
triplet mass functions is:

(m; ® ma)({a}) = km;({a}hm;(C) = f(a), (25)
(m; @ m)({y}) = kmy ({yhma(C)=£(y), (26)
(my @ m)({0}) = kmy(C) my({6}) = £(6), 27)
(m; & mp)({B}) = km(C) my({B}) = £(B), (28)

kl=1- meyz¢ mj(a) my(Y)=1
—m({ahmz({6}) — m;({a})ma({B})
—m({yhmz({6}) — m;({yhm2({8})
(29)

A practical example of the application of the improved D-S
fusion method with the triplet structure for the problem of
predicting review usefulness is shown in Table 4. For exam-
ple, for the following review, the probabilities of predicting
the rating by the three classifiers are shown in the following
table.

“There is nothing majorly wrong with this game. The plot
is well-developed, the characters are customizable, and the
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battles are strategic. This is probably primarily subjective,
but I just didn’t enjoy this game. It’s not because there were
too many movies—it’s because I didn’t like the movie. I also
didn’t like the characters or the villains or for that matter
the aesthetics. There were some minor but annoying flaws
in the game which further contributed to my displeasure.
Which button to press was often counterintuitive, and so I
often found myself pressing the wrong button. Also, the game
badly needs a journal and/or a destination guide so you
know where to go—I once spent one hour doing nothing other
than walking around a space ship trying to figure out where
to go”

According to Table 6, the first and second records in S; are
of the fifth and fourth classes, respectively. So, we have:

mj({a}) = max; ; = 0.42,
m;({y}) = max; > = 0.402,
Index)1 = 5, Index) » = 4,

¢ = 1 — (max; | 4+ maxp )

=1-(0.42+0.402) =0.178
Also for S, we have:

mp({d}) = maxp ; = 0.244,
my({a}) = maxp > = 0.205,
Indexy 1 = 5, Indexz y = 2,

¢y = 1 — (maxp,; + maxz )

=1-(0.244 4+ 0.205) = 0.551

Since the condition of an equal focal point is hold, we use the
equations (18-22) to fuse S; and S,. So we have:

Kl=1- (maxp, * maxa, 1)
—(maxj 2 * maxy 1) — (maxj  * maxp2)
= 0.71719, (m; & m2)({5})
= (l/k_l) * (maxj,| * max
+maxy 1 * c2 + ¢] * maxp2)
= 0.49356, (m; & my)({4})
= (1/k~ 1) s max; 5 % ¢ = 0.308840,
(m; & m)({2}) = (1/k~ 1) s« maxy | % ¢; = 0.060557,
(m; @ mp)(C) = (l/k_l) *c1 *c2 = 0.136750
Next, the results of S; and S; are fused with S3. The first
and second records (from the outputs of the previous step)

are from the fifth and fourth classes, respectively. So, we
have:

maxp,; = 0.49356, max; » = 0.308840,
Index;,1 = 5, Index) = 4,
c1 = 1 — (maxy 1 + maxj 2)
= 1—(0.49356 + 0.308840) = 0.1976
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TABLE 6. Calculated probabilities for a review using the three classifiers.

Class 1 Class 2 Class 3 Class 4 Class 5 First max Second max
S 0.031 0.115 0.032 0.402 0.42 0.42 0.402
S, 0.168 0.205 0.197 0.186 0.244 0.244 0.205
S5 0.209 0.165 0.063 0.413 0.15 0.413 0.209
Also for S3 we have: i =
~ 0%
maxy,; = 0.413, maxs, = 0.209 y
£
Indexy | = 4, Indexz =1, y 10%
¢y = 1 — (maxp, 1 + maxy ) [ 43% .
= 1—(0.413 + 0.209) = 0.378 |' 8%
| 4
Now, the condition of an equal focal point is hold. So, accord- "'\ H-’f
ing to the equations (18-22) we have: \ f
/ 30%
kl=1- (maxp, * maxa, i)
— (maxj » * maxp 1) — (maxj 2 * max )
= 0.604153, (m; & my)({5})
— 0.5479032, (m; & my)({4)) O 1-star 2-star 3-star C4-star O 5-star

= 0.1932317,

(m; & my)({1}) = 0.13507968,
(m; @ my)(C) = 0.1236322,
maxgipq = 0.5479032,

Indexping = 5

So, the final score,IndexF;in,; which is Class 5 is more likely
than the other classes.

H. DESCRIPTION OF THE DATASET

In this study, two datasets namely video_games and books
were extracted from amazon.com [64]. For each review,
rating (5-point scale: 1 to 5 stars), review content, and
review title were collected. In total, the first dataset contains
20,000 reviews on the books and related products and the sec-
ond dataset contains 20,000 reviews on video_games. The
description of datasets is shown in Figures 2 and 3.

I. MODELING AND EVALUATION METHODS

In this research different machine learning methods includ-
ing: decision tree, SVM, random forest, Bagging, naive
Bayes, j48 and AdaBoost were used to construct the clas-
sification model. These models are developed in the Python
language using the sklearn library [65]. In the evaluations,
10-fold cross validation method is used to prevent over-
fitting. The criteria for evaluation of the models are the
precision, accuracy, Fl-score, recall, and Mean Squared
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FIGURE 2. Description of the dataset 1 used in this study.

T

o~ v -
/7 16% 11%

\ 10%

N

30%

13%

O 1-star 2-star 3-star

4-star O 5-star

FIGURE 3. Description of the dataset 2 used in this study.

Error (MSE) [15]:

.. TP
Precision = ————
TP + FP
TP
Recell = ——
TP + FN
2 x (Precision x Re call)
F1-score = —
Precision + Re call
TP+ TN
accuracy =

TP+ TN + FP + FN

(30)
€1y
(32)

(33)
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FIGURE 4. Ranking performance by Machine learning algorithms for dataset 1 and dataset 2.

2.5

1.5

0.5

o ~
Original DS RN
Improved DS N
AdaBoost NN
Random Forest NN
Decision Tree NN
Bagging NN
j48
MLP
sy I
Naive Bayes NN

dataset 1

® accuracy ®f-measure

Original DS I
Improved DS N
AdaBoost NN
Random Forest N
Decision Tree [
Bagging NN
j48 NN
MLP I
SyM I
Naive Bayes I

dataset 2

® recall precision

FIGURE 5. Comparison of the results of five-class classification by the Improved D-S method, the original
D-S-based method, and Machine learning algorithms on Dataset 1 and Dataset 2.

IV. RESULTS

A. MODELS’ PERFORMANCE

The performance of review rating prediction (from 1 to
5 stars) on two datasets using different machine learning
methods is shown in Figure 4. These results are compared
and the best algorithms is selected to be used later by the
improved D-S fusion method. We used all the features in this
experiment.

As can be seen, random forest, AdaBoost, and bagging
performed best on both datasets. In dataset 1, the accuracy
using random forest, Addaboost, and bagging are 0.43, 0.42,
and 0.41, respectively. In dataset 2, they are 0.47, 0.5, and
0.48, respectively.

In subsequent evaluations, in order to compare the fusion
algorithms with the separate clusters, the reviews are
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considered in two different scenarios: five-classes and two-
classes. Based on the features used, we also created four
models for classification: Casel, Case 2, Case 3, Case 4.
In Case 1 only text-related features are used, while in
Case 2 only VAD and in Case 3 emotion-related features are
used. In Case4, all features are employed. In all four modes,
text-related features are included.

B. CLASSIFICATION OF 5 CLASSES
Comparison of the results of the 5-class classification using
all features (Case 4), by machine learning algorithms, original
D-S based and improved D-S method on two-dataset are
shown in Figures 5 and 6.

According to Figures 5 and 6, comparing the results of
the algorithms shows the superiority of the results of the
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100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0%

accuracy f-measure

m(Case 1) m(Case2) m(Case3)

recall

precision

(Case 4)

FIGURE 7. Accuracy of the improved D-S fusion method for Cases 1, 2, 3 and 4 Models for Dataset 1.

improved D-S algorithm in ranking the reviews over the orig-
inal D-S fusion algorithm and machine learning algorithms.
As shown in the figures, accuracy, fl-measure, recall and
precision on dataset 1 using the improved D-S fusion method
are 0.66, 0.63, 0.67, and 0.61, respectively. On dataset 2,
these criteria are 0.72, 0.71, 0.73 and 0.69, respectively. Also
the MSE criterion on dataset 1 is 0.58 which was improved
on dataset 2 by 0.32 using the improved D-S method. Thus,
in response to Question 2, it can be said that the improvement
of the D-S algorithm using the triplet structure has improved
the fusion system and increased the accuracy of the review
usefulness prediction system. Hence, we evaluated the other
three comparison models only with the improved D-S fusion
method.
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The test results for each case namely, Casel, Case2, Case3,
Case4 are shown in Figures 7 and 8 for dataset 1 and 2,
respectively

As shown in Figures 7 and 8, for the first dataset, the accu-
racy and f-measure criteria were 0.53 and 0.52, respectively,
using text-related features. However, in case 2, these criteria
are 0.58, 0.55, respectively, and in case 3, using textual and
emotion-related features, are 0.61 and 0.6. In case 4 they are
0.66 and 0.63, respectively. Case 4 where all the features
were used obtained the best results. Similarly, for the second
dataset, in the first case using text-related features, the accu-
racy and fl-measure criteria were 0.6 and 0.56, respectively.
In case 2, these criteria were 0.66 and 0.64 and in case 3, they
are 0.69 and 0.66, respectively. Again, the best result obtained
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FIGURE 8. Accuracy of the improved D-S fusion method for Cases 1, 2, 3 and 4 Models for Dataset 2.
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FIGURE 9. Comparison of the results of two-class classification by the Improved D-S method,
the original D-S-based method, and machine learning algorithms on Dataset 1 and Dataset 2.

using case 4 where the accuracy and fl1-measure criteria were
0.72 and 0.71 (highest score, respectively). Thus, in answer to
Question 1, it can be said that considering three dimensions
of valence, arousal, and dominance (VAD) along with con-
textual and emotion-related features affect the usefulness of
the review and significantly improve classification accuracy.

C. BINARY CLASSIFICATION
Given that the outputs of this study are 5 classes, classes 2,
1 and 3 are considered as non-useful classes and are shown
by 0 and classes 4 and 5 are shown by 1 and are interpreted
as useful classes.

Figure 9 shows the results of binary classification based on
all properties on two datasets using the original and improved
D-S fusion algorithm and separate classifiers.
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From the graph, it is clear that the improved D-S fusion
algorithm has the best performance in predicting review use-
fulness on the two datasets and has achieved effective results
in improving the fusion system.

As can be seen, the accuracy, f-measure, recall, and preci-
sion in the dataset] using the improved D-S method are 0.89,
0.88, 0.88 and 0.88, respectively. In the dataset2 using the
improved D-S method these values are 0.94, 0.93, 0.92 and
0.92, respectively.

Figure 10 illustrates the MSE criterion obtained using
the original and improved D-S fusion methods and machine
learning algorithms for binary classification. The MSE crite-
rion for books and video_games datasets using the improved
D-S method decreased by 15% and 11%, respectively,
compared to the original D-S method.
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FIGURE 11. Accuracy of the improved D-S fusion method for Cases 1, 2, 3 and 4 for Dataset 1.

The results of the experiments of Casel, Case2, Case3,
Case4 using the improved D-S fusion algorithm for
datasetl and dataset2 are shown in Figures 11 and 12.

According to Figures 11 and 12, it is clear that for the
first dataset, the accuracy criterion was 0.80 in the first case
using the features associated with the review text. However,
accuracy in case 2 is 0.83, and in case 3 was increased to
0.86 using contextual and emotion-related features. The best
classifier for the model being case 4, where the contextual,
VAD, and emotion-related features were used and the accu-
racy of 0.89 was obtained. Similarly, for the second dataset,
the accuracy increased by 0.85 in case 1, 0.89 in case 2, and
0.90 in case 3. The best result was obtained in case 4 where
the accuracy is 0.94.

Table 7 shows the feature-wise analysis of 2-class
and 5-class classification on two datasets.In this analysis,
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taking into account the feature or group of features, each
time the criteria for the performance of the improved
Dempster—Shafer model are obtained, to determine the char-
acteristics or composition of the decisive features.

As shown in table 7, The results of the analysis are similar
on the 2-class and 5-class classification on two datasets and
it can be seen that the combining the features associated
with emotions, features of VAD and text-related features have
better helpfulness recognition ability.

V. DISCUSSION

This paper presents a model for predicting review usefulness.
To determine review usefulness on emotion-related features
such as title’s emotion, 12 distinct emotions, and other fea-
tures such as linguistic features, context-related attributes,
valence, arousal, and dominance (VAD) for each review,
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FIGURE 12. Accuracy of the improved D-S fusion method for Cases 1, 2, 3 and 4 for Dataset 2.

length and polarity of opinion is used. Finally, after extracting
the required features, predicting review usefulness based on
the mentioned features was presented using the improved D-S
fusion algorithms and separate classifiers.

We created four models for classification to show the effec-
tiveness of different types of features: Casel, Case2, Case3,
Case4, which differ based on the set of properties included
as follows; Case 1: Classification using text-related features
without including VAD values and emotion-related features.
Case 2: Classification with text related features and three
VAD dimensions. Case 3: Classification with text related
feature and emotion related features. Case 4: Classification
using all feature.

The results of the 5-class classification show that the orig-
inal and improved D-S fusion algorithm and machine learn-
ing algorithms have achieved effective results in improving
the review helpfulness prediction system. The best result is
obtained in case 4, using all features, where on the books and
video_games dataset the improved D-S algorithm obtained
15% and 9% higher accuracy than the original D-S algorithm,
respectively. The MSE criterion for books and video_games
datasets also decreased by 14% and 20%, respectively, com-
pared to the original D-S method.

The best results for 2-class review helpfulness problem
were obtained using the improved D-S algorithm with all the
features. The MSE criterion for the books and video_games
dataset decreased by 15% and 11%, respectively, compared
to the baseline method. The accuracy of the classification
of books and video_games datasets using the improved D-S
algorithm is 14% and 11% higher than the baseline, respec-
tively. Therefore, it can be concluded that these improved
results are obtained by exploiting the improved D-S fusion
algorithm.

In tables 8, comparing results of 2-class and 5-class clas-
sification on two datasets shows that on average, 2-class
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classification results outperform 5-class classification for
both datasets. This may be due to the fact that in 2-class
problem, the sensitivity of belonging to different classes is
reduced and the likelihood of having an opinion with the
predicted class is increased to two existing classes.

Table 9 summarizes the two-class classification results and
compares them.

In Table 9, the effect of the proposed features on the two
datasets is shown. For the first dataset, accuracy was 0.8 using
text-related features. However, the accuracy increased to
0.83 in Case 2 using textual and VAD features and to 0.86 in
textual and emotion-related features. The best feature set
for the model is Case 4 which used all the features. This
Case resulted in accuracy of 0.89. Similarly, for the second
dataset, in the first case, accuracy was 0.85 which increased to
0.891in case 2, and 0.9 in case 3. The best result on this dataset
was again obtained in Case 4 where the accuracy reached
to 0.94.

The results show that considering the three semantic
dimensions of valence, arousal, and dominance (VAD) along
with the emotion dimensions and context-related features
improves the accuracy of predicting review usefulness scores.

The results were compared with four previous work
(Table 6). Ren and Hong [1] used text-related features as
well as emotion-related features to predict the usefulness of
online consumer opinions and used regression classifiers to
classify comments into two categories and reported accuracy
of 0.60 and 0.63 on the books and video_games dataset
from Amazon. Zhang and Tran worked on text-related fea-
tures of digital camera reviews from the Amazon site and
achieved an accuracy of 0.76 [66]. Ghose and Ipeirotis [33]
obtained an accuracy of 0.78 and 0.87 on the DVD, audio,
and video and digital camera dataset from the Amazon site.
Similary, Krishnamoorthy [35] used linguistic features along
with metadata features to predict the usefulness of online
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TABLE 7. The importance of features in 2-class and 5-class classification on two datasets.

Measure
Feature Datasets Classification
Precision Recall F1-Measure Accuracy
books five-class
Emotion- 0.57 0.61 0.55 0.57 classification
related features video_games
- 0.64 0.7 0.63 0.66
books two-class
0.84 0.86 0.82 0.84 classification
video_games
0.86 0.89 0.87 0.89
books 0.5 0.55 0.52 0.53 five-class
classification
T"f’;ztriz;ed video_games 0.54 0.65 0.56 0.6
books 0.79 0.81 0.78 0.8 two-class
classification
video_games 0.82 0.84 0.82 0.85
VAD features
books five-class
0.53 0.58 0.54 0.55 classification
video_games
0.6 0.65 0.62 0.64
books two-class
0.8 0.83 038 0.81 classification
video games
0.84 0.88 0.84 0.87
books 0.52 0.6 0.55 0.58 five-class
classification
Tex\t}uAall)and video games 0.63 0.67 0.64 0.66
books 0.82 0.85 0.82 0.83
two-class
. classification
video games 0.85 0.89 0.87 0.89
books 0.59 0.64 0.6 0.61 five-class
classification
T%’i;‘;ﬂ(j‘:d video_games 0.66 0.71 0.66 0.69
books 0.86 0.87 0.84 0.86
two-class
. classification
video games 0.88 0.9 0.9 0.9
books 0.61 0.67 0.63 0.66 five-class
classification
all Features video games 0.69 0.73 0.71 0.72
books 0.88 0.88 0.88 0.89
two-class
. classification
video_games 0.92 0.92 0.93 0.94

consumer opinions and obtained an accuracy of 0.77 and
0.87 on the Amazon dataset and Blitzer et al. [67]. The results
show that for both datasets, our method performs better in
classifying comments into two categories. Thus, it can be said
that the improvement of the D-S algorithm using the triplet
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structure has improved the fusion system and increased the
accuracy of the review usefulness prediction system.

This structure employs the second best decision in
combining the classifiers. The benefits of this method are that
it not only provides valuable information that is ignored in
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TABLE 8. Comparison of the results of two-class classification and five- class classification on two datasets.

Method
M " Dataset . decisi d o Classification
easure atasets naive | mip | j48 bagging ecision | random | . o0 Improved Original
bayse tree forest DS DS
0.35
books 0.3 0.38 0.37 0.41 0.35 0.43 0.42 0.66 0.51 five-class
Accuracy | video games | 038 | 0.36 | 0.39 | 0.41 0.48 0.42 0.47 0.5 0.72 0.63 classification
books 0.52 | 0.55 | 0.6 0.56 0.67 0.59 0.65 0.64 0.89 0.75
video_games | 0.63 | 0.68 | 0.65 | 0.66 | 0.76 0.69 0.73 0.74 0.94 0.83 cl;VSVS‘:ffclzzson
books 0.28 | 0.37 | 0.31 | 0.35 0.39 0.33 0.4 0.38 0.63 0.5
. five-class
Fl- video_games 0.35 0.33 | 0.34 | 041 0.47 0.4 0.45 0.49 0.71 0.62 classification
Measure books 048 | 0.53 | 0.56 | 0.55 0.66 0.56 0.65 0.62 0.88 0.72
two-cl:
video games | 0.6 | 0.66 | 0.63 | 065 | 0.75 0.68 0.7 0.73 0.93 0.81 closi et
books 0.31 04 | 038 | 0.34 0.41 0.36 0.41 0.39 0.67 0.53
. five-class
video_games 0.34 | 0.32 | 043 0.4 0.47 0.41 0.46 0.53 0.73 0.58 classification
Recall books 05 | 056 | 063 | 058 | 069 0.61 0.69 0.68 0.88 0.73
video games | 0.67 | 070 | 0.69 | 0.67 | 0.78 0.68 0.76 0.74 0.92 0.82 Cl;l‘:;:gf}in
books 0.27 | 035 | 033 | 0.34 0.37 0.31 0.4 0.38 0.61 0.5
video games | 031 | 034 | 036 | 042 | 044 038 0.43 0.47 0.69 0.54 clfsvsfﬁcclzzson
Precision books 045 | 052 | 055 | 053 | 0.66 0.56 0.63 0.6 0.88 0.72
video games | 0.6 | 0.63 | 0.64 | 065 | 075 0.63 0.7 0.72 0.92 0.79 Cl;VSVS‘iﬁC;;‘;S()n
TABLE 9. Result summarization and comparison.
Features
Approaches N - Source Accuracy
Textual VAD FE
Two-class classification (Case 1) 4 x x amazon (books) 0.8
Two-class classification (Case 2) 4 v x amazon (books) 0.83
Two-class classification (Case 3) v x v amazon (books) 0.86
Two-class classification (Case 4) 4 v 4 amazon (books) 0.89
Two-class classification (Case 1) v x x amazon (video games) 0.85
Two-class classification (Case 2) 4 v x amazon ( video_games) 0.89
Two-class classification (Case 3) 4 x 4 amazon ( video games) 0.9
Two-class classification (Case 4) 4 v v amazon ( video_games) 0.94
Ren and Hong [1] 4 x 4 amazon (books ) 0.60
Ren and Hong [1] 4 x 4 amazon ( video_games) 0.63
Zhang and Tran [66] v x x amazon 0.76
Ghose and Ipeirotis [33] v x x amazon 0.78-0.87
Krishnamoorthy [35] v x x Blitzer et al. Amazon 0.77-0.87

Note: VAD *: VAD three dimensions; FE **: Feature related features

class labels but also partially avoids the deterioration of per-
formance created by a single prominent class that produces
high confidence values.
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VI. CONCLUSION

In this study, a model was presented to identify the useful-
ness of online reviews, using 12 distinct emotions, valence,
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arousal, and dominance (VAD) vector for each review, other
context-related features such as linguistic features, length,
and review polarity. Track. Of the 12 mentioned emotions,
8 are from NRC lexicon and 4 are proposed and added in
this study as positive surprise, negative surprise, positive
expectation, and negative expectation.

In this study, an algorithm was proposed to extract distinct
emotions from the text that also improves the emotional
intensity of words in different emotion groups. An algorithm
for extracting VAD values for each text is also presented.
Then, using different machine learning algorithms, the orig-
inal and improved D-S algorithms different models were
developed to predict review helpfulness. Two datasets were
used in this study and precision, accuracy, f-score, recall,
and Mean Squared Error (MSE) were used to evaluate the
results.

According to the results of the five-class and two-class
classification, the improved D-S algorithm with triplet struc-
ture outperforms the original D-S method and machine learn-
ing algorithms. It also improves the accuracy of predicting
the usefulness of reviews by combining emotions-related and
text-related features.

The overall results for the 2-class scenario is higher than
5-class problem.

Finally, based on obtained results from 5-class and 2-class
classification, it could express proposed approach advantages
as follow:

. Confirming effectiveness of using word emotion
intensity vocabulary in different emotion groups in iden-
tifying emotions

. Confirming effectiveness of using VAD vocabulary to
extract VAD vector for each text

. Confirming effectiveness of using improved algorithms
that consider influential changer on emotions and emo-
tion intensity in different emotion groups in calculations
to identifying emotions.

. Confirming effectiveness of using features that related
to emotions and VAD in determine review usefulness.

. Increasing precision of review usefulness determine sys-
tem by improving basic Dempster—Shafer score fusion
algorithm.

In future works, we plan to new emotional features intro-
duce and their effect on review usefulness prediction investi-
gate. also, applying deep neural networks to improve emotion
recognition system will be investigated as a future work.
One of the future works is identification of review useful-
ness in different types of review and products separately in
order to examine more separately and preciously that how
much effect different features have on various reviews and
products. In addition, applying hybrid evolutional algorithms
to increase the accuracy of the review usefulness prediction
system is proposed for future research. Other future research
is applying proposed method architecture for other languages
and also use of proposed variables in other domains such
as sentiment analyze, text summarization, recommendation
systems and etc.
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