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ABSTRACT Fast and accurate global localization of autonomous ground vehicles is often required in
indoor environments and GPS-shaded areas. Typically, with regard to global localization problem, the entire
environment should be observed for a long time to converge. To overcome this limitation, a new initialization
method called deep initialization is proposed and it is applied to Monte Carlo localization (MCL). The pro-
posed method is based on the combination of a three-dimensional (3D) light detection and ranging (LiDAR)
and a camera. Using a camera, pose regression based on a deep convolutional neural network (CNN) is
conducted to initialize particles of MCL. Particles are sampled from the tangent space to a manifold structure
of the group of rigid motion. Using a 3D LiDAR as a sensor, a particle filter is applied to estimate the sensor
pose. Furthermore, we propose a re-localization method for performing initialization whenever a localization
failure or the situation of robot kidnapping is detected. Either the localization failure or the kidnapping is
detected by combining the outputs from a camera and 3D LiDAR. Finally, the proposed method is applied
to a mobile robot platform to prove the method’s effectiveness in terms of both the localization accuracy and
time consumed for estimating the pose correctly.

INDEX TERMS 3D LiDAR, camera, fusion, particle filter, deep learning, sensor pose regression.

I. INTRODUCTION
Global localization is a fundamental problem in autonomous
navigation of mobile robots [1], [2]. As commercial robots
run into various challenging situations such as an unknown
initial pose or the kidnapped robot problem, fast and accurate
yet reliable global localization is highly required. The three-
dimensional (3D) light detection and ranging (LiDAR) sensor
has been widely used as a primary sensor for global localiza-
tion. The 3D LiDAR provides accurate distance and intensity
information about the surrounding environment, and it has
received a lot of attention with the development of consumer-
grade products. Studies on global localization using the 3D
LiDAR can be divided into the following two approaches:

The first approach is based on the registration using
point clouds align methods such as the iterative clos-
est point (ICP) algorithm [3], [4] and normal distribution
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transform (NDT) [5], [6]. These methods determine the sen-
sor pose by registering the difference between the map and
the currently observed points. Such registrationmethods have
the shortcoming of falling into local minima, since they are
based on the minimization of the cost function.

The second approach is based on the Monte Carlo frame-
work [7]–[11]. The Monte Carlo localization (MCL) method
allows localizing a sensor pose using the distribution of
state represented by particles. In MCL, particles are sampled
to estimate the robot pose, and they are updated based on
the comparison of the sensor measurements with a given
map. MCL-based methods converge into a global pose more
consistently compared to registration methods [12], [13].
However, MCL-based methods have the shortcoming of tak-
ing a long time to converge, since measurements should be
observed continuously for a certain period of time. Therefore,
the judicious choice of the initial estimate about the sensor
pose is of great importance in MCL since it can significantly
narrow down the search space and shorten the runtime.
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Several methods for MCL initialization have been pro-
posed to date. The majority of these methods use other
sensors in addition to the 3D LiDAR sensor [14]–[18]. The
most common method for MCL initialization uses the global
positioning system (GPS). However, the use of the GPS is
not attractive in urban environments with many GPS-shaded
areas such as inside buildings or under piers [19], [20].

Other methods for MCL initialization use a camera and
employ visual features or artificial landmarks to estimate the
initial pose [18], [21], [22]. However, a large database, in
which key-frames and visual feature information are stored,
should be used to estimate the initial pose. Furthermore, an
efficient method for retrieving the pose from the database,
such as perspective-n-point (PnP) with RANSAC, is also
required [21], [23].

In this paper, a new initialization method called deep ini-
tialization is proposed and it is applied to MCL. To make
promising candidates for MCL, each particle is sampled from
the tangent space to the manifold structure of the Special
Euclidean group, SE(n). Concerning the deep initialization,
pose regression based on a convolutional neural network
(CNN) [24], [25] is employed in the proposed deep initializa-
tionmethod to estimate the initial sensor pose. An initial set of
particles is generated by adding centered Gaussian noise [26]
around the initial pose. Concerning the MCL, a localization
failure detection algorithm is further developed to recognize
the kidnapped situation during MCL. Deep initialization is
performed again whenever a localization failure is detected.
To prove the effectiveness of the proposed method, it is
applied to a mobile robot platform.

The contribution of this paper can be summarized as
follows:

1) An effective initialization method for MCL is pro-
posed and the method is named deep initialization.
CNN-based pose regression is employed to estimate the
initial pose of the robot. Then, particles are sampled
from a tangent space to the manifold structure of SE(3)
using Lie algebra to generate an initial set of particles.

2) A localization failure detection algorithm is developed
to recognize the occasions of kidnapping or when the
robot fails to estimate its location. The occasions are
recognized by combining the outputs from a 3DLiDAR
and a camera. Upon recognizing such situations, parti-
cles are re-initialized.

The rest of this paper is organized as follows. Section II
provides an overview of the related work. Section III
describes the system framework employed in this study.
Section IV presents the proposed MCL method using deep
initialization and a particle filter with localization failure
detection. Section V presents experimental results, while
Section VI concludes the paper.

II. RELATED WORKS
The 3D LiDAR technology has received a lot of attention
within the robotics community. When the 3D LiDAR is used

for global localization, MCL tends to perform better than the
registration method.

In theMCL using a 3D LiDAR, effective initialization is of
great importance and some researches have been conducted
regarding the initialization. As an early study on LiDAR-
based MCL, Levinson and Thrun [8] created a 2D map
using the reflectivity of the ground and performed localiza-
tion using a particle filter. Since 2D maps are not enough
to contain 3D information, Kim et al. [13] proposed an
entropy-weighted particle filter with 2.5D grid map, while
Saarinen et al. [12] updated a particle filter by storing the
entire map as a normal distribution (ND) map and calculating
the likelihood using the NDT with the current sensor input.
MCL-based methods guarantee reliable global optimality;
however, it takes a long time to converge. This is because
particles are sampled uniformly throughout the entire space,
and each particle is evaluated against the prior map over
a period of time. Therefore, an initial estimate of MCL is
important to narrow the search space.

Reading from additional sensors are often used in localiza-
tion algorithms to get a reasonable initial estimate. The easiest
and most common way of obtaining the initial estimate is to
use GPS signal. Blanco-Claraco et al. [14] and Suhr et al. [15]
proposed a global localization method using particle filters
based on poor GPS signals. However, GPS signals are not
available in GPS-shaded areas such as indoors.

Another way of obtaining the initial estimate is to utilize a
camera sensor, which can provide intuitive information about
the environment such as visual features [21], [27], [28] and
artificial landmarks [18] that cannot be obtained from the
LiDAR sensor. Zhang and Singh [27] and Huang and Stach-
niss [28] improved the localization accuracy by using the ini-
tial pose calculated with correspondences of visual features;
however, the initialization problem of global localization was
not considered in these studies. Su et al. [21] performed
the initialization of MCL by retrieving the best-matched key
frame comparedwith a current frame. However, this approach
has the disadvantage of relying on large database containing
visual feature information, and thus requiring a memory size
that is linearly proportional to the size of the environment.
Furthermore, PnP optimization is required for estimating the
metric pose.

More recently, deep learning has been used for esti-
mating absolute 6-DOF poses in an end-to-end manner
[25], [29]–[32]. Methods based on deep learning exploit the
advantages of metric localization [23] and place recogni-
tion [33] resulting in fast estimation of sensor pose using only
one image. Our work takes the advantages of pose regression
based on deep learning and accomplishes fast and robust
MCL in urban environments as described next.

III. SYSTEM OVERVIEW
A. SENSOR SETUP
The sensor system used in this study comprised a stereo
camera mounted under a 3D LiDAR sensor as illustrated
in Fig. 1. Velodyne VLP-16 was used as a 3D LiDAR sensor
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FIGURE 1. Experimental sensor system equipped with a laptop, a 3D
LiDAR sensor, and a monocular camera.

centered at the top. A ZED stereo camera was installed facing
forward under VLP-16. The right-side camera was turned off
and the ZED camera was used as a monocular camera.

The extrinsic calibration between the 3D LiDAR and
the camera was conducted using the automatic calibration
method developed by Vel’as et al. [34]. By comparing the
artificial landmarks detected by the LiDAR and camera, the
transformation matrix TCL ∈ SE(3) between the two sensors
can be found as

s

 uv
1

 = P · TCL−1


x
y
z
1

 , (1)

where SE(3) denotes a Special Euclidean group in 3D;[
x y z

]T
∈ R3 denotes a point detected by the 3D LiDAR,

and
[
u v

]T
∈ R2 denotes its corresponding point detected

by the camera; s is a scale factor and P is the projection
matrix that can be obtained from the intrinsic parameters of
the camera. Using the transformation TCL , when the global
pose of the camera is given by xCamera ∈ SE(3), the pose of
the LiDAR xLidar ∈ SE(3) is obtained as

xLidar = xCamera ⊕ TCL , (2)

where ⊕ denotes the pose composition operator [35]. Two
versions of the pose composition operators were used in this
study defined as ⊕1 : SE(3) × SE(3) → SE(3) and ⊕2 :

SE(3)×R3
→ R3. Both can be found in [36]. For simplicity,

these two operators are represented in this paper simply as⊕
without specification. Since one pose can be computed from
another pose using (2), we focus only on xLidar , which we
denote as un-superscripted x to simplify the notation in the
subsequent developments.

B. OVERVIEW
The proposed method includes three stages: deep initializa-
tion, a particle filter (PF), and localization failure detec-
tion. During the deep initialization stage, deep learning is
employed to generate an initial set of particles. Particles are

sampled from twist coordinates around the deep learning
based visual localization result to generate the most probable
particles. Then, a set of particles is applied to the PF to
conductMCL. In this study, deep initializationwas conducted
using the monocular camera, whereas particle filtering was
performed using the LiDAR. To predict whether localiza-
tion would fail, the deep learning result from the camera is
compared to the PF result from the LiDAR. If localization is
very likely to fail, deep initialization is conducted again to
re-localize the sensor system. The overview of the proposed
MCL is provided in Fig. 2.

FIGURE 2. Overview of the proposed Monte Carlo localization method.

Particle filtering is performed using the LiDAR, wheel
odometry, and a 3D map. Thus, we can estimate the sensor
pose accurately. The 3D map is a point-cloud metric map
defined as

m =
{
mn ∈ R3

|n = 1, · · · ,Nmap
}
, (3)

whereNmap denotes the number of point clouds in the mapm.
The map can be built in advance using either the (1) RTK-
grade localization solution or (2) SLAM algorithm based on
pose graph optimization [37] using LiDAR odometry [38]
and visual SLAM [23]. In this study, the map m was built
by using the second method.

C. NOTATION
There are four ways to represent the 6-DOF pose of a sensor:
(1) 3D translation+ yaw-pitch-roll (RPY), (2) 3D translation
+ quaternion, (3) 4 x 4 transformation matrix in SE(3), and
(4) twist coordinates. Since the RPY notation has a critical
shortcoming known as the gimbal lock problem, the first
notation is not used in this study. In the subsequent develop-
ment, we use the following three notations and assume that
one notation can be systematically converted to another on a
one-to-one basis according to [36]:
• x̄ =

[
υ ω

]T
∈ R6 : twist coordinates of Lie algebra.

υ ∈ R3 and ω ∈ R3 ; υ and ω denote the rotated
versions of the translation and axis-angle representation
of x̄, respectively.

• x̃ =
[
p q

]T
∈ R7 : 3D position + quaternion, p ∈ R3

and q ∈ R4; p and q denote the corresponding position
and quaternion of x̃, respectively.
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• x =
[

R p
01×3 1

]
⊂ R4×4 : a 4× 4 transformation matrix

in SE(3), R ∈ SO(3) and p ∈ R3; R and p denote
the corresponding rotationmatrix and translation vector
of x, respectively.

That is, the vanilla, tilded and barred characters denote the
6-DOF sensor pose in the notations of the twist coordinates,
3D translation + quaternion, and a 4 × 4 matrix in SE(3),
respectively. Obviously, p in x̃ is the same as p in x. Fur-
thermore, the twist coordinates x̄ and matrix x in SE(3) are
related as

x̄ =
(
x̂
)∨
= {log (x)}∨, (4)

where x̂ = log (x) =
[
(ω)× υ

0 0

]
∈ se(3) is a twist belonging

to the tangent space of SE(3) at the identity [39]. In (4), the

vee operator (∨) is a mapping from a twist x̂ =
[
(ω)× υ

0 0

]
to twist coordinates x̄ =

[
υ ω

]T and it is defined by[
(ω)× υ

0 0

]∨
=

[
υ

ω

]
∈ R6. (5)

The hat operator (∧) is its inverse operator and it is defined by[
υ

ω

]∧
=

[
(ω)× υ

0 0

]
∈ se(3), (6)

where (·)× is an operator which maps a vector in R3 to its
skew-symmetric matrix as

(ω)× =

ω1
ω2
ω3


×

=

 0 −ω3 ω2
ω3 0 −ω1
−ω2 ω1 0

 ∈ so(3).

(7)

Conversely, the 4× 4 matrix x in SE(3) can be represented in
terms of a twist x̂ as

x = exp
(
x̂
)
=

[
exp (ω) Vυ

0 1

]
=

[
R p
0 1

]
, if ω 6= 0 (8)

where exp (ω) = I3 +
sin(‖ω‖)
‖ω‖

(ω)× +
(1−cos(‖ω‖))
‖ω‖2

(ω)×
2

by Rodrigues’ formula, V = I3 +
(1−cos(‖ω‖))
‖ω‖2

(ω)× +

‖ω‖−sin(‖ω‖)
‖ω‖3

(ω)×
2 [40].

In summary, the LiDAR pose is represented by one of the
three notations x̄, x̃ and x, and the pose of the camera is also
be represented by one of the three notations xCamera, x̃Camera

and x̄Camera. As stated before, the two sensor poses are related
as x = xCamera ⊕ TCL .

IV. MCL WITH DEEP INITIALIZATION
To run a PF in MCL, an initial set of particles is required.
The most common way to generate an initial set of particles
is to sample from a uniform distribution over the entire search
space; however, this is not efficient. Instead, we propose a

deep initialization method for generating an initial set of par-
ticles. Re-localization is conducted when MCL is considered
to have failed due to some reasons such as kidnapping or fast
rotation during MCL.

FIGURE 3. A network architecture of pose regression.

A. DEEP INITIALIZATION
1) POSE REGRESSION USING MONOCULAR CAMERA
A CNN is applied to the camera image to estimate the abso-
lute 6-DOF sensor pose. To train the pose regression network,
an off-line SLAM algorithm based on the work presented
in [38] and [37] is applied to build a set of training samples
T =

{(
I , x̃I

)
|I ∈ I, x̃I = [pI , qI ]T

}
, where I denotes a set

of training images. Each training sample has a 6-DOF pose
defined as x̃I = [pI , qI ]T ∈ R7, where pI ∈ R3 denotes the
position of the sensor in the 3D Euclidean space, and qI ∈ R4

denotes the orientation of the sensor represented using a
quaternion. Note that subscription I indicates that an image
I is taken at x̃I . In this study, PoseNet [24] and its updated
version [25] was employed to implement the mapping from
an image I to the corresponding sensor pose x̃I = [pI , qI ]T .
Similar to the study presented in [24], [25], GoogLeNet [41]
was used as a backbone; PoseNet is modified version of
GoogLeNet replacing the two auxiliary classifiers taken from
the middle of the network and a top output classifier with
affine regressors, as shown in Fig. 3. In the figure, the
blue cubes denote the inception modules in GoogLeNet.
In PoseNet, CNN was trained to minimize the Euclidean loss
function defined as

LI =
∥∥∥pCNN (I )− pI

∥∥∥
2
+ β

∥∥∥∥qCNN (I )− qI
‖qI‖

∥∥∥∥
2
, (9)

where β is a scale factor, pCNN (I ) and qCNN (I ) are the
outputs from the CNN when an image I is applied. They are
actually the estimated position and orientation of the camera,
at which I is taken, respectively. After completing the training
of CNN, we can estimate the absolute pose of the camera
x̃Camerat at which a new test image It is taken by applying the
test image Itest to the pose regression network and obtaining

χ̃Camerat = CNN (It) =
[
pCNN (It)
qCNN (It)

]
, (10)

where t denotes the time index. Throughout this paper, the
character χ denotes the estimate of the pose x, with the
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vanilla, tilded, and barred characters also have the same
meaning as described in Section III. In particular, χ , χ̃ and χ̄
are the estimates of x, x̃ and x̄, respectively.

2) PARTICLE INITIALIZATION
To apply the MCL, a set of initial particles defined as

S0 =
{(
χ
(j)
0 ,w

(j)
0

)
| χ

(j)
0 ∈ SE (3) ,

w(j)0 ∈ R+, j = 1, · · · ,Np

}
(11)

should be generated, where NP denotes the number of par-
ticles; the superscript (j) denotes a j–th particle, and w(j)0
denotes the associated weight of χ (j)0 . To use the result from
the pose regression in (10), a set of particles is generated
around the output χ̃Camera0 ∈ R7 from the pose regres-
sion network. Let us suppose that the initial estimate of the
camera pose χ̃Camera0 is given and it can be converted into
χCamera0 ∈ SE(3) as

χCamera0 = Mquat→SE(3)

(
χ̃Camera0

)
, (12)

where the definition of the mapping Mquat→SE(3) (·) can be
found in [36]. Then, the initial estimate of the LiDAR pose
can be expressed in SE(3) as χ0 = χ

Camera
0 ⊕ TCL .

To generate initial particles around χ0, some noise sam-
ples ξ (j)0 should be drawn from the Gaussian distribution and
a new particle set should be generated as χ (j)0 = χ0 + ξ

(j)
0 .

Unfortunately, however, it is hard to sample ξ (j)0 from the
Gaussian distribution such that ξ (j)0 belongs to SE(3). Even
when ξ (j)0 ∈ SE (3), χ (j)0 = χ0 + ξ

(j)
0 /∈ SE (3), since SE(3)

is not a vector space but belongs to the smooth manifold.
The key idea of this paper is to sample noise not from a
physical space SE(3) but from the space of twist coordinates,
which is a simple vector space. First, the initial estimate χ0
is converted into the twist coordinates χ̄0 using (4) as

χ̄0 =
{
log

(
χ0
)}∨ (13)

and particles are generated by sampling ξ̄
(j)
0 from the Gaus-

sian distribution N (0,6δ) and added to the initial guess χ̄0

as χ̄ (j)0 = χ̄0 + ξ̄
(j)
0 , where 6δ is a 6 × 6 covariance matrix,

and χ̄ (j)0 ∈ R6, obviously. Then, the initial particle set can be
generated by mapping back to SE(3) using (5),(6) as

χ
(j)
0 = exp

{(
χ̄0 + ξ̄

(j)
0

)∧}
= exp

(
χ̂0 + ξ̂

(j)
0

)
= exp

(
χ̂0
)
exp

(
ξ̂
(j)
0

)
= χ0 exp

(
ξ̂
(j)
0

)
, j = 1, · · · ,NP (14)

Now, S0 can be obtained, where the associated weights are set
to w(j)0 = 1/Np. This noise sampling procedure is illustrated

in Fig. 4. ξ̄
(j)
0 is sampled from the blue Gaussian distribution

in the twist coordinates and converted to the corresponding
a red twist ξ̂

(j)
0 in se(3). The initial particles are generated

FIGURE 4. Illustration of sampling noise from the Euclidean space to the
manifold structure of SE(3).

by multiplying exp
(
ξ̂
(j)
0

)
to the initial estimate χ0 on the

manifold structure of SE(3). The relationship between χ0,
χCamera0 , and χ (j)0 is summarized in Fig. 5(a).

FIGURE 5. (a) An illustration of the proposed particle spreading method.
The blue dots represent sampled particles and a red dot represents the
actual pose. (b) An example of initial particles.

To determine the covariance 6δ , from a set of train-
ing samples T =

{(
I , x̃I

)
|I ∈ I, x̃I = [pI , qI ]T

}
, we

obtain the CNN output χ̃CNN (I ) =
[
pCNN (I ) , qCNN (I )

]T
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and compute the training sample covariance in the twist
coordinates by

6training
υ =

1
|I|
∑
I∈I

(
υCNN (I )− υI

) (
υCNN (I )− υI

)T
6training
ω =

1
|I|
∑
I∈I

(
ωCNN (I )− ωI

) (
ωCNN (I )− ωI

)T
(15)

where

χ̄CNN (I ) =
[
υCNN (I )
ωCNN (I )

]
(16)

= Mquat→twist

([
pCNN (I )
qCNN (I )

])
,

x̄I =
[
υI
ωI

]
= Mquat→twist

([
pI
qI

])
. (17)

As stated in Section IV.A1., χ̄ is the estimate of x̄. The
mappingMquat→twist (·) can be found in [36]. Since the uncer-
tainty in the test phase is larger than that of the training
phase, we increase 6υ and 6ω from 6

training
υ and 6training

ω

by k times, respectively. That is, 6υ = k × 6training
υ and

6ω = k ×6training
ω . Through the experiments, we set k to 2.

The proposed MCL combined with deep initialization is
not a vanilla MCL but a Random Particle MCL in [7]. Also,
the proposed MCL generates particles not by sampling from
a Gaussian prior centered on the regression network output
but by sampling around 10% of the particles from a uniform
distribution over the whole environment, as shown in Fig. 5.
Thus, the propose MCL is always ready for coping with the
ambiguity from the regression network. An example of initial
particles is presented in Fig. 5(b).

B. PARTICLE FILTER
1) PARTICLE FILTER USING 3D LiDAR
Using the initial set of particles from deep initialization,
a particle filter using LiDAR measurements is applied to
estimate the sensor pose. Let us suppose that a set of particles
at time t − 1

St−1 =
{(
χ
(j)
t−1,w

(j)
t−1

)
|χ
(j)
t−1 ∈ SE (3) ,

w(j)t−1 ∈ R+, j = 1, · · · ,Np

}
(18)

are given, where R+ denotes a set of non-negative reals.
First, j-th particle at time t is sampled from the motion

model as

χ
(j)
t =

(
χ
(j)
t−1 ⊕ ut

)
⊕ exp

(
δ̂
)
, (19)

where ut ∈ SE (3) denotes the pose difference obtained
using wheel odometry and δ ∈ R6 [39]. Second, a set of
particles St are weighted using the measurements from the
LiDAR. Let us suppose that a set of measurements YL,t ={
ykt ∈ R3

|k = 1, · · · ,Nscan
}
are received from the LiDAR at

FIGURE 6. Illustration of the observation likelihood. The k-th input LiDAR
point denoted as a red star is transformed to the global coordinates with
respect to the j-th particle pose. The measurement likelihood is
calculated using the distances between the LiDAR point and the closest
map point represented with the blue dot.

time t and a point cloud map m is given as (3). For as j–th
particle χ (j)t , the measurement likelihood is defined as

p(YL,t

∣∣∣χ (j)t , m)=
Nscan∏
k=1

exp

−
∥∥∥(χ (j)t ⊕ ykt

)
− mk

closest

∥∥∥
2σ 2


(20)

where σ denotes the standard deviation of the LiDAR sensor
noise. The likelihood p(YL,t

∣∣∣χ (j)t , m) is illustrated in Fig. 6,

wheremk
closest
= argmin

m∈m

∥∥∥(χ (j)t ⊕ ykt
)
− m

∥∥∥. That is,χ (j)t ⊕ykt
marked with the red stars indicate the positions of scanned
points ykt with respect to the pose of a j–th particle. Further-
more, mk

closest
marked with the blue dot denotes a map point

closest to the point χ (j)t ⊕ ykt . The likelihood in (20) implies
how much a j–th particle χ (j)t respects the current LiDAR
measurement YL,t , and each particle is weighted using the
likelihood as

w(j)
t ∝ p(YL,t

∣∣∣χ (j)t , m) · w(j)
t−1. (21)

Then, we can obtain a new set of particles St ={(
χ
(j)
t ,w

(j)
t

)
|j = 1, · · · ,Np

}
, where χ (j)t and w(j)t are given

in (19) and (21), respectively. When particle degener-
acy occurs and the effective number of particles Neff =[
NP∑
j=1

(
w(j)
t

)2]−1
becomes less than Np/2, resampling is per-

formed to replace low weight particles with high weight
particles. When a set of particles St at time t is given and

χ
(j)
t =

[
R(j)
χ ,t p

(j)
χ ,t

0 1

]
, the estimate of the LiDAR pose can be

expressed as

χ t =

[
Rχ,t pχ ,t
0 1

]
, (22)
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where

pχ ,t =

∑
j
w(j)
t p(j)χ ,t∑

j
w(j)
t

Rχ ,t = argmin
R∈SO(3)

Np∑
j=1

w(j)
t

∥∥∥log (RTR(j)
χ ,t

)∥∥∥2
F
. (23)

‖ · ‖F denotes theFrobenius norm andRχ ,t denotesweighted
geometric mean of the set of rotation matrices, which is one
of the rotation averaging method presented in [42].

2) RE-LOCALIZATION
When the LiDAR pose is tracked by applying the PF, the
MCL method sometimes loses the track of the LiDAR pose
due to the kidnapped situation or localization failure. In this
case, re-localization is performed to reset the tracking of
the LiDAR. Re-localization consists of two steps: (1) detect-
ing localization failure, and (2) re-initializing particles as
described in Section IV-A2. Since our system is equipped
with a camera, we can determine in the first step whether
re-localization should be performed at time t by comparing
χ t ∈ SE (3) and χNett ∈ SE (3), where χ t is given in (22) and
represents the estimate of the LiDAR pose using MCL, while

χNett = Mquat→SE(3)

(
χ̃Camerat

)
⊕ TCL (24)

is the estimate of the LiDAR pose using only pose regression
network, where χ̃Camerat is given in (10). If the difference
between χ t and χ

Net
t continues to be larger than a thresh-

old for a period of time, the estimate χ t is assumed to be
incorrect and re-initialization is performed. That is, when

χ t =

[
Rχ ,t pχ ,t
0 1

]
and χNett =

[
RNet
t pNett
0 1

]
are given

at time t , the distances of position and orientation between
two poses can be defined as

dp =
∥∥∥pχ ,t − pNett

∥∥∥
dR =

1
√
2

∥∥∥log (Rχ ,t TRNet
t

)∥∥∥2
F
, (25)

respectively. The position distance is the Euclidean norm of
the position vector’s difference, and the distance between
the two orientations represented by the rotation matrix uses
the geodesic distance used in [43]. Finally, the instantaneous
localization failure is determined as follows:

Ot =

{
1, if

(
dp > ηp

)
and (dR > ηR)

0, otherwise
(26)

When localization fails, the failure indicator Ot keeps
occurring for consecutive τ steps. Then, particle initialization
described in Section IV-A2. is applied, which is actually
the combination of deep initialization and MCL. The overall
process of re-localization is summarized in Algorithm 1.

Algorithm 1 Re-Localization

Require: χ̃Camerat , St
1: χNett ← LiDAR pose using χ̃Camerat
2: χ t ←Weighted mean of St
3: dp, dR← Distance between two poses χNett ,χ t
4: Ot ← Calculate localization failure indicator

5: if
t∑

i=t−τ
Oi ≥ τ then

6:
^

S t ← Particle initialization :
7:

{
χ
(j)
t

}
j=1:NP

= χNett exp
(
ξ̂
(j)
0

)
8:

{
w(j)
t

}
j=1:NP

= 1/NP
9: end if

10: return
^

S t =
{(
χ
(j)
t ,w

(j)
t

)
| j = 1, · · · ,Np

}

V. EXPERIMENTAL RESULTS
A. EXPERIMENTAL SETUP
We applied the proposed method to global localization in two
urban locations: the Engineering Building (YU_ENGR) at
Yonsei University and the Innovation Building (KU_INNO)
at Korea University, Korea. The two buildings are very pop-
ulated. The experiment was conducted using the presented
mobile robot platform (Fig. 1), and the robot navigated back
and forth between the indoor and outdoor environments of
the two buildings. The sizes of YU_ENGR and KU_INNO
are 70m× 80m and 200m× 100m, respectively, and the total
lengths of the trajectory navigated by the robot in the two
locations are 732.47 m and 624.75 m, respectively. Average
speed of the platform is 0.75 m/s and 0.58 m/s for YU_ENGR
and KU_INNO, respectively. Thus, the duration time of each
tested trajectory is 968 seconds and 1081 seconds. The Velo-
dyne VLP-16 sensor output approximately 300,000 points
per second and measured up to 100 m. The ZED camera in
front of the robot has the resolution of 1280× 720 at 30 fps.
All experiments were conducted on a laptop computer with
32GB of RAM, an Intel i7-7700HQ processor, and a NVIDIA
GeForce GTX 1070 GPU. The system operated under the
full robot operating system (ROS) package interface (version
Kinetic). Using the ROS interface, we can easily publish the
sensor pose into the ROS interface.

To evaluate the performance of the proposed global local-
ization method, the following four metrics were used as
defined in [1]: the correct localization rate (CLR), false local-
ization rate (FLR), localization failure rate (LFR), and first
correct localization time (FCLT). The CLR is the ratio of the
number of time steps of successful robot localization over the
total number of time steps. The value of CLR equal to 100%
indicates perfect localization over the entire operation time.
The FLR is the ratio of the number of time steps that a robot
has localized at a wrong location over the total number of
time steps, while the LFR is the ratio of the number of time
steps of the algorithm failing to localize the robot over the
total number of time steps. The CLR, FLR, and LFR should
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sum to 100%. Finally, FCLT indicates the time step when the
robot is first localized at the correct location.

As stated before, a 3D map of the environment is required
for the proposed method to perform global localization. A 3D
map was built in advance using off-line graph optimiza-
tion, and pose regression network was also trained off-line
together with map building. The sensor poses were obtained
by optimizing the pose graph using the visual SLAM [23] and
LiDAR odometry [38]. After registering the LiDAR points
with respect to the poses obtained using graph optimization,
a voxel grid filter was applied to the LiDAR points to reduce
the total number of map points. The leaf size of the voxel grid
filter was set to 0.1 m × 0.1 m × 0.1 m. The resulting map
m (3) consisted of 3D point clouds. The maps for YU_ENGR
and KU_INNO are shown in Figs. 7(a) and 7(b), respectively.

FIGURE 7. Pre-built 3D maps of (a) YU_ENGR (b) KU_INNO environments.

B. CNN-BASED POSE REGRESSION
To implement the proposed pose regression in the ROS envi-
ronment, the pose regression network was wrapped into a

FIGURE 8. Example images for training pose regression network.
(a) YU_ENGR (b) KU_INNO environments.

ROS package. The pose regression network was trained using
9,279 images of YU_ENGR and 10,328 images ofKU_INNO.
Example images for training are shown in Fig 8. Since the
experiment environments encompassed both indoor and out-
door scenes, the β in the loss function (9) was set to 500, as
recommended in [24]. The evaluation of pose regression took
about 5.9 msec for each test image. The root-mean-squared
errors (RMSE) for translation and orientation in YU_ENGR
were 2.2352 m and 4.6775 deg, respectively, while the RMSE
for translation and orientation in KU_INNO were 4.6727 m
and 3.7919 deg, respectively.

FIGURE 9. Image-based pose regression results of (a) YU_ENGR
(b) KU_INNO. The black and blue camera symbols indicate ground truth
poses of test images and estimated poses, respectively.

The pose regression results are shown in Fig. 9, where the
black and blue arrows indicate the true and estimated poses
of the LiDAR sensor, respectively. In both experiments, the
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robot platform began to move inside the respective building
and went out of it. Global localization inKU_INNOwasmore
difficult than that in YU_ENGR since KU_INNO was more
spacious and had more repeating patterns such as buildings
compared to YU_ENGR. Thus, the accuracy was higher for
KU_INNO than that for YU_ENGR. It can be noticed from
Fig. 9 that the pose regression results were not good enough
and they were used as an initial estimate for MCL.

C. MCL WITH DEEP INITIALIZATION
The global localization results of the proposed method are
superimposed on the aerial image of the experimental envi-
ronments in Fig. 10. Figs. 10(a) and 10(b) show the exper-
imental results for YU_ENGR and KU_INNO, respectively.
In the YU_ENGR experiment, the mobile robot platform
started to move inside the building. In Fig. 10(a), the black
and red arrows indicate the true and estimated poses, respec-
tively. In the YU_ENGR, start points were randomly selected

FIGURE 10. Final experimental results of the proposed method for
(a) YU_ENGR (b) KU_INNO. The black and red camera symbols indicate
the trajectory of the ground truth and that of our method, respectively.
In KU_INNO experiments, the entire path was divided into three sections
as represented by the red, green and blue symbols.

and the results are average value of 20 repeated experiments.
In the KU_INNO, the trajectories with three different fixed
start points were tested and indicated in red, green, and blue.
For clear visualization, Fig. 10(a) depicts only one trajectory
of YU_ENGR, whereas Fig. 10(b) depicts three different tra-
jectories of KU_INNO.
The proposed method was applied to the two environments

and the results were compared to that achieved by previously
proposedmethods, namely, 2D-MCL [44], 3D-MCL [14] and
camera-only PF method [31], in terms of the RMSE, CLR,
FLR, LFR, and FCLT. In this experiment, the thresholds
ηp and ηR defined by (26) were set to 3 m and 1.5 deg, respec-
tively, while the time threshold τ was set to 10 seconds (the
latter was used in the re-localization indicator as described
in Section IV-B2. This implies that if the translational and
rotational differences between χNett and χ t continued to be
larger than 3 m and 1.5 deg, respectively, for more than
10 seconds, the current localization is deemed as failed.

The experimental results for the two environments are
summarized in Tables 1 and 2, respectively. In Table 1, the
localization error is defined in terms of the RMSE. When
measuring the localization error, the poses until the particles
converged were not included in the error calculation for fair
comparisons. In Table 1, we present localization accuracies
achieved by the proposed and other considered methods over
a series of datasets. The density of particles in the conven-
tional 3D-MCL was set to 1.5 (particles/m2), which is a mini-
mumdensity recommended by [14] to ensure the convergence
of particles. Thus, the number of particles was 8,400 for
YU_ENGR and 30,000 for KU_INNO. In both experiments,
the proposed method outperforms the previously reported
global localization methods in terms of the RMSE.

TABLE 1. Localization errors of the compared methods.

TABLE 2. Performance results of the compared methods.
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FIGURE 11. Localization errors of 3D-MCL (red) and 3D-MCL with deep
initialization (blue) (a) YU_ENGR, (b) KU_INNO.

Obviously, the previous 2D and 3D MCL should explore
the whole space and thus the localization error remains high
during the initial time of the operation. The proposed MCL,
however, immediately focuses on the region around the cor-
rect location and the increase in the localization error is very
limited during the initial time of the operation. To show this,
the error graph of each experiment is given in Fig. 11. As can
be seen from the figure, the proposed method shows that the
error decreases very quickly after the beginning of the oper-
ation. It should also be noted that 8,400 and 30,000 particles
are used in 3D-MCL, whereas 500 particles are used in the
proposed MCL.

The results achieved by the compared methods in terms
of CLR, FLR, LFR, and FCLT are listed in Table 2. It can be
noticed from the table that the FLR values are high for the pre-
viously reported methods indicating their poor performance,
whereas the FLR of the proposed method is almost zero.
The compared methods estimated wrong poses in the most
of steps. The excellent performance of the proposed method
can be explained by its reliable convergence to the true pose
regardless of the initial pose. The FLR of 2D-MCL is very
high, since this method cannot estimate the pose correctly and
converges to the wrong pose. 3D-MCL has a relatively high
FCLT, which means that this method takes a long time to find
a correct pose for the first time.

FIGURE 12. Experimental results of re-localization algorithm. (a) 3D
trajectory of the kidnapped robot scenario. The black, green, and red lines
indicate the estimates of ground truth, 3D-MCL, and proposed method,
respectively. (b) position errors.

The main contribution of our method is to initialize 6-DOF
pose using a Gaussian prior around the visual localization
result in twist coordinates. Therefore, our method can be
applied to (or be combined with) any other visual localization
methods. The more accurate visual localization method is
used, the better performance is obtained as shown in Table 2.
When there is high ambiguity in the pose from the regres-

sion network, it is possible that the MCL with deep initializa-
tion works worse than the one with the simple initialization
by uniform prior. But it is rarely the case when it is applied
to real-time applications with huge environment. Let us con-
sider the MCL applied to YU_ENGR with the area size of
70 m × 80 m. It is admitted that it is difficult to run more
than 2000 particles for real-time applications. When a simple
initialization by uniform prior is adopted and 2000 particles is
used, the MCL easily falls into particle impoverishment and
fail in the localization task. In 3D-MCL, 2000 particles are
not enough and 8,400 and 30,000 particles are used based
on the guideline in [14]. On the other hand, when the MCL
with deep initialization is adopted, 500 particles are enough to
converge to the correct pose. As shown in Tables 1 and 2, the
proposed deep initialization with 500 particles shows better
performance than initialization by uniform prior in terms of
both convergence time and localization accuracy. The vanilla
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MCLs such as 2D-MCL and 3D-MCL do not work in the
environment with the size of 70 m× 80 m (YU_ENGR), since
the environment is too spacious to explore using a simple uni-
form prior. However, when the proposed deep initialization is
used, the MCL starts with a good initial guess and it explains
the large variation in Table 2.

The FCLT includes the time of pose regression by PoseNet
and the operating time of particle filter. PoseNet is trained
off-line together with map building. When 500 particles
are used, the runtime for particle filter is 95 milliseconds
(i.e. 10.53 update/sec) on average. Thus, if the LiDAR speed
is less than 10 Hz, the localization filter is fast enough to
handle all the sensor measurements.

D. RE-LOCALIZATION
To show the effectiveness of the proposed localization failure
detection and re-localization, the kidnapped robot problem is
considered in this subsection. The problem is illustrated in
Fig. 12(a). First, a mobile robot starts and travels approxi-
mately 10 m along a straight line. At the 160th step, the robot
is forced (‘‘kidnapped’’) to move to another location. Then,
the robot moves again. The starting, ending, and kidnapped
points are marked in Fig. 12(a). The proposed method and
3D-MCL [14] are applied to the scenario and the performance
of recovering the pose is evaluated. In Fig. 12(a), the black,
red, and green lines indicate the trajectory of the ground truth,
proposed method, and 3D-MCL, respectively. As shown in
the figure, the proposed method copes with the kidnapping
well, whereas the 3D-MCL loses robot’s trajectory and fails
in recovering the localization. The position errors during the
experiment are shown in Fig. 12(b).

VI. CONCLUSION
In this paper, a new particle initialization method named
deep initialization has been proposed and been applied to
Monte Carlo localization (MCL). The proposed method is
based on the combination of a 3D LiDAR and a camera.
Pose regression was used to estimate the absolute 6-DOF
pose in global coordinates from a single image using a pre-
trained CNN. To initialize a set of particles for MCL, par-
ticles were sampled from the tangent space of the manifold
structure around the estimated pose using the CNN. A novel
localization failure detection algorithmwas further developed
to overcome the kidnapped robot problem. Our experimental
results demonstrated that the proposed method outperforms
existing methods in terms of both the localization accuracy
and time consumed to estimate pose correctly.
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