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ABSTRACT Setup time consists of all the activities that need to be completed before the production
process takes place. The extant scheduling predominantly relies on simplistic methods, like the average value
obtained from historical data, to estimate setup times. However, such methods are incapable of representing
the real industry situation, especially when the setup time is subject to significant uncertainties. In this
situation, the estimation error increases proportionally to the problem size. This study proposes a Random-
Forest-based metaheuristic to minimize the makespan in an Unrelated Parallel Machines Scheduling Prob-
lem (UPMSP) with uncertain machine-dependent and job sequence-dependent setup times (MDJSDSTs).
Taking the forging industry as an example, the numerical experiments show that the error percentage for
the setup time estimation substantially decreases when the proposed approach is applied. This improvement
is particularly significant when large-scale problems are sought. Overall, this study highlights the role of
advanced analytics in bridging the gap between scheduling theory and practice.

INDEX TERMS Scheduling, unrelated parallel machines, setup times, random-forest, metaheuristic.

I. INTRODUCTION

In a saturated market place, the strategic intention has
been directed towards customer satisfaction, where prod-
uct on-time delivery is a principal attribute. In this situ-
ation, production scheduling is of critical importance for
large businesses to ensure timely response to the demand
surges. The production research literature shows a grow-
ing flow of research papers expanding scheduling problems,
inspired by various industry-specific needs and situations.
The existing body of scheduling literature predominantly
focused on different machine characteristics, job constraints,
and pursuing various objectives [1]. The vast majority of
these scheduling extensions ignored uncertain setup times,
exposing the modeling outcomes to different levels of
imprecision [2]-[4]. This may be due to the complexities
involved in implementing stochastic or simulation-based
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optimization approaches. Setup procedure includes all the
inevitable preparation activities from machine adjustment,
and mold installation/removal, to cleaning fixtures and the
other involved tools. The idle time caused by setups, among
the other non-value-adding activities (see [5]), should be esti-
mated carefully to obtain dependable scheduling solutions.
The setup time estimation in practice is predominantly
based on the operators’ experience, or, at best, simple
average-based methods. Such approaches are not effective
in the production systems with general-purpose machinery,
and the possible errors can be extensive when estimating the
delivery due date for large-size orders. Sequence-dependent
setup time is a prime example when the uncertainties pre-
vail [6] because the estimation depends not only on the
current job, but also the job immediately preceding it,
and the characteristics of the respective machine [2]. This
situation is particularly prevalent in the Unrelated Par-
allel Machines Scheduling Problem (UPMSP). UPMSPs
with machine-dependent and job sequence-dependent setup
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times (MDJSDSTs) represent the real production situation in
various industries, from dicing operations in semiconductor
wafer manufacturing, and drilling operations in printed cir-
cuit board fabrication, to warp making, weaving, dyeing, and
cloth cutting in textile manufacturing [7]. Despite the wide
industry applications of this family of scheduling problems,
research in this field is relatively under-developed [8]. From
the existing literature, [9] included uncertainties in job arrival
time and due date but dismissed the setup time uncertain-
ties. Reference [10] studied optimization under uncertainty
in UPMSPs with MDJSDSTs, addressing the issue from a
solution algorithm standpoint. No studies considered setup
time estimation complexities, and the inherent uncertainties,
while the errors caused due to this shortcoming may jeop-
ardize the consistency of the scheduling outcomes. Overall,
one-dimensional statistical methods may not be effective
to address the setup time uncertainties, particularly when
implemented to solve complex and large-scale scheduling
situations.

Various integrations have been proposed to improve the
analytical aspects of optimization in the supply chain and
manufacturing contexts [11]. Advanced analytics can help
address the uncertainties involved in the mathematical model
parameters, particularly time value estimations [12]. Inspired
by this idea, this study sought to integrate a learning-based
method into scheduling optimization problems to help narrow
the gap between research and practice. Given the relative
significance and the complexities involved in the estima-
tion of MDJSDSTs in UPMSPs, this scheduling extension
is considered as a baseline to provide insights and informs
other scheduling situations. The main contribution of this
work is, therefore, to propose a Random-Forest-based Hybrid
Artificial Bee Colony (RF-HABC) algorithm to minimize the
makespan of UPMSPs with MDJSDSTs.

The remainder of this manuscript is organized into four
sections. Section 2 consists of a literature review to support
the stated research gap. The applied methodological tools,
the research process, algorithm and analysis methods are
briefly explained in section 3. Section 4 provides exhaustive
numerical results and experimental analysis. Finally, con-
cluding remarks, and directions for future research works are
provided in section 5.

II. LITERATURE REVIEW
Setup operations are case-specific. That is, production needs,
and characteristics determine the sort of preparation activities
required before the value-adding operations take place. Setup
times can particularly be substantial when general-purpose
machines are used. Behavior-dependent characteristics of
setup times have been the focus of many scheduling stud-
ies [13]. Overall, sequence-dependent setups are subject to
more complexities, because they depend on the characteris-
tics of the consecutive jobs, and machines [2], [6].
Scheduling with stochastic time parameters was the first
time introduced by the seminal works of [14], and [15]. Given
the significant impact of the time parameters uncertainty
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on the overall performance of the system, i.e. completion
time fluctuations [16], various methods are used to address
this issue. More particularly, studies addressed the issues
pertinent to the setup time uncertainty considering processing
and setup times within certain intervals [17]-[19], known as
lower- and upper-bounds [20], [21], and using fuzzy time
variables [22], [23].

Zhu et al. [24] addressed the scheduling of cluster tools,
which is a special case of UPMSP [25], using Petri Nets
to model the close-down process for the wafer lots switch
and maintenance. Although Petri nets are capable of address-
ing setup time and time-window [26], and widely used in
the scheduling context [27]-[29], they are simplistic and
limited to effectively model the real-world systems [30].
Parallel machines scheduling problems considered release
and delivery time constraints, but in a deterministic envi-
ronment [31]. Other studies addressed this shortcoming, for
example through considering the processing time as a ran-
dom variable following a negative exponential distribution for
optimizing UPMSP [32]; this study did not take into account
setup times. Besides, such one-dimensional statistical meth-
ods alleviate uncertainties but cannot be effective when lim-
ited data is available [33], or significant uncertainties should
be confronted [34].

More recent studies, therefore, addressed time uncertain-
ties applying robust deviation methods [35], [36]. Refer-
ence [35] considered distribution functions, along with a
robust deviation method to minimize the maximum regret
value. Reference [36] applied a similar approach to address
the setup time uncertainties in parallel machine scheduling
with order dependence. Estimating the accuracy was not sub-
ject to study in the mentioned papers, and the authors merely
focused on optimization results analysis. In other words, it is
unknown if their proposed method improved the accuracy of
setup estimates.

Reference [12] suggested that advanced analytics, and
more particularly learning-based methods can be applied to
address the uncertainties involved in time parameter esti-
mations. There are several studies where decision trees are
incorporated into scheduling problems, addressing various
computational aspects. Reference [37] adopted a decision tree
to select proper dispatching rules in reentrant hybrid flow-
shops. They applied [38] Iterative Dichotomiser 3 —ID3 algo-
rithm to alleviate computational difficulties for the simulation
analysis. Reference [39] incorporated the C4.5 decision tree
(see [40]) into a metaheuristic approach to explore assign-
ment rules while considering utilization rate, processing and
expiration times. They showed that the learning-based tech-
nique significantly reduces the actual delay time. Applying
a similar approach, [41] dealt with a multi-target scheduling
problem, simultaneously minimizing the makespan and max-
imum lateness, and minimizing total delays. Reference [42]
applied decision trees for due date assignment in a dynamic
job shop scheduling problem. Their study claims the lowest
tardiness norm, reducing the errors for total work content
estimation.
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Surprisingly, limited attention has been given to advanced
analytics applications to overcome the limitations of extant
scheduling. Learning-based tools, and more particularly RF,
have not been applied for the estimation of time parameters,
and more particularly setup times in the scheduling context.
To bridge this gap, our study proposes an RF-HABC algo-
rithm to solve UPMSPs with uncertain MDJSDSTs, compar-
ing its error rates with that of simple average and decision tree
methods. Following the notation system introduced by [43],
the problem is hereafter denoted by R;;|S;jk|Cmax- The first
term of this notation, R,,, indicates a UPM production system,
where the job sequence on each machine can be different; S;j
specifies MDJSDSTSs, to be obtained through RF analysis.
The last term, Cpax, specifies makespan as the objective
function.

Ill. RESEARCH METHOD

This section first describes the RF method to deal with MDJS-
DST estimation. The mixed-integer programming (MIP) for-
mulation of the UPMSP with uncertain MDJSDSTs is then
detailed. The section continues with a brief explanation of the
solution algorithm phase, HABC, and its computational steps.
We finish up with elaborating on the developed two-phase
methodology.

A. RANDOM FOREST

Proposed by [44], RF consists of a group of tree predic-
tors that make individual decisions, and are formed by a
set of branches and sub-branches, each of which represent-
ing various decision-making scenarios. Employing Bootstrap
Aggregating (Bagging), random subspace method, and the
classification model of the decision tree, RF uses train-
ing data, and input features, to train the individual trees.
In this procedure, Bagging uses the bootstrap replicates of the
learning data to help generate several versions of the same
predictor, and form the aggregated predictor [45]. The ran-
dom subspace method develops independent tree-classifiers
such that the combination attains higher accuracy [46]. The
last major element, the decision tree, is a supervised fea-
ture extraction method, consisting of training and prediction
phases. Through classifying large sets of data, decision trees
extract, and apply, generic rules to identify unknown sam-
ples [47].

Decision trees are tree-like flowcharts, mimicking the
decision-making processes in the human brain [48]. A deci-
sion tree consists of a root node, and outgoing branches
comprising internal, and leaf nodes [49]. Nodes are subsets
of examples, and the branches represent respective conditions
and certain attributes. Categorizing decision trees into classi-
fication or regression trees, they have been widely applied
in classification and predictive modeling [50]. Evaluating
chi-squared automatic interaction detection (CHAID; [51]),
C4.5 programs for machine learning [52], and classification
and regression trees (CART: [53]) are some seminal examples
of decision tree applications.

Similar to decision trees, RF expands the population by
generating new trees, from the existing ones, using the
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Classification and Regression Trees (CART) method
[44], [53]. For this purpose, different models and predictive
variables are used to ensure that there is no correlation
between the developed individuals in the forest. The pruning
method is often applied to avoid over-fitting in the presence
of a large population size. As a final step, the forest should
be screened considering the predicted value. Given a large
number of tree predictors, the model identifies the most
popular class based on the group votes, and draw respective
decisions. RF is capable of effectively processing the data,
and filling in the missing values while maintaining high
accuracy.

RF has been successfully applied in various fields, where
accurate predictive performance in the presence of noise in
data is essential [54]. Despite the merits of RF compared to
the existing learning tools [55], particularly its proven accu-
racy in time estimation [56], RF applications in the schedul-
ing context are quite limited. From the existing studies, [57]
applied RF to predict the gaps in machines, where several
heuristics behavior were compared in job-shop scheduling.
In the latter work, [58] integrated RF into a metaheuristic,
Particle Swarm Optimization, to generate divergent sched-
ules at the initialization phase. For a thorough review of the
learning-based classification approaches, we refer the readers
to the exhaustive review of [59].

B. MATHEMATICAL FORMULATION

MIP is applied to schedule the forging process, simultane-
ously determining the sequence of the jobs and the associ-
ated time variables. UPMSPs are characterized by parallel
machines that are either different in features or the tasks they
perform. We adapted UPMSP with MDJSDSTs, developed
by [60], to model the problem at hand. In our formulation,
the dummy variable, Cp, is considered to account for the
completion time of the first job in the sequence. Besides,
L is a very large positive integer. The remainder of indices,
parameters, and the decision variables are introduced in the
following.

1) INDICES
k Machine tag, k e M = {1,2, ..., m}
i,j Jobindex,i,jeN =1{1,2,..., n}

2) PARAMETERS
m Number of machines
n Number of jobs
P;r  Processing time of job i on the machine k

3) DECISION VARIABLES
Xl.]f/. Binary variable; = 1 if the job j is processed
‘ immediately after job i on the machine k; = 0,
otherwise.

C;  Completion time of the job j
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STi’fj Adjusted setup time for processing of the
job j, succeeding job i and processed on the
machine k

The MIP formulation of the problem is now presented.

Minimize Ciax = max{Cj}i<j<n (D
m n
Subject to » "N "XF, =1, VjeN,j#i )
k=1 i=l1
n
> X§i=1.VkeM (3)
j=1
n n
X" ->'x" =1,
l:l l'7 q ]=1 q?] .
i#q q#]
Yge N,YheM (@]
Co=0 )
k k
ST! + Pi+

m m
G- |C+Y_x5Lx (X xt-nf] =0
il k=1

(6)
Vie{0,...,n},Vje(l,...,n}
X! €{0.1}.C. 8T} e 27,
Vie{0,...,n},Vje{l,...,n},Vkell,...,m
(N

Equation (1) calculates the makespan, to be minimized in
the optimization process. Constraint (2) ensures that each
work is assigned to one and only one machine. According
to equation (3), each machine can only be assigned one job at
a time. The sequence of jobs will be determined using equa-
tion (4). Equation (5) assigns a zero value to the completion
time of task 0. Constraint (6) helps calculate the completion
time of other tasks, ensuring that each of them is associated
with only one completion time value and that the completion
time value is non-negative. As a final constraint, (7) specifies
that the decision variable X lk ; is binary, and the time variables
only accept positive integer values.

C. HYBRID ARTIFICIAL BEE COLONY

Developed by [61], Artificial Bee Colony (ABC) is a
population-based metaheuristic algorithm, inspired by the
collective behavior of bee colonies in search of food sources.
ABC performs the search in solution space based on two
major features; the division of bees, and the information shar-
ing among them. In this approach, the bee colony is divided
into three categories, simulating the bees’ honey collecting
mechanism: collecting, observing and scouting bees work
together to find the best nectar source. Scout bees randomly
search for promising new sources. ABC’s exploration pro-
cedure mimics the scout bees carry out. Given a particular
nectar source, collecting bees transfer food and the asso-
ciated information (i.e. proximity, richness and the ease of
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extraction) to the onlooker bees in the hive. This procedure
forms the exploitation capability of the algorithm. ABCs have
been widely applied in combinatorial optimization, and more
particularly scheduling problems [62], [63].

ABCs have been widely applied to solve various schedul-
ing problems; single machine scheduling problems [63], eco-
nomic lot scheduling problems [64], permutation flow shop
scheduling problems [65], hybrid flow shop scheduling prob-
lems ([66], UPMSP with MDJSDSTs [67], job-shop schedul-
ing problems with no-wait constraint [68], and flexible job
shop scheduling problems [69] are the most recent examples.
The hybrid artificial bee colony (HABC) is different from
its extant versions in that the initial population generation,
adaptive function value, proximity procedures are enhanced
and a local search, the well-known Simulated Annealing
algorithms, is integrated to ensure that ABC, which is a global
search algorithm, can effectively avoid getting trapped in
local optima.

HABC operates based on six major parameters. The num-
ber of food sources, SN, specifies the number of onlookers.
limit determines the threshold after which the food source
will no longer be explored. Ty and S are considered to adjust
the initial temperature, and the temperature change ratio,
respectively. The computational iterations will be continued
until the maximum time limit 7.« is reached. On this basis,
the current temperature 7 is defined, and gets updated at
each iteration T <« BT, where 0 < B < 1. This phase
of RF-HABC results in a (near-) optimal solution, 7wpes. The
pseudocode of the HABC algorithm is provided in Figure 1.

The major elements of HABC are now described.

1) INITIALIZATION

The jobs assigned to each machine should be first sorted ran-
domly. Figure 2 is a generic example of a solution structure,
where the work sequence in different machines, m;, can be
separated by placing a zero value between two consecutive
sequences. In the initialization stage, one should also set the
numbers of total and the observing bees equal to the number
of solutions.

2) FITNESS VALUE CALCULATION

The fitness function value of a solution, 7, determines its
quality with respect to the defined performance indicator.
fit (;r) can be obtained using equation (8); that is, the smaller
the makespan, the better the solution is. The algorithm
searches for new neighborhoods considering equation (9),
where /. and 7t} are the lower- and upper-bounds of the

min max
solutions, respectively.
1
fit(w) = —— (®)
Cmax (7T)
T = Tonin + randpo, (nrinax - nrinin) ©)

3) NEIGHBORHOOD SOLUTION
The adjacent solutions to a current solution, , can be
obtained by applying the destruction and construction steps

current
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HABC algorithm

Input: SN,limit, 5,T,,T,

Begin

{ A
Initialize each solution 7' in the first population by random, i=1,2,...,SN;
T =1,; Let 7,,, be the best solution;

Calculate the fitness of each solution fit(r'), i=1,2,...,SN;

Do {
For i=1,2,...,SN {//Place the employed bees on their food sources;

Output: C,,

ax 9

Obtain a new solution 7, by IG(7');
Apply local search to Jz',i

IfA=C,,, (ﬂ;ew)— Cr:: (ﬂ'i ) <0, Let 7' = ﬂ"iww;}
Else {Generate r~U (0,1);

If 7 < Ep(~A/T), Let {7’ = 7l,,,;}

Else {Discard 7,,, }
H

//Place the onlooker bees on the food sources depending on their nectar amounts
For i=1,2,...5N; {

selects a food source 7/ depending on the probability value prob; = fi(z’)/ ZZ fi(z);
Obtain a new solution ﬁ;{ew by IG(7n/);

Apply local search to ﬂ,{ew
If A=C, (ﬂ'f,ew)— Chax (ﬂ'i ) <0, Let { = fcf,ew;}

Else {Generate r~U (0,1);
If r < Exp(-A/T), Let {ﬂ'i = ﬂflew;}

Else {Discard 7, ;}
H

}

For i=1,2,...,SN;// Send the scouts to search new food sources;

{

If (food source 7' is not changed in the successive /imit times)
Regenerated 7z’ randomly;
i
For i =1,2,...,SN{// Memorize the best food source found so far
If Cmax (ﬂI{EW) < Cmax (”best )’ Let { ﬂ’besl‘ = ﬂ.}l'llew}
}

If (Gmod limit=0){T = BxT ;}
} while the computational time is less than 7'

Output the best food source found so far (7, );

}
End

FIGURE 1. Pseudocode of the hybrid artificial bee colony (HABC).
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Jobs sequence of machines 1

FIGURE 2. Initial group sorting diagram.

Jobs sequence of machines 2 Jobs sequence of machines 3

Procedure Local Search (1)

Begin
L=n+m-1 (the number of elements in the solution list);
n'=rx,
i=1;
while (i< L-1)
{
j=i+]
while (j <L)
{
If exchanging the i”and ;" elements of 7' may improve 7'
{
7,y =solution obtained by exchanging the i" and ;" elements of 7';
If (C,,(7,,,) islessthan C_ (7))
{
72’-' :ﬂ-temp ’
i=1;
J=L;
}
J=Jjth
}
}
i=i+]
}
return 7';

End

FIGURE 3. Local search procedure.

of the Iterative Greedy (IG) algorithm. In this approach,
ncurrent’ nremaved’ n,remainder’ and "€V represent a current
sequence, list of d removed jobs, the n — d remaining jobs,
and the updated, new, sequence, respectively. Destruction
step consists of randomly selecting n jobs from the job lists
assigned to the machine with the largest completion time.
Remove the selected jobs from 77" and add them to
m’emoved keeping the same job order. 7"¢"@"deT represents
the partial sequence of ™" after removing the randomly
selected jobs. The construction step iteratively adds the

74070

removed remainder

elements of into every possible position of &
until a whole sequence, 7, is obtained. The resulted
sequence is considered a neighborhood solution of 7 #7e" |

4) LOCAL SEARCH

Given a new neighborhood solution, 7", local search
approach is employed iteratively to improve the solution with
respect to the fitness function value, makespan. It is done by
relocating the jobs within the respective sequence. If a better
solution is obtained, the local search will be applied another
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FIGURE 4. A generic representation of the random forest.

time until the changes become non-effective. The pseudocode
of this procedure is provided in Figure 3.

5) EMPLOYED, ONLOOKER AND SCOUT SEARCH

A solution, m, corresponds to an employed bee, while the
new neighborhood solution, 7", is a food source for the
employed bees; it replaces m if appears to be a better
alternative. Onlooker bee evaluates the fitness values deliv-
ered by the employed bees. On this basis, a solution, m,
is selected as the incumbent with a probability prob =
makespan(rw)/ Zfﬁl makespan(r®); the higher a solutions
fitness value is, the more likely it will be its selection as
incumbent to the SN solutions. Once a solution is selected,
a corresponding neighborhood solution will be obtained
through the neighborhood and local search procedures, until
better alternatives are found. A solution will be abandoned if
it can no longer be improved. In this situation, the solutions
corresponding employed bee become a scout bee.

D. THE PROPOSED RF-HABC

The proposed solution approach, RF-HABC, consists of two
major phases. It first employs a learning-based method to
estimate MDJSDSTs. The HABC algorithm then solves the
R |Sijk| Cnax problem.

a: PHASE I. RF ANALYSIS FOR SETUP TIME ESTIMATION

RF operates based on the regression or classification
trees [70], [71]. This study applies the former approach,
RF analysis based on the regression tree that comprises train-
ing and prediction steps. Given the parts’ information (i.e.
number, type, and size) in each machine, and the immediately
preceding station, as well as the respective specifications of
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machines (i.e. number and tonnage), Phase I extends to esti-
mate a setup time value for each of the attribute combinations.
A generic example of this procedure is provided in Figure 4.

To estimate the MDJSDSTs, the Bootstrap method is first
applied to select N data, and form a sample D, and use
them as training material. Considering different attributes Y;
represents the target variable for each of the inputs in the
sample D = {(X1, Y1), X2, Y2),..., Xy, Yn)}. Given a
set of selected attributes as growth candidates, we form the
main node branch. We then continue branching and selecting
attributes and repeat until none of the attributes meet the
branching conditions. This repetitive extraction of training
data from RFs makes the results less vulnerable to noise and
outliers. Next, new sample data, D" are generated through
predictions; they are then assigned to the K decision trees.
We then obtain the average value from the K decision trees
such that the predicted value of the new sample data D’
is defined. Finally, the correlation between the attributes is
calculated. The resulted correlation data and the MDJSDST,
STi]fj, form the matrix of machine-job-sequence.

Given the required rule attributes and the obtained MDJS-
DSTs, the setup time information should be sorted following
the mathematical model and the required input format by the
solution algorithm. As suggested by [72], the classification
method of the Bootstrap sampling is only applied to the obser-
vation data, while the RF is applied to both observations and
variables. This approach enhances the model’s capability in
searching for correlations between variables, and improving
accuracy.

As a part of numerical experiments, this study applies an
alternative approach, the decision tree method, to estimate
MDJSDSTs considering case-specific production conditions.
A decision tree is employed to extract the knowledge of setup
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‘ Calculate the setup time of each attribute sz,

product | machine size tonnes ST; ;
/ \ A, M, 18 | 400Ton | 2.0
Ay M, 18 | 600Ton | 3.5
True False
A, M, 20 | 400Ton | 7.0
False  True False A, M, 20 | 600Ton | 4.0
As M, 22 | 400Ten | 2.0
Ay M, 22 | 600Ton | 2.5
K Th h p) P " Tvsi ’/ Ay M, 26 600Ton 6.0
rough random forest analysis —— . ..
g Setup time Y After finishing, set the time input
p mathematical model to minimize the
maximum completion time
e e evewen IR A Ay PT,
V| No Mach. | Product %Fmp H 1 !
: time :
! M, Ay 4 : ‘ ‘ ‘
I M A, 3 )
s Mi A: " P My |Ap | PTy | A; PTy
L0 M ] A |3 : 1 2 3 4 5 6 7 8 9 10 11 12
i [0 | M | A 1 :
A N S N s
A N LT Y B
sampleC, —RE
Error rate = | e . = | x 100%
RFmax
RF-er
samplel 7.69%
sample2 15.38%
sample3 7.69%
sample4 6.93%
sample5 11.46%
sample6 7.69%
sample7 11.46%
sample8 5.76%
sample9 7.69%
samplel0 15.38%
average 9.71%

FIGURE 5. Graphical representation of the methodology.

time estimations based on various attributes, and generate
a set of IF-THEN rules. The generated rules are mutually
exclusive and collectively exhaustive, so estimations can be
made based on the set of examples [73].

An illustrative example is now provided to explain the
computational steps. Let assume a small forging workshop,
where two machines are designated to process a total of
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four products. Product type, product size, and machine ton-
nage attributes are considered to determine the setup times
in a production system with general-purpose machinery.
Figure 5 is a graphical illustration of the computational
steps.

This procedure consists of test and forecast steps, con-
sidering machine-dependent and job sequence-dependent
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T
True

False

size<20
True False
‘ 84 { size<24 |
True False
‘ 110 \ |'(0n<-150 J
True False

ton=300

ton<650
Tru False

size<18

False

Previous
product

size<16

ton<250

True False
ton<650

u
True False

Previous

product 108

Tru

Previous
product

size<18

} ‘ 108
False

False

FIGURE 6. Decision tree for an exemplary product.

setup situations, each of which representing the possible
preparation time before the machine begins a given opera-
tion. Given the defined attributes, the sample data will be
used as training input to the RF procedure. The output of
this procedure is summarized in forms of a matrix, to be
used as input to the solution algorithm, which results in the
initial job sequence to the R;,|S;jx|Cmax problem, applying
the RF method (RFp,x). Given the defined rules, the next
step considers ten independent samples from the historic data
to resolve the Ry;|S;jk|Cmax problem, and obtain the respec-
tive objective function values. In the illustrative example,
the completion time of the operations, O; and O, on M
and M;, when considering the first sample, is as follows:
MAy + Py + MiAy + Py = 2+ 2+4+3 =
11 and MyAr + Py + MyAs + P»3 = 1 +2 + 1 +
5 = 09; therefore, the makespan of the sample is equal
to Cax(01) = 11.

Given the objective function value for each of the sam-
ples, equation (10) is used to calculate the respective error
rate RF,.;). On this basis, the resulted average error, 9.71 in
the illustrative example determines the measure on the accu-
racy of the results when applying the RF method.

Cimax (i) — RFmax

x 100% (10)
RFmax

Error =
b: PHASE IIl. SOLUTION APPROACH
Given the obtained setup times in Phase I, the HABC
algorithm can be applied to find the (near-)optimal solu-
tion to the Ry|Sjjk|Cmax problem. The mathematical for-

mulation and optimization procedures were detailed in
sections 3.2 and 3.3.
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IV. NUMERICAL ANALYSIS

This section presents the computational results and analysis
of the proposed framework. The numerical analysis begins
with a description of the test data. RF analysis is then pre-
sented. Finally, verification and evaluation steps are elabo-
rated to show the superiority of the proposed approach. The
numerical experiments are conducted on a personal computer
with an Intel(R) Core (TM) i7-6700HQ (2.6GHz) proces-
sor, 24GB of RAM, and a Windows 10 operating system.
The solution algorithm was coded in Python programming
language.

A. CASE DESCRIPTION

Taking the forging industry as an example, the test data
is partially obtained from a small-parts forging company.
Forging refers to the procedure of deforming metals, apply-
ing comprehensive force on the work-in-progress material
using heavy equipment. Given the processing temperature,
forging can be categorized into hot satin, warm satin, and
cold satin groups. Cold forging consists of molding the metal
at room temperature, and pressing the plate, or bar, after
repeated extrusion. In cold satin, it is relatively easy to obtain
high dimensional accuracy and surface smoothness, when
compared to hot satin. However, the plasticity of the forged
material can be rather low.

Different pressure norms may be required considering the
dimension of the product. The force generated by a compres-
sion molding machine is directly proportionate to its tonnage,
that is, the heavier compression machines are often character-
ized by larger pressure upper limit [74]. Given that machin-
ery with the same tonnage may also perform differently,
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TABLE 1. Computational results of the estimation accuracy for [50-100] setup time interval.
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AV-HABC DT-HABC RF-HABC
m n Min Avg Max StD Min Avg  Max StD  Min Avg Max  StD
2 6 043 421 10.18 4.04 345 675 10.02 249 0.00 3.76 7.25 2095
7 018 542 17.10 6.72 0.17 510 13.85 542 0.00 4.53 927 4.14
8 1.57 634 1418 471 257 7.08 10.13 3.0% 0.00 542 955 4.03
9 380 606 1083 283 203 7.10 1292 461 0.00 227 632 2.4%
10 259 6.09 926 239 594 776 1277 2.84 0.00 3.17 894 3.38
20 1.67 274 458 1.14 6.06 686 7.73 067 023 0.83 224 0.88
40 448 571 7.64 128 7.09 797 852 058 0.04 053 1.08 040
60 6.66 7.84 1008 1.39 594 732 865 1.07 049 098 1.62 0.52
80 10.70 11.84 1332 098 7.22 753 795 032 042 0.79 143 040
100 10.07 11.07 12.73 1.04 521 625 1786 098 0.67 097 1.17 0.21
120 423 541 631 075 959 998 10.53 040 0.16 0.87 145 047
4 6 073 565 11.50 397 241 743 1238 353 0.00 2.78 537 1095
7 642 838 1344 296 7.54 1147 1850 445 0.00 3.24 6.65 3.04
8 073 779 1548 6.43 691 923 1238 277 0.00 6.18 15.12 6.34
9 158 377 650 219 456 11.05 17.51 556 0.00 2.16 3.46 1.34
10 2.62 878 1425 4.63 634 9.19 13.07 3.21 0.00 4.88 847 3.16
20 221 429 673 170 463 689 925 165 0.16 092 273 1.03
40 125 3.09 558 1.64 990 10.62 11.82 0.73 0.08 048 159 0.63
60 13.02 13.71 1470 0.64 147 357 504 150 120 1.59 237 045
80 10.15 10.77 11.85 0.66 1.87 403 519 137 0.04 054 1.53 0.58
100 10.82 1193 1296 0.83 429 513 6.08 0.81 003 061 145 0.71
120 468 6.02 6.73 0.83 10.56 10.66 10.76 0.09 0.17 0.70 1.04 0.33
6 8 813 1147 1333 203 476 11.61 1798 530 0.00 9.08 16.67 6.27
9 6.14 954 1333 255 647 1195 1798 477 0.00 9.38 2143 7.94
10 505 729 1024 2.15 648 9.13 13.56 3.04 0.00 4.88 7.84 3.33
20 198 390 553 171 1063 11.16 11.96 0.61 021 1.48 2.62 0095
40 5.07 7.16 10.11 2.54 12.65 13.62 14.66 0.71 025 0.54 085 0.25
60 11.64 1231 13.17 0.64 1.08 3.67 558 194 023 1.04 216 0.71
80 835 933 1129 1.18 429 654 787 147 061 121 1.77 0.46
100 12.17 12.69 1325 047 190 258 363 0.77 0.00 0.58 2.15 0.90
120 4.14 578 7.07 1.28 1048 11.18 11.75 0.61 0.04 042 0.69 0.26
8 20 456 657 872 1.69 1341 1527 1895 223 028 1.33 3.55 1.31
40 541 7.2 856 131 1073 11.62 12.81 093 0.00 0.82 1.63 0.70
60 633 883 11.65 196 529 835 10.13 190 0.22 1.08 235 0091
80 5.00 6.87 843 125 804 1060 12.62 1.78 0.85 1.73 349 1.07
100 6.61 8.09 9.67 146 575 740 895 1.14 0.12 039 0.84 0.32
120 647 8.05 944 1.09 1096 11.31 11.64 024 023 044 099 0.31
10 20 0.00 245 464 201 932 1430 19.68 422 0.00 094 1.58 0.60
40 4.73 6.05 853 155 11.74 1276 1426 1.01 0.00 198 3.80 148
60 7.14 9.8 1122 1.60 7.17 9.69 12.08 1.77 1.13 2.54 4.10 1.32
80 6.44 7.09 829 0.78 873 1232 14.18 223 0.85 1.82 442 147
100 7.61 9.01 980 096 124 315 437 117 022 0.70 127 0.38
120 489 637 7.66 1.18 940 10.29 11.10 0.63 0.14 0.87 1.77 0.62
12 20 483 7.16 922 1.63 1489 18.06 21.31 293 041 222 469 157
40 6.61 9.16 12.89 276 733 949 1350 235 0.00 1.16 3.59 143
60 484 784 964 1.85 7.30 1079 13.86 234 1.69 247 3.64 0.82
80 643 7.80 860 090 823 1141 13.89 2.17 050 136 233 0.74
100 586 6.56 7.15 046 657 795 980 145 0.09 086 1.68 0.64
120 465 6.82 826 142 1020 11.29 12.06 0.70 0.17 045 0.69 0.25
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TABLE 2. Computational results of the estimation accuracy for [50-150] setup time interval.

AV-HABC DT-HABC RF-HABC
m n  Min Avg Max StD Min Avg  Max StD Min Avg Max  StD
2 6 270 481 10.57 328 481 842 13.89 3.65 0.00 296 11.25 4.70
7 606 772 12.05 248 5.01 959 1475 479 0.15 1.88 5.63 226
8 240 451 742 229 044 508 11.70 446 0.12 083 1.74 0.73
9 970 12.63 1524 261 036 141 476 1.87 0.00 1.14 3.82 1.58
10 873 11.85 17.01 3.49 988 11.08 1292 1.12 0.01 0.85 295 1.22
20 1422 1422 1422 0.00 9.44 944 944 0.00 099 0.99 0.99 0.00
40 15.07 16.25 18.00 1.07 853 9.63 1038 0.82 0.61 1.29 1.84 0.51
60 14.07 1454 1499 040 591 681 8.08 094 0.08 042 1.09 0.42
80 1298 14.76 1542 1.01 6.18 735 11.29 22 0.10 043 1.14 041
100 325 515 925 237 750 1149 1647 439 029 048 0.59 0.15
120 148 341 759 242 540 9.64 16.82 447 028 200 530 2.05
4 6 061 7.01 13.60 6.04 028 491 1147 511 052 299 1197 5.02
7 7.00 944 11.80 1.70 10.72 13.17 1594 2.00 0.00 0.22 0.61 0.31
8 2095 21.61 2381 123 731 861 922 083 0.00 030 148 0.66
9 11.30 13.44 17.28 2.41 1020 11.63 1429 1.56 034 242 7.50 3.02
10 1790 19.79 21.75 1.41 6.86 815 928 096 0.14 044 073 0.23
20 1298 1394 1539 091 1020 11.24 1224 0.87 0.10 046 0.75 0.31
40 1539 1643 17.77 0.88 11.28 11.89 12.14 035 0.08 0.25 0.57 0.19
60 17.52 19.60 22.58 2.56 0.80 2.77 531 223 029 223 731 2.89
80 4.09 6.92 12.61 329 949 11.63 1230 120 0.00 1.14 570 2.55
100 552 841 13.73 3.14 10.82 11.29 1244 0.65 030 0.89 1.68 0.61
120 1831 19.42 20.85 0.99 10.42 13.08 18.46 3.23 041 120 229 0.72
6 8 17.84 18.64 19.85 093 10.41 1194 1339 1.12 0.00 085 3.76 1.63
9 15.08 16.81 18.18 1.23 853 1146 1242 1.65 0.08 025 046 0.15
10 13.79 15.04 16.75 1.12 7.13 814 10.11 122 035 131 478 194
20 949 978 10.13 029 544 9.12 1250 295 0.04 0.82 1.77 0.66
40 18.03 1896 20.35 1.07 12.83 16.76 1851 231 0.13 1.74 530 2.05
60 1534 1644 16.82 0.62 10.11 12.63 1538 235 030 183 478 1.84
80 15.17 17.02 19.44 1.84 8.10 1098 13.74 2.51 0.62 138 236 0.83
100 13.21 17.00 1843 2.16 1632 18.44 2500 3.76 0.00 2.73 8.17 3.19
120 12.72 1371 15.02 1.10 863 10.61 1236 1.56 0.19 1.02 1.85 0.66
8 20 1483 17.55 1944 215 1079 1291 1637 2.12 0.13 1.74 3.56 1.45
40 15.68 17.52 19.57 1.68 11.22 13.07 14.85 1.63 029 202 442 1.73
60 16.63 17.51 1830 0.66 1092 11.36 12.09 044 031 225 525 1.83
80 13.28 1533 1791 1.68 19.03 20.44 2459 233 032 079 2.15 0.78
100 12.09 14.58 21.47 3.88 1429 1565 17.69 1.37 0.00 0.03 0.16 0.07
120 8.12 1523 17.53 399 10.56 11.58 1293 095 031 211 525 1.85
10 20 499 9.66 1730 458 7.83 1192 1481 2.56 0.00 0.51 1.66 0.69
40 14.64 1624 17.62 131 13.88 1530 1697 1.18 0.04 1.57 6.56 2.80
60 023 1.14 357 139 1222 1401 1560 130 023 1.14 357 1.39
80 17.51 19.27 20.76 127 9.67 994 1037 0.31 0.16 192 349 1.54
100 17.68 18.37 19.49 0.69 9.33 1066 11.35 0.86 0.31 1.18 238 0.77
120 14.64 1624 17.62 1.31 1388 1530 16.97 1.18 0.04 1.57 6.56 2.80
12 20 023 1.14 357 139 1222 14.01 1560 1.30 0.23 1.14 3.57 139
40 13.77 1423 1456 030 6.83 7.14 753 031 0.07 041 093 0.34
60 17.09 17.27 17.69 024 9.11 943 984 033 0.05 042 093 032
80 1562 16.89 18.05 094 792 897 993 0.76 0.05 0.28 0.56 0.19
100 1598 16.40 1690 034 993 1041 10.82 040 020 0.54 0.87 027
120 16.12 18.14 19.68 147 940 11.19 1245 1.15 030 051 1.04 0.3%
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TABLE 3. Computational results of the estimation accuracy for [50-200] setup time interval.
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AV-HABC DT-HABC RF-HABC
m n  Min Avg Max  StD Min  Avg Max StD Min  Avg Max  StD
2 6 11.01 374 116 529 10.05 3.60 0.88 4.06 7.53 2.62 11.01 3.74
7 1810 6.85 036 7.51 19.13 9.62 0.59 123 241 0.74 18.10 6.85
8 21.06 399 024 227 397 184 038 217 448 1.63 21.06 3.99
9 2952 924 426 803 1327 328 0.76 2.68 510 194 29.52 9.24
10 2468 389 275 528 7.08 1.88 0.15 1.82 6.62 2.73 24.68 3.89
20 31.11 591 0.03 234 723 280 0.70 2.08 4.53 153 31.11 5091
40 2824 212 7.12 1435 1890 4.68 9.24 1342 1553 2.50 2824 2.12
60 2132 258 1.68 341 648 1.85 040 1.00 2.09 0.72 2132 2.58
80 30.83 525 11.78 802 885 1.04 074 6.73 2024 8.00 30.83 5.25
100 37.65 5.16 298 999 16.73 6.39 034 3.19 836 3.19 37.65 5.16
120 2030 420 4.55 624 825 1.71 0.00 2.05 6.65 2.77 20.30 4.20
4 6 2747 511 7.00 1435 24.12 9.01 039 254 874 349 2747 511
7 3471 540 178 524 1245 453 034 3.19 836 3.19 3471 5.40
8 963 221 328 908 1352 441 038 217 384 130 9.63 221
9 655 251 148 347 514 1.72 051 131 237 096 6.55 251
10 622 127 081 417 830 273 003 286 6.04 262 622 127
20 1418 634 179 7.01 921 3.16 072 6.20 15.78 6.15 14.18 6.34
40 21.23 7.13 11.78 999 1593 5.08 0.00 838 1623 6.14 21.23 7.13
60 564 182 096 429 855 3.07 008 1.06 193 0.79 564 1.82
80 25.86 244 047 365 7.03 263 011 032 087 032 2586 244
100 26.85 3.03 076 1.68 288 090 0.04 077 230 090 26.85 3.03
120 3293 460 0.55 458 862 378 0.13 244 6.66 297 3293 4.60
6 8 3032 2.09 0.01 524 811 323 073 299 7.00 236 3032 2.09
9 3503 428 7.00 447 1079 4.64 0.56 2.09 463 1.64 3503 4.28
10 3205 159 1.12 491 822 3.08 048 1.73 266 1.03 32.05 1.59
20 1577 237 061 2.01 3.69 129 1.62 195 231 0.28 1577 237
40 574 171 053 298 6.07 233 047 1.03 1.57 045 574 1.71
60 17.37 528 338 504 630 1.06 066 3.00 457 1.66 1737 5.28
80 19.52 3.10 1.62 2.08 2.82 048 089 157 2.04 053 19.52 3.10
100 7.56 1.89 0.72 381 7.15 268 049 231 637 239 756 1.89
120 18.15 632 099 252 419 131 131 250 437 131 18.15 6.32
8§ 20 11.79 098 0.81 1.65 242 068 0.05 044 067 025 11.79 0.98
40 9.59 161 1.04 279 546 1.8 046 122 228 0.78 9.59 1.61
60 11.10 3.70 3.07 7.01 993 273 066 275 436 1.68 11.10 3.70
80 10.10 291 223 399 568 148 156 3.18 6.69 2.03 10.10 291
100 1523 250 028 378 593 221 190 3.65 740 216 1523 250
120 6.61 212 1.15 492 840 265 032 137 383 142 6.61 212
10 20 993 040 0.62 283 425 139 1.03 280 411 133 993 040
40 856 3.17 171 265 372 075 0.11 226 424 184 856 3.17
60 7.11 181 0.17 238 515 225 0.17 131 313 1.13 7.11 1.81
80 1523 220 o0.11 223 551 221 075 218 4.00 131 1523 2.20
100 1230 235 0.19 278 6.16 256 3.17 584 8.67 248 1230 235
120 1292 3.04 0.10 176 3.74 143 0.87 1.67 248 0.61 1292 3.04
12 20 2430 1.01 1.55 212 292 057 003 029 085 035 2430 1.01
40 24.09 1.05 096 1.89 2.60 0.77 0.03 036 081 030 24.09 1.05
60 27.53 037 027 226 556 222 0.19 076 1.62 0.57 27.53 0.37
80 28.19 196 138 193 274 061 0.07 1.89 346 129 28.19 1.96
100 2937 1.85 039 204 561 209 1.08 167 247 0.60 29.37 1.85
120 27.77 138 039 134 254 0.78 0.64 1.06 233 072 27.77 1.38
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FIGURE 7. Error rate changes in (a) small-workload, (b) medium-workload, (c) large-workload, and (d) number of machines, within [50,100]

interval.

the processing time of a product differs from one machine
to another. Likewise, setup time may vary depending on the
machine, as well as the new and preceding products.

Case factory data is obtained to estimate MDJSDSTs using
the RF method. Small-, medium- and large-scale test prob-
lems are considered to analyze the problem size effect on
estimation accuracy. For this purpose, and given the wide
range of products and machinery in the case company, ten
random samples from the top 20 percent of the products
are considered to generate the test problems. Due to the
complications involved in collecting the rest of the required
data, random data has been used.

Overall, small-, medium-, and large-scale problem
instances are considered to conduct numerical tests. Small-
size instances are configured by n = {6, 7, 8,9, 10} jobs and
m = {2, 4, 6} machines. Considering ten instances for each
of the m x n combinations, a total of 10 x {6,7, 8,9, 10} x
{2,4,6} x {[50,100], [50, 1507, [50,200]} = 450 test
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examples have resulted. The medium- and large-size prob-
lems comprise n = {20, 40, 60, 80, 100, 120} jobs and
m = {2,4,6,8, 10, 12} machines, resulting in a total of
10 x 6 x 6 x 3 = 1080 examples.

B. RANDOM FOREST ANALYSIS FOR ESTIMATING
MDJSDSTs

Given the obtained case company data, RF is now applied to
analyze the correlation among the attributes, and estimate the
setup times. Figure 6 is a visual representation of the deci-
sion tree for an exemplary product from the case company,
where the product type is downwardly expanded to obtain
the respective MDJSDSTs values. For example, if the frame
dimension is smaller than 20, and the outer diameter of the
product is also smaller than 20, the estimated setup time is
approximately 84 seconds; otherwise, two distinct situations
may result. If the outer diameter is less than 24, a setup time
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FIGURE 8. Error rate changes in (a) small-workload, (b) medium-workload, (c) large-workload, and (d) number of machines, within [50,150] interval.

of 110 seconds can be expected, or else, the non-conformity is
less than 450, and the expected setup time will be determined
based on the machine’s tonnage, and the previous work on the
machine.

C. EXPERIMENTAL RESULTS

After estimating the MDJSDSTs using the RF approach in
phase I, the HABC algorithm in phase II of the RF-HABC is
applied to find the (near-)optimal solution to the Ry, |S;jx | Cimax
problem. The simple average (AV), and decision trees (DT)
methods are considered to replace the proposed RF learning
method in phase I of the algorithm, named AV-HABC and
DT-HABC, to analyze the experimental results. To com-
pare the accuracy of the mentioned methods, small, medium
and large instances including 6-10, 20-60, and 80-120 jobs,
respectively, to be loaded on two to twelve machines, are con-
sidered. Besides, three different distribution patterns for setup
time interval data, [50, 100], [50, 150] and [50, 200], which
are all in seconds, are taken into consideration to explore
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different data distribution conditions and their respective
impact on the estimation methods accuracy. These intervals
are separately analyzed.

The error ratios for [50, 100], [50, 150] and [50, 200] setup
time intervals are separately presented in Tables 1-3. Given
ten runs for each of the test problems, the minimum (Min),
average (Avg), maximum (Max) error ratios, as well as the
standard deviation (StD) of the test instances are summa-
rized in these tables. As expected, the average error of all
three approaches increases when more jobs and machines are
included in the problem. However, RE-HABC demonstrates
a relatively stable error ratio over the test instances. In other
words, problem size does not significantly influence the solu-
tion quality when the RF method is applied.

Figures 7-9 visually compare error trend lines amongst
RF-HABC, DT-HABC and AV-HABC methods, consider-
ing [50, 100], [50, 150] and [50, 200] time intervals, respec-
tively. Each of the figures consists of four separate diagrams
to detect the difference in accuracy changes in the small,
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TABLE 4. Percentage error under different setup time intervals.

Intervals AV-HABC DT-HABC RF-HABC
[50,100] 7.28 9.77 0.60
[50,150] 14.28 11.18 1.54
[50,200] 15.17 3.95 2.43
Average (%) 12.24 8.30 1.52

medium, and large workloads, as well as the defined range
of machinery, respectively.

In general, the trend line of RF-HABC'’s error ratio is
placed below that of DT-HABC and AV-HABC methods.
Evidently, RF-HABC demonstrates a relatively stable perfor-
mance across various problem situations. To be more specific,
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RF-HABC meaningfully outperforms the other two methods
when [50, 100] and [50, 150] time intervals are the case.
The difference in the accuracy of RF-HABC and DT-HABC
methods, however, tends to become less significant, when a
loose data interval, [50, 200], is considered. In other words,
DT-HABC demonstrates an accuracy comparable to that of
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RF-HABC in some of the large test instances, when the setup
times are distributed in a low-density pattern. This general
conclusion can be drawn that RF-based estimation methods
are strongly preferred when small, and medium time intervals
are prevalent.

Table 4 provides a summary of the average errors for
each of the applied methods. Overall, RF-HABC’s error
ratio is about 1.52 percent, which is significantly -about
87 percent- more accurate than the cases where DT-HABC
and AV-HABC methods are applied, with 8.30 and 12.24 per-
centage of the solution, respectively. This difference may
become more significant when industry-scale problems are
solved.

V. CONCLUSION

To effectively model the scheduling problems, different
aspects need to be taken into consideration among which,
time parameters uncertainties play a significant role. Setup
time includes a variety of preparation activities that need to be
executed before the value-adding production processes, and
are particularly important when general-purpose machinery
dominate. The extant scheduling problems rely on simplis-
tic methods for the estimation of setup times, although the
inherent errors caused by inaccurate approaches may result
in significant delays in the production plans.

This study proposed an RF-HABC metaheuristic algo-
rithm to solve the R;;|S;jk|Cmax problem, considering setup
time uncertainties in a machine-dependent and job sequence-
dependent scheduling environment. Through exhaustive
numerical analysis, it is shown that RF-HABC outperforms
the simple averaging, and decision tree approaches con-
cerning accuracy. With an average error rate of 1.52 per-
cent, the RF-based solution algorithm accurately estimates
the uncertain MDJSDSTs in UPMSP, where DT-HABC and
AV-HABC recorded 12.24 and 8.30 percent of error, respec-
tively. This difference in accuracy was more meaningful when
the problem size increases, and the setup time intervals got
larger.

Given the abundance of factors affecting setup times,
we feel that a deeper analysis of this important schedul-
ing aspect can contribute to the scheduling literature, and
help narrow the gap between scheduling theory and practice.
In this study, RF and decision tree methods were successfully
applied to estimate MDJSDSTs. Future studies can apply
other advanced analytics and machine learning methods to
further improve the data exploration process in other indus-
trial situations. Last but not least, our study is limited in that
it only estimates the setup time uncertainty. Future research
can address processing time, and more generally, waiting
time, uncertainties through applying simulation-based opti-
mization approaches.
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