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ABSTRACT In Dempster-Shafer (D-S) evidence theory, how to deal with conflict is an important and open
topic. Two key strategies for resolving conflicts of evidence are considered, namely information averaging
and information focus. How to balance this relationship is still a question worth considering. Recently,
Ma et al. studied evidence conflicts from the perspective of complete conflict set and proposed a flexible
rule for conflict evidence combination. The proposed combination rule seems to take into account the
above two strategies. However, through analysis, we find that Ma et al.’s method tends to use the average
method to solve conflicting propositions, while Dempster’s combined rule has a weak focusing function.
In this paper, based on the concept of non-conflict element set, a new conflict handling method is proposed.
First, the similarity between the evidences is characterized by the correlation coefficient; based on this,
a new weighting scheme of evidence is developed. In addition, the propositional support is reasonably
allocated through discounts.Through numerical examples, the applicability and superiority of the method
are compared and analyzed. The results show that the proposed method takes two strategies of averaging
and focusing into consideration, and the information variance is small.

INDEX TERMS Dempster-Shafer (D-S) evidence theory, correlation coefficient, non-conflicting element

set, conflict management.

I. INTRODUCTION

In the real-world, information is often cumbersome and
uncertain. Therefore, the handling of uncertain informa-
tion is particularly important. There are many theoret-
ical studies on handling uncertain information, such as
rough sets theory [1], [2], fuzzy set theory [3], [4],
Z-number theory [S5]-[7], D-number theory [8]-[11], evi-
dence reasoning theory [12], [13], and other theories and
research [14]-[17]. In particular, D-S evidence theory, as a
method of uncertain information modeling, has the follow-
ing three main advantages. First, it meets a weaker con-
dition than Bayes’ probability theory, that is, ‘“‘it does not
have to satisfy probability additivity”’. Secondly, knowl-
edge and data from different experts or data sources can
be synthesized. Thirdly, description of uncertainty is flex-
ible and convenient. Because of its advantages in dealing
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with uncertain information methods, it has been widely used
in fault diagnosis [18]-[20], transportation solution evalu-
ation [21], information fusion [22], [23], stock investment
selection [24], supplier selection decision [25], reliability
analysis [26], etc [27]-[29]. However, when there is a high
degree of conflict between the evidence, the results usu-
ally produced by using Dempster’s combination rules don’t
reflect the actual distribution of beliefs [30]. To solve this
problem, many scholars have studied the work related to
conflict evidence management. Through the induction and
analysis of many existing researches, it can be divided into
the methods to modify Dempster’s combination rules and to
modify data model [31]-[34]. The main methods to modify
Dempster’s combination rules include Lefevre et al.’s uni-
fied reliability function combination method [35], Yager [36]
and Smets et al.’s [37] the conflict evidence combination
method proposed, and Smardndache et al.’s conflict propor-
tional allocation rule PCR3 [38], etc. Currently, researchers
are inclined to Haenni’s [39] point of view, and papers
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that modify data model dominate [40]. The main methods
to modify data model include Murphy’s arithmetic aver-
age method [41], Deng et al.’s improved weighted aver-
age method [42] based on evidence distance [43], etc.
Recently, based on the methods proposed by Deng et al.,
some scholars have proposed improved conflict methods.
Among them, Jiang’s method based on correlation coeffi-
cient [44], Song et al.’s method based on divergence [45],
Pan et al.’s method based on associationcoefficient [46], and
so on [47], [48]. For the time being, research with modified
data as the main point of view is dominant [49]. In partic-
ular, Liu [50] comprehensively considered the applicability
of Dempster’s combination rule in the case of conflict, pro-
posed the method of using binary groups of k and difBetP
to describe the conflict, and proposed the proposal of using
Demspster’s combination rule in the authoritative journal
Artificial Intelligence. Liu’s viewpoint provides a new idea
for the development of D-S evidence theory. At present,
the research on evidence theory is still developing [51]-[53].
However, Ma et al. [54] found that the methods proposed
by scholars represented by Murphy does not seem reasonable.
In their method, when the feature information is extracted
from the evidence source, the information is focused using
only the Dempster combination rule for the average informa-
tion source after the merger or the average weight. This leads
to a weak loss of information, which affects the judgment of
the second information. Therefore, it is a meaningful work to
distinguish and screen specific propositions in conflict evi-
dence and then use Dempster’s combination rules for infor-
mation focusing. Recently, a flexible evidence combination
rule [54] was proposed. The conflict elements in the conflict
evidence were distinguished based on the complete conflict
set and then combined using the Dempster’s combination
rule. Obviously, this method is more reasonable than the
method of Murphy et al. However, through analysis, we find
that Ma ef al.’s method tends to use the average method to
solve conflicting propositions, while Dempster’s combined
rule has a weak focusing function. To better balance the
relationship between averaging and focusing, in this paper,
we propose a new evidence combination rule to resolve
conflicts. First, we propose the concept of a non-conflicting
element set to distinguish non-conflicting elements. Then,
we use the correlation coefficient to reasonably characterize
the degree of similarity between the evidences. Based on this,
we propose a more reasonable way to express the weight of
the evidence proposition. Finally, in the proposed evidence
combination rule, we assign the weight discount value to
the elements in the non-conflicting element set to fuse the
evidence. The numerical results show that this method is
easy to achieve the average of conflicting information and
the information variance of fusion results is small. Compared
with the method proposed by Ma et al., Dempster’s combina-
tion rule’s information focus feature is better maintained.
The structure of this paper is as follows. Second II intro-
duces the background of the research. In section III, we pro-
pose a new conflict evidence combination rule and analyze
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and discuss it. In section IV, the comparison of numerical
examples shows the effectiveness of the proposed method.
Section V illustrates the applicability and superiority of the
proposed method through an application example. The con-
clusion of this paper are given in section VI.

Il. PRELIMINARIES

In this section, we briefly review some background knowl-
edge, such as D-S evidence theory, correlation coefficient,
Ma et al.’s conflict resolution method, and some other schol-
ars’ representative research in conflict management.

A. DEMPSTER-SHAFER EVIDENCE THEORY

D-S evidence theory originated in the 1960s, when A.P.
Dempster used upper and lower probabilities to solve the
problem of multi-value mapping. He published a series of
papers successively from 1967, which marked the official
birth of evidence theory [55]. Dempster’s student G. shafer
further developed evidence theory, introduced the concept of
trust function, and formed a set of mathematical methods
of “evidence” and ‘“‘combination” to deal with uncertain
reasoning [56]. D-S evidence theory is a generalization of
bayesian reasoning method, which is mainly carried out by
using bayesian conditional probability in probability theory,
and prior probability should be known. However, D-S evi-
dence theory does not need to know the prior probability, and
can well represent “uncertainty”. Due to its advantages in
processing uncertain information, D-S evidence theory has
been widely applied in many fields, such as multi-attribute
decision making [57], data fusion [58], [59], evidence reli-
ability assessment [60], fault diagnosis [61], [62], medical
treatment [63], intelligent decision making [64] and so on.

1) FRAME OF DISCERNMENT
Definition 1: Let ® be a set of mutually exclusive and
collectively exhaustive events defined by

®={017929”. 59}1} (1)
where the set ® is called the frame of discernment.
The 29 is the © power set, which is expressed as
2°={0. {61} - {ON} . {01. 62} .- 01,62, -+ L0}, ©)
(2)

and ¢ is an empty set.
If A € 29, Ais called a hypothesis or proposition.

2) MASS FUNCTION

Definition 2: For a frame of discernment ®, a mass func-
tion is expressed as a mapping, i.e., from 2€ to [0, 1], for-
mally defined by

m:29 — [0, 1] (©)
which satisfies the following two attributes:
m@ =0 and Y m(®) =1 )
6cO
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FIGURE 1. The relationship between P/ and Bel.

In D-S evidence theory, m is also called a Basic Prob-
ability Assignment (BPA). For exmaple, m(A) is BPA of
A, which accurately reflects the extent to which A is sup-
ported. If m(A) > 0, A is a focal element of the mass
function.

3) BELIEF AND PLAUSIBILITY FUNCTIONS

Definition 3: From the BPA, a belief function Bel
and a plausibility function P! are defined, respectively,
as

Bel(A) = Z m(B) 6))
BCA
and
PI(A) = 1 — Bel(A) = Z m(B) (6)
A B=0

where A = ©® — A, Bel : 2° — [0, 1]and Pl : 2° — [0, 1].

The relationship between P! function and Bel function is
shown in Fig.1.

In Fig.1, the quantity Bel(A) can be interpreted as a mea-
sure of one’s belief that hypothesis A is true. The plausibility
PI(A) can be viewed as the total amount of belief that could
be potentially placed in A. The [Bel(A), PI(A)] indicates the
uncertain interval for A.

4) DEMPSTER’s COMBINATION RULE

Definition 4: Let m; and my are two mass functions on
the discernment frame ®, & represents the orthogonal sum-
mation operation, and the Dempster’s combination rule is
defined as follows:

0 =0
[my ® my] (6) = Y. mi(Apma(Az) )
A1NAy=6 0 7& 7
1—k
where k is defined as follows:
k=Y mADm(Ay) 8)
A1NA=0

In Eq.(3), k denotes a normalization constant, which is
used to indicate the degree of collision between the evidences
mq and my. When k = 0, it means that there is no conflict
between the evidences m and my. If k = 1, it means that
the evidence m; and my completely conflict. At this time,
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the equation cannot be used for evidence fusion, because the
denominator is 0, and the eqation has lost its meaning.

When using the Dempster-Shafer combination rule to fuse
multiple pieces of evidence, the Eq.(9) can be used.

[my @ my - - - @ my]
0 0=0
mi(A1)ma(Az) - - - mu(Ay)
Ay mAzn-ﬂAn:@,A],Az,“- A, CO
> mi(A1)ma(Az) - - - mu(Ay)
AN A2NA#D,A1,Ap,+ ,AnCO
0#0

€))

with the restriction is:

o miADmaA) - my(Ay) £0  (10)

AN Az-NA, 70
ApAg, e AnCO

B. EVIDENCE DISTANCE
Jousselme [43] proposed a distance measure for belief func-
tions, the evidence distance is defined as follows.

Definition 5: Let m; and my be two BPAs on the same
discernment frame ®, and the distance between m; and m;
is defined as follows.

1 . o N R
dpa(my, my) = \/E(nn —m)TD(my —mp)  (11)

where 1 and i, are vectorized BPAs and D is an 2V x 2V
matrix whose elements are D(A, B) = IAPBI - o ith A,B €

[AUB|
P(®).

C. CORRELATION COEFFICIENT
Jiang [44] proposed a correlation coefficient for the belief
function, which is defined as follows.

Definition 6: For a discernment frame ® with N elements,
suppose the mass of two pieces of evidence denoted by
my, my. A correlation coefficient is defined as:

c(my, my)

rppa(my, mp) = N T D) (12)

where c(mj,my) is the degree of correlation denoted
as:

2l 14, N 4]
L
cimi,m) =Y > mAymA)—=  (13)
i=1 j=1 ’Ai UAJ"
where A; and A; is the focal element of mass and i,j =
1,...,2N: | - | is the cardinality of a subset.

D. YAGER’s CONFLICT MANAGEMENT APPROACH
Because the classic Dempster’s combination rule cannot han-
dle highly conflicting evidence, Yager [36] proposed a new
rule for conflict evidence combination. The conflict in the
proposed method is assigned to the complete set ©. Yager’s
methods are defined as follows.
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Definition 7:
m(@) =0

m@) = > [] m@n+k
NA;=0 1<j<n
mA)y = Y ] mA) A#£0,A#%0) (14
NA;=A 1<j<n
where k is the conflict coefficient in Dempster’s combination
rule.

E. SMETS et al.’s CONFLICT MANAGEMENT METHOD
Compared to Yager’s conflict management method, Smets
and Kennes [37] proposed to assign conflicts to the empty
set ¥. The method to conflict management proposed by
Smets et al. is as follows.

Definition 8:

m(®) =0

m@) =Y [[ m@n+k
NA=0 1j<n
mA)y= Y ] m@) @#0.A#£6) (15

NA=A 1<j<n

where k is the conflict coefficient in Dempster’s combination
rule.

F. SUN et al.’s CONFLICT MANAGEMENT METHOD
Due to the conflicting evidence combination rule proposed
by Yager, when the number of evidence sources exceeds two,
the fusion result is not reasonable [65]. Sun and Ye [65]
proposed an improved rule of conflict evidence combination.
Definition 9: Let my, my, - - -, m, correspond to the evi-
dence set: Fy, Fp, ---, F, and let the conflict between the
evidence sets i and j to be k;j. The k;; is defined as follows:

ki= )
AiNA;=0)
AieF;,AjeF;

mi(A;)m;(A)) (16)

Next, let ¢ is the credibility of evidence, & = ¢, in which

K = n(n+1)/22 k;j. The evidence synthesis rule is defined as
i<j

follows:

m(@) =0

m(A) = p(A) +k xe*xq(A),A#0,X

mX) =pX)+kxexqgX)+ k(1 —¢) a7
where

1 n
PAY= D miADmA) - ma(An), g(A)=~ ) miA)

A;EFi i=1
ﬂ:-l:lAi:A
(18)
Finally, Eq.(17) can be written as follows:
p(A)
m(A) = (1 —k)ﬁ+k*s*q(A) (19)
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G. MURPHY’s CONFLICT MANAGEMENT METHOD

Based on the idea of revising data, Murphy [41] proposed
an arithmetic average method of combining conflicting evi-
dence. That is, all evidence is averaged before fusing. In other
words, if the system contains n pieces of evidence, firstly,
the BPAs are averaged, and then the Dempster’s combination
rule is used for n — 1 fusion.

H. DENG et al.’s CONFLICT MANAGEMENT METHOD
Yong et al. [42] believed that there is a flaw in the Murphy’s
method, where all evidence is equally important and does
not well consider the correlation between evidence collected
from multiple sources. Therefore, based on evidence dis-
tance [43], Deng et al. improved Murphy’s method, and his
method is defined as follows.

Definition 10: Suppose the distance between two bodies
of evidence (M;, m;) and (N;, m;) can be calculated by the
evidence distance (see from Definition 5) and is denoted as
d(m;, m;). The similarity measure function Sim(-) between the
two bodies of evidence and ()i, m;) defined as:

Sim(m;, mj) = 1 — d(m;, m;) (20)

A similarity measure matrix (SMM) constructed by means
of all similarity degrees between evidence bodies is defined
as follows:

1 e S12 DAY s]j e Slk
SMM = Sil te §i2 s Sij te Sin (21)
skl e Sn2 DY Snj e 1

The support degree of the body of evidence (N;, m;)(i =
1,2,---,k)is defined as:

k
Sup(mi) = Y Sim(mi, m)) (22)
=1

The credibility degree Crd; of the body of evidence
N;, m)(i=1,2,---, k) is defined as:

Sup(m;)
X
> Sup(m;)

i=1

Crd; = (23)

Finally, the modified average (or the weight average) of the
evidence MAE (m) is given as:

MAE(m) = Z(Crdi X m;) (24)

i=1

If there are n pieces of evidence, as Murphy’s method,
the classical Dempster’s combination rule is used to combine
the weighted average of the mass n — 1 times.
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I. JIANG’s CONFLICT MANAGEMENT METHOD
Based on the correlation coefficient [44], Jiang improved the
method of Jiang et al. [44].

In Jiang’s method, she used the correlation coefficient to
characterize the similarity between the two evidence bodies
rather than the evidence distance. Where, the correlation
coefficient matrix (CCM) is expressed as follows (25), as
shown at the bottom of the next page:

The other parts are the same as Deng ef al.’s method.

J. MA et al.’s CONFLICT MANAGEMENT METHOD
Recently, based on the concept of the complete conflict set
and evidence distance [43], Ma et al. [54] proposed a flexible
rule for the combination of conflicting evidence. The pro-
posed combination rule is defined as follows.

Definition 11: For a mass function set M =
{my | k=1, ---,n} over a frame ©, let mgys be the value
of combining all the mass functions in M by Dempster’s
combination rule, mgps(A) be the weight value of a subset
A C O over M, and yy be the complete conflict set of M.
Then the mass function m,, that global-completely combines
a mass functions set M is given by:

0 X=0

my(X) = { A = dmeuX) X CO.X ¢ yy. X # 0
Y on@E XSO Xey X #0
XCA

(26)
where 8y is the compatible redistribution value given by:

0 ym =19

> D oM (A)% otherwise (27)
Xeym XCA

oy =

Ill. PROPOSED A NEW EVIDENCE COMBINATION RULE
In this section, a novel combination of evidence rule is pro-
posed. As demonstrated by Ma et al. [54], we also believe that
the counter-intuitive behavior of Dempster’s combination
rule is caused by some conflicting elements of the original
mass function. First, based on the set of non-conflicting ele-
ments, we distinguish the focus elements of propositions that
do not conflict. Then, we consider the combination process as
a two-stage process. The first step, use Dempster’s combina-
tion rule to combine all existing evidence. The second step,
based on the correlation coefficient [44], obtain the weight
value of the focus element, and redistribute the combination
quality value between non-conflicting elements. If the given
elements are in the set of non-conflicting elements, that is,
there are no conflicting elements, the proposed method and
Dempster’s combination rule fusion results is the same.

A. THE PROPOSED METHOD
1) NON-CONFLICTING ELEMENT SET

Definition 12: LetM = {my | k =1, --- , n} be the set of
functions on the discernment frame ®. Fy is the set of focus
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elements of all my, € M, and x; < 29 is the non-conflicting
element set of the mass function set M if and only if any
A € Ky, there are two focus element sets F; and F; for both
mass functions m; € M and m; € M, there are A € F; and
any Be Fj,ANB #{.Forany C C A,thereare CNB # ¢

and ), c mi(p)ma(q) # 0.

2) ELEMENT WEIGHT

Definition 13: For a mass function set M =
{mp|k=1,---,n} on the discernment frame ®, let
rapa(m;, m;) denotes the degree of similarity between any two
pieces of evidence. Then for the subset A on the discernment
frame ® and A € M. The weight of the given element is as
follows:

oy (A) =Y mi(A)e(m;) (28)
i=1

where e(m;) indicates the degree of credibility of m;, which
is defined as follows:

0 mi(®) =1
n
> reea(mi, m))
e(m) =\ j=Li#j herwi (29)
m m otnerwise
> > rapa(mi, m))
i=1j=1,i#j

The element weight reflect the reliability of each BPA, which
is based on the correlation coefficient. Here we demonstrate
a few important properties that the element totality satisfies.
Property 1: The empty set has a weight of 0.
n

Proof: By Eq.(28), we can get w),(9) = Y mj(#)s(m;).
From Eq.(4), we know that m(@) = 0. Theg%ore, we can
obtain that w), () = zn: 0 x e(m;) = 0.

Property 2: The sh:nll of the weights of the elements on

the set M (M on the discernment frame ®) is 1.

Proof: By Eq.(8), Eq.(9) and ) m;j(A) = 1 (see
ACO
Eq.(4)), we can obtain:

n
> rapa(m;, m))

n
=g
D)= D mi5—
ACO ACO =1 Y. > rppalmi, my)
i=1j=1 i

n
n > rpa(mi, mj)

> mi(A)y)

rgpa(m;, mj) AS®
=1 ji

" > rpea(my, my)
_ Z J=1j#
- ( n n

i=1 Y Y rppa(mi, m))

i=1j=1j#i

x1)=1
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3) A NEW RULE OF EVIDENCE COMBINATION

Definition 14: For a mass function set M =
{mp | k=1, ---,n}onadiscernment frame ®. A is a subset
of the discernment frame ©®. mg(A) denotes the fused value
of the subset A of the discernment frame on M. kj; denotes
a non-conflicting element set of M. my;(6) indicates that the
mass function on the set M is defined as

0 0=10

0CO,0€cky,0#0 (30)
0CO,0¢ky,0#9

uy mep (0)
w),(0)

where vy is the discount distribution value, which is given
below:

mpy (0) =

1 Ky = d
/
0
vy = wﬁ;{( ) otherwise 3
D 2 o'6)
Oy i=1

in which 9 represents the collection of all propositional cate-
gories in the given BPAs.

An algorithm flowchart of the proposed method is shown
in Fig.2.

B. SOME BASIC PROPERTIES

In the flexible combination rule [54], it is proved that this
combination rule satisfies some unique properties. In this
subsection, based on these important properties, we will
highlight that the proposed method also satisfies these basic
properties, so as to show the applicability of the proposed
method.

1) SOME PROPERTIES OF THE FLEXIBLE COMBINATION
RULE

Definition 15: Let Z be a set of all possible mass functions
over a frame of discernment ® = {s{,---,s,}, where
{s1,---,8,} 1s a set of exhaustive and mutually exclusive
elements, M C Z be a set of mass functions over the frame
of discernment ®, and m,, be the combined result of all mass
functions on set M. Then an operator © : Z x Z — Zisa
combination operator if it satisfies:

(1) Local Computation Availability. (a) Commutativity:

(i) Neutral Element Commitment. If m; (®) = 1, then
my © m; = myy for any mass function set M.

(iii) Possibility Reservation. If 3m; € M and a C © such
that m;({a}) > 0, then my;({a}) > O.

(iv) Convergence toward Certainty. If 3m; € M and
m; ({a}) > mi(X) for any X C ® \ {a}, then

m! ({a)) > m!~" ({a})

where mjl means using combination operator © to com-
bine the mass function m; n times.

(v) Invariance of Iterated Indifference Evidence. If
mi ({s;}) = %for any s; € © and any my € M, then
mpyy = mg.

(vi) Weak Specialisation. If my;(A) > O, then there Im; €
M such that m;(B) > 0 and A C B.

2) SOME PROPERTIES AND PROOFS OF THE PROPOSED
METHOD

In order to illustrate that the method satisfies the basic
properties proposed by the Ma et al’s method, we will prove
the properties listed in previous subsubsection one by one,
as follows:

(1) Local Computation Availability
Proof: Since Dempster’s combination rule satisfies
exchangeability (see Eq.(7)), it can be seen from sub-
subsection III-A.3, which is clear that our combination
rule also satisfies exchangeability. In addition, because
our rule based on the D-S evidence theory and by Eq.(7)
implementation of BPA redistribution, compatible with
the redistribution of value to Eq.(30) has been given,
as aresult, our rule to meet Quasiassociativity. It follows
that the new rule we proposed satisfies the first property
in subsubsection III-B.1. [ ]

(ii) Neutral Element Commitment
Proof: First, let © be the operator given in subsubsec-
tion III-A.3 and @ be the operator given in subsubsec-
tion ITI-A.3. Then, by subsection II-A, we know that for
any mass function m; € M, if m;(®) = 1, we have
mgym D m;. Therefore, throgh subsubsection III-A.1,
we have Ay = Apmupm,). Hence, through subsubsec-
tion III-A.1 and III-A.2, we have wpy (B) = wpugm;}(B)

m O my = my © my. (b) Quasiassociativity: and Ayy = Apmum,;)- Further, by subsubsection III-A.3
my---mp =Tm ©---Omy) =T (mo----omy), we have my; ©® m; = myy. Therefore, the new rule
where o is an associativity operator over Z and T is a we propose satisfies the second property in subsubsec-
mapping from Z to Z. tion III-B.1. [ |

1 rgpa(my, my)
CCM = | rppa(mi,m1)  rgpa(mi, my)

rgpa(myg, my)  rgpa(my, mp)

73116

rppa(mi, m;) rppa(my, my)

repa(m;, my) repa(m;, my) (25)

rppa(my, mj) - -+ 1
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FIGURE 2. The flowchart of the proposed method.

(iii) Possibility Reservation
Proof: Assume that there exist m; € M and a € ©® such
that m;({a}) > 0 and mgy({a}) = 0. Then, by subsub-

section III-A.3 we have {a} € vy and ) wy (A)% =
XCA

0, or {a} ¢ ypr and (1 — 8M)m?M(X) = 0. In the first

case, for any {a} C A, since 'f‘}‘ > 0, oy(A) = 0.

Moreover, since {a} C {a}, by subsection II-J we have
n

oy(a}) = Y m({a)Clmy) =

mi({a})n(m;) k;l 0. By II-J, we have n(m;) > 0. So,
m;({a}) = 0, which is contrary to the assumption of
m;i({a}) > 0. In the second case, since {a} ¢ yu,
by complete conflict set [54] and m;({a}) > 0, we have
that for any set of focal elements F; of mass func-
tion m; € M, there exists B € F; such that {a} N
B # (. So, by Eq.(7) we have mgpy({a}) > O.
Therefore, we have 83y = 1, which means that all
the focal elements of each mass function in M belong
to yy. That is, {a} € yu. However, {a} ¢ yu and
{a} € yum are self-contradiction. Thus, since both the
cases of our assumption cause contradiction, we can
conclude that if there exist m; € M and a € ©
such that m;({a}) > O then my;({a}) > 0. Thus,
The new rule we propose satisfies the third property in
subsubsection I1I-B.1. [ |
Convergence toward Certainty
Proof: When the mass function m; is combined n times
using our proposed new rule, through complete conflict
set [54] we know that the resulting conflict set yys is
completely empty. Therefore, as can be seen from the
subsubsection III-A.3, our rule combination results are
the same as the results of the Dempster’s combination
rule. In addition, since the Dempster’s combination rule
has convergence toward certainty and our combination
rule is based on the Dempster combination rule, so the
new rule we proposed satisfies the fourth property in
subsubsection I1I-B.1. ]
(v) Invariance of Iterated Indifference Evidence

Proof: Similar to the proof of the attribute convergence

toward certainty, when the non-conflicting element set

0, Thus, we have

(iv)
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Compute the weight of
the focus elements.

Get the final fusion i

L

contains all focus elements, namely ky = 9 (see
Eq.(31)), the combined result of our new rule is the same
as that of Dempster. Therefore, by using Dempster’s
one, the iteration of indifferent evidence outputs the
same result as each piece of evidence. So the new rule
we proposed satisfies the fifth property in subsubsec-
tion ITI-B.1. |
Weak Specialisation

Proof: As can be seen from the subsubsection II1-A.3,
the combination rule consists of the following two parts:
(1) Obtaining by the discount value of the result of the
Dempster’s combination rule.

(2) Obtaining by the weight value.

Therefore, our proposed combination rule satisfies the
sixth property in subsubsection III-B.1. [ ]

(vi)

In summary, our proposed evidence combination rule sat-
isfies all the properties in subsubsection I1I-B.1.

C. AVAILABILITY ANALYSIS

The proposed method in this paper use this correlation coef-
ficient [44] to measure the similarity between two bod-
ies of evidence in the process of element weight alloca-
tion. Although this evidence distance [43] can also be used,
in some special cases, the correlation coefficient has a wider
range of use.

In practical applications, the evidence we encounter is
usually high latitude and multidimensional. We can find
that if the dimensions of two pieces of evidence are differ-
ent, the evidence distance cannot be processed. Therefore,
in order to apply the evidence distance formula, we must
not only guarantee the same size of evidence, but also
make the frame of discernment of each evidence consis-
tent. However, through comparison, we can clearly see
that the correlation coefficient neatly avoids this problem.
Therefore, in comparison, the correlation coefficient is more
applicable.

In the following, we will further analyze the potential supe-
riority of the correlation coefficient through two numerical
examples.
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FIGURE 3. Comparison of correlation coefficient and evidence distance.

1) COUNTER-EXAMPLE 1

Example 1: Assuming that the number of discernment
frame is 20, such as ® = {1, 2,---, 20}, the BPAs of the
two evidence bodies are defined as follows

my 1 my(2,3,4) = 0.05, m(7) = 0.05, m(®) = 0.1, mi(A) = 0.8
my :ma(1,2,3,4,5) =1

where set A adds one additional element at a time, starting
from case 1, with A = 1, and ending with case 20.

Fig.3 clearly shows the comparison of two methods for
measuring the degree of conflict of evidence. Through anal-
ysis, we can know that when the size of set A is close to 5,
the conflict between the two evidence bodies should become
smaller and smaller. When the size of the set A is exactly 5,
the conflict should reach a minimum. When the size of set A is
greater than 5, the conflict should become larger. We can find
that in these three cases, the evidence distance and correlation
coefficient can objectively reflect the changing trend of con-
flict. However, through comparison, it can be clearly seen that
the correlation coefficient in this example varies more widely
than the evidence distance. That is to say, for the set A of the
same size, using the correlation coefficient can better reflect
the depth of the conflict. Therefore, in summary, through this
example, we can show that the correlation coefficient can
more objectively reflect the conflict inconsistency caused by
the change in the discernment frame of the evidence body.

2) COUNTER-EXAMPLE 2

Example 2: Assuming the discernment frame is ® =
{A, B, C, D}, the BPAs of the two evidence bodies are as
follows

my :my(A) = 0.5, m;(B) = 0.5, m(C)=0,m (D) =0

my - mp(A) = 0, mry(B) =0, mr(C) = 0.5, my(D) =0.5

We can see that, obviously, the focus elements supported
by the evidence m; and my are not the same, and they do not
even intersect at all. Then, we use the formula of the correla-

tion coefficient to calculate the similarity between them, and
the calculation result is 0. Next, using the evidence distance
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calculation, unexpectedly, the result is not 0, but 0.7071.
Distinctly, the calculation result using the evidence distance is
unreasonable. Therefore, through comparison, the correlation
coefficient is more superior.

3) SUMMARIZE THE ABOVE RESULTS

From the above discussion and the two counter-examples,
as we can see, the evidence distance does not well explain the
fact that there is a huge difference between the two evidences,
which may pose a hidden danger to the allocation of the
weight of the assigned focus element. From a comparative
perspective, this also shows the potential superiority of using
the correlation coefficient to measure conflicts of evidence in
the article and assigning elements to focus elements.

D. ZADEH'’s COUNTER-EXAMPLE

Zadeh’s counter-example [30] is a classic example, in D-S
evidence theory, it states that when evidence conflicts, using
Dempster’s combination rule will produce results that violate
human intuition. Subsequent studies by many scholars are
trying their best to overcome this problem. In this section,
we try to solve this counter-example using the proposed
method, demonstrating the effectiveness of the proposed
method to solve this problem. In addition, detailed calculation
steps are used to explain the proposed method in more detail.

1) EXAMPLE STATEMENT

Example 3: Let the discernment frame be ® =
{A1, A, A3}, m; and my represent two pieces of evidence
defined on the discernment frame ©, their BPAs are as
follows:

my :mi({A1}) = 0.99, m;({A2}) = 0.01, mi (fA3}) = 0

my : ma({A1}) = 0, ma({A2}) = 0.01, ma(fA3}) = 0.99

As can be seen from the two BPAs given above, the first
one m supports the proposition A; almost completely and
the second piece of evidence my also has almost complete
support for proposition Az. However, using Dempster’s com-
bination rule of evidence, the post-fusion proposition A, is
fully supported (the calculation result is shown in the fol-
lowing formula), so fusion results are counter-intuitive the
equation can be derived, as shown at the bottom of next page.

2) CALCULATE FUSION RESULTS BASED ON THE

PROPOSED METHOD

Here, we now use the proposed method to solve Zadeh’s

counter-example. Detailed calculation steps are shown below.

Step 1: Distinguish non-conflicting proposition elements.
According to the definition of non-conflicting ele-
ment set, we can get that for {A;} € F (F represents
the set of focus elements of m; and m; € M), and for
any B € F, (F; represents the set of focus elements of
my and my € M), there are {A;} N B # (. Therefore,
we can get {A2} € k. Therefore, we can obtain that
em = {{A2}}.
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Step 2: Calculate evidence correlation coefficient matrix
(ccm).

CCM — |:rBPA(m1, mp)

rgpa(my, my)
rgpa(my, myp)

rgpa(ma, my)
_ 1 1.0202 x 10~*
~ 1.0202 x 107 1

Step 3: Compute the weight of the focus elements. By using
Eq.(28) and Eq.(29), the detailed calculation process
of the element A1, A> and A3 weight is shown below.

wp({Ar1)
2
> rapa(mi, mj)

2 .
= 3 mia L

2 2
i=l > > raealmi,mj)
21 =T

rgpa(my, my)
rgpa(my, ma) + rgpa(ma, my)
rgpa(my, my)

=m (A1) +ma({A1})

X
rgpa(my, ma) + rgpa(my, my)
— 099 x rgpa(my, mp)
rppa(my, ma) + rgpa(ma, mp)
y rgpa(ma, my)
rgpa(my, my) + rgpa(my, mp)
— 099 x rgpa(my, mp)
rppa(my, ma) + rgpa(ma, mp)
099 % 1.0202 x 10~*
o 1.0202 x 104 4+ 1.0202 x 104
= 0.495
wy(fA2))

2
>~ rapa(m;, mj)

2 e
=Y millA) T

2
i=l > > rpea(mi,mj)

i=1j=1 i
repa(my, my)
rapa(my, ma) + rppa(my, mp)
repa(my, my)
repa(my, ma) + rppa(my, my)
— 001 % repa(my, mp)
repa(my, ma) + rgpa(ma, mp)

= mi({A2})

+ m2({A2})

+0.01

rgpa(ma, mp)
rgpa(ma, my) + rgpa(my, mp)

1.0202 x 10~*
— 0.01 x x 40.01
1.0202 x 104 + 1.0202 x 104
5 1.0202 x 10~*
1.0202 x 104 + 1.0202 x 104
= 0.01
wy ({A3})
2
) ' ;#_VBPA(mhmj)
=1,j#i
= > milAsh)5—
i=l > > reealmi,mj)
i=1j=1j£i
rgpa(mi, my)
= m({A3)) pr ] + my({A3))

rgpa(my, ma) + rppa(ma, my)
rppa(my, mp)
rgpa(my, my) + rppa(my, my)
_0x rgpa(my, my) 4099
rgpa(my, mp) + rppa(my, my)
rppa(ma, mp)
rgpa(my, my) + rgpa(my, mp)
rppa(my, my)
rgpa(my, ma) + rppa(my, my)
1.0202 x 10~*

1.0202 x 104 + 1.0202 x 10—*

= 0.99 x

= 0.99 x
= 0.495

Then, we get that wj,({A1}) = 0.495, w),({A2}) =
0.01, and w}, ({A3}) = 0.495.

Get the final fusion results. Through Eq.(30) and
Eq.(31), the final fusion results of the two bodies of
evidence are

Step 4:

my({A1}) = o), ({A1}) = 0.495
my ({A3}) = wy,({A3}) = 0.495
myr({A2}) = vy mep({A2}) = 0.01 x 1 = 0.01

3) SUMMARY AND DISCUSSION

It can be seen from the calculation results of the above steps
that the proposed method can resolve this conflict problem.
In order to further verify the rationality of the proposed
method, we calculated the fusion results of some existing
methods for Zadeh’s counter-example, as shown in Table 1.

Y mi(AYma(A))
AiNAj=A,

Me(m.my) ((A2}) = T— 5

AiNA=0

my(A)ma(A;)

m1 ({A2}) ma ({A2))

1 — (my ({A1}) ma ({A2} + my ({A1}) ma ({A3}) + my ({A2}) ma ({A3)))
0.01 x 0.01
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1 —(0.99 x 0.99 +0.99 x 0.01 4+ 0.01 x 0.99)
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TABLE 1. Comparison of fusion results of the Zadeh’s counter-example.

Method m(A) m(B) m(C) (C] 0
Dempster [55] 0 1 0 - -
Yager [36] 0 0.0001 0 0.9999 -
Smets et al. [37] 0 0.0001 0 - 0.9999
Sun et al. [65] 0.1821 0.0038 0.1821 0.6320 -
Murphy [41] 0.4950 0.0100 0.4590 - -
Deng et al. [42]  0.4950 0.0100 0.4950 - -
Ma et al. [54] 0.4950 0.0100 0.4950 - -
Proposed method 0.4950 0.0100 0.4950 - -

In the above results, the methods of Dempster, Yager, and
Smets et al. obviously cannot effectively solve the conflict
problem. The Sun ef al.’s method allocated most of the sup-
port to the ®, which did not help the final decision. We find
that the proposed method is the same as that of Murphy,
Deng et al., and Ma et al., which shows the rationality of the
proposed method.

IV. NUMERICAL EXAMPLE

In this paper, by comparing with some existing methods,
the superiority of the proposed method in conflict handling
is illustrated.

A. EXAMPLE STATEMENT

Example 4: Suppose the discernment frame is ® =
{A1, Az, A3}. my, ma, ---, ms represent five pieces of evi-
dence defined on the discernment frame ©, their BPAs are
as follows:

my :mi({A1}) = 0.7, m({A2}) = 0.15, m ({As}) = 0.15

my : my({A2}) = 0.5, ma({As}) = 0.5

m3 : m3({A1}) = 0.7, m3({A2}) = 0.15, m3({A3}) = 0.15

myg 2 ms({A1}) = 0.7, ma({A2}) = 0.15, ma({A3}) = 0.15
ms : ms({A1, A3}) = 0.8, ms({A2}) = 0.2

B. CALCULATE FUSION RESULTS BASED ON THE
PROPOSED METHOD

We use the proposed rule of evidence combination to calcu-
late the results of the fusion of five pieces of evidence. The
specific calculation steps are shown below.

Step 1: Distinguish non-conflicting proposition elements.
According to the definition of non-conflicting ele-
ment set, we know that for {A;} € F| (F| represents
the set of focus elements of m; and m; € M), and
forany B € F; (i = 2,---,5) and F; represents the
set of focus elements of m; and m; € M), there are
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Step 2:

Step 3:

{A>}NB # @. Therefore, we can get {A3} € kpy. Simi-
larly, we can get {A3} and {A, A3} also in k). Finally,
we can obtain that )y = {{A>}, {A3}, {A1, Az}}.
Calculate evidence correlation coefficient matrix
(CCM) the equation can be derived, as shown at the
bottom of next page.
Compute the weight of the focus elements. By using
Eq.(28) and Eq.(29), the detailed calculation process
of the element A| weight is shown below.

wy ({A1})

5
> rapa(m;, m))

5 e
> mittan -

i=l Y > rapalmi, m))
i=1 j=1%i
1

5 5

Y. > rpea(mi, my)

i=1j=1,j#i

5 5

x Y mi{A)) D rapalmi, mj)

i=1

=L
5

1
= (A1) D reealmi, my) + my({Ar})

12.4497
J=Llj#

5
X Y repalmy. mj)

J=1j#
5
+m3({A1) Y repalms, my) + ma({A1)
J=Lj#

5
X Z repa(ma, mj)

=L

5
+ms({A1)) Y repalms, m))
J=Lj#
5

1
= x (0.7 Z rgpa(mi, mj) +0

12.4497
=L

5
X Z repa(mz, mj) + 0.7
J=1j#

5
X Z rgpa(m3, mj) + 0.7
=LA

5
X Z repa(mg, mj) +0
J=1j#

5
X Z rppa(ms, m;))
A
5

1
= x (0.7 Z rppa(my, mj) + 0.7

12.4497
J=1j#
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TABLE 2. Comparison results of some existing methods.

Method m({A1}) m{A2}) m({As}) m({A1, As}) C) 0
Dempster [55] 0 0.2000 0.8000 - - -
Yager [36] 0 0.0003 0.0014 - 0.9983 -
Smets et al. [37] 0 0.0003 0.0014 - - 0.9983
Jiang [44] 0.9708 0.0028 0.0257 0.0007 - -
Murphy [41] 0.9175 0.0090 0.0721 0.0015 - -
Deng et al. [42] 0.6830 0.0293 0.2797 0.0081 - -
Ma et al. [54] 0.6107 0.0917 0.3667 - - -
Sun et al. [65] 0.4036 0.1329 0.1369 - 0.3266 -
Proposed method ~ 0.4898 0.1020 0.4082 - - -

5
x Z repa(ms, mj) +0.7
J=1#i

5
X Z repa(ma, m;))

J=Lj#i

= 12.4497

% (0.7x2.90354-0.7

%x2.9035+4-0.7 x2.9035) = 0.4898

Similarly, by calculating, we get that w),({A2}) =
0.1984, w),({A3}) = 0.1606 and w;,({A1,A3}) =

0.1512.

Step 4: Get the final fusion results. Through Eq.(30) and
Eq.(31), the final fusion results of the two bodies of
evidence are

my ({A1}) = wp({A1}) = 0.4898
my ({A2}) = vy meu({A2})

= 0.5102 x 0.2

= 0.1020

my({A3}) = vy mgp({A3})
= 0.5102 x 0.8
= 0.4082

C. ANALYSIS AND DISCUSSION
Comparison results of some existing methods are shown
in Table 2. A closer comparison is shown in Fig.4.

Obviously, as can be seen from Table 2, the methods of
Dempster, Yager and Smets et al. cannot handle conflict
evidence. Hence, we mainly discuss the methods of Jiang,
Murphy, Deng et al., Sun et al., and Ma et al.

As can be seen from Fig.4, the method of Sun ef al.
assigns most of the support to the unknown ®, which does
not help the final decision. Murphy’s method and Jiang’s
method almost all the support is allocated to the proposi-
tion Aj. Among them, Murphy’s support for the conflict-
ing proposition A is 0.9175; Jiang’s support for the propo-
sition is 0.9708. Compared with other scholars’ methods,
Murphy’s method and Jiang’s method have low support for
non-conflicting set propositions A, and As. In other words,
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[ rgpa(mi, my)
CCM = | rppa(im3, my)

| rBpa(ms, my)

1 0.2900
1 1

= 1 0.2900
1 0.2900

| 0.2487  0.8575

rgpa(my, m3) -+ rgpa(my, ms)
rppa(ms, m3)  ---  rgpa(m3, ms)
rgpa(ms, m3) -+ rppa(ims, ms)
1 1 0.2487
0.2900 0.2900 0.8575
1 1 0.2487
1 1 0.2487

0.2487  0.2487 1
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FIGURE 4. Comparison results with some methods.

TABLE 3. Comparison of variance.

Method Variance
Sun et al. [65] 0.0358
Murphy [41] 0.0656
Deng et al. [42] 0.0185
Jiang [44] 0.0832
Ma et al. [54] 0.0136
Proposed method 0.0119

there is very low support for the proposed non-conflicting
set of elements in the proposed combination rule. This is
not consistent with our intent to add focus to the fusion
results. Deng et al.’s method weakened the support of the
proposition A and slightly strengthened the support of the
proposition Az, but the support of the non-conflicting propo-
sition A, is still very low. Compared with other methods, Ma’s
method improves the support of the A> and Az propositions
in non-conflict sets, which seems to be consistent with our
purpose of enhancing the focus function.

To illustrate the problem, we calculate the variance
between these methods and the mean, as shown in Table 3
and Fig.5. As can be seen from Fig.5, the variances of
Jiang’s and Murphy’s methods are relatively large, and the
proposed method has the smallest value. In other words,
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FIGURE 5. Comparison of variances of some methods.

Different method

the proposed method has significantly increased support for
elements in non-conflicting sets. This also shows that the
proposed method is enhanced, after the conflict proposition
is subdivided, the Dempster’s combination rule part is used.
That is, the focusing function is enhanced.

To sum up, when dealing with conflicts caused by multi-
ple subset propositions, our method variance is more stable,
which well reflects the focus of Dempster’s combination rule.
Therefore, our method is superior to the Ma et al.’s method.

V. AN APPLICATION EXAMPLE ON PATTERN
RECOGNITION

In this section, an application example is used to further
illustrate the superiority of the proposed method in conflict
management.
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Algorithm 1 Algorithm for Generating BPA Based on
Interval Number
Input: Data corresponding to the three types of iris data
sets
Output: Normalized BPA
1 Based on the maximum and minimum values of the set
samples, the interval number model is constructed;
2 Use Eq.(33) to compute the distance between
unidentified sample attribute value and interval number;
3 Use Eq.(32) to calculate the similarity between
undetermined sample attribute values and the number of
intervals;
4 Normalize similarity and generate BPA.

A. APPLICATION BACKGROUND

First, a brief introduction to the iris data set is necessary.
The iris data set is a classic dataset that is often used as
an example in the fields of statistical learning and machine
learning. The data set contains 150 records in three categories,
each with 50 pieces of data. Each record has four attribute
characteristics: Sepal Length (SL), Sepal Width (SW), Petal
Length (PL), and Petal Width (PW). These four attribute
characteristics can be used to predict whether the iris flower
belongs to Iris-Setosa, Iris-Versicolour and Iris-Virginica.

How to use the iris data to generate a usable BPA is an
important topic. In order to solve this problem, many methods
have been discussed in current research [66]. In this paper,
we use the interval model proposed by Kang et al. [67] to
obtain BPAs, and further discuss the role of the proposed
method. Some brief introductions to interval models are as
follows.

For two arbitrary interval numbers, M = [my, m>] and
N = [ny1, n2]. The degree of similarity Sim(M, N) between
them is denoted as follows

1
Sim(M,N) = 1+ oD N) (32)
where o is the support coefficient, which is greater than
0. D(M,N) is the distance between interval number M
and N [68]. The definition of this distance function D(-) is
as follows (33), as shown at the bottom of the next page.

Based on the above interval number, the algorithm flow for

forming BPA is described below.

B. EXPERIMENT PROCEDURE

The general idea of experimental design can be divided into
two stages. Stage one, based on the basic probability assign-
ments generated by the iris data set, we calculate the recogni-
tion rate of the proposed method for iris. Stage two, based on
stage one, considering the interference environment, that is,
the basic probability allocation of the conflict, the recognition
results of this method are obtained.

1) STAGE ONE: FOR NORMAL DATA SAMPLES
Step 1: Randomly select 120 samples from the iris data set,
of which 40 are selected for each species, and use the
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TABLE 4. Number of intervals counted by the sample.

Attribute characteristic

Category

SL SW PL PW
Setosa (Se) [4.4,5.8] [2.3,4.4] [1.0,1.9] [0.1,0.6]
Versicolour (Ve) [4.9,7.0] [2.0,3.4] [3.0,5.1] [1.0,1.7]
Virginica (Vi) [4.9,7.9] [2.2,3.8] [4.5,6.9] [1.4,2.5]

TABLE 5. BPA for each iris category.

Attribute characteristic

BPA
SL SW PL PW
m (Se) 0200 0.094 0710 0.585
m (Ve) 0.104 0.171 0.118 0.163
m (Vi) 0.081 0.128 0.076 0.110
m (Se,Ve) 0.170  0.159 0 0
m (Se, Vi) 0.170 0.125 0 0
m (Ve, Vi) 0.104 0.164 0.096 0.142
m(Se,Ve,Vi) 0.170 0.159 0 0

TABLE 6. The final fusion result of BPAs.

m (Seym (Ve)ym (Vi)m (Se, Ve)m (Se, Vi)m (Ve, Vi)m (Se, Ve, Vi)
0.818 0.115 0.062 0 0 0 0.006

minimum and maximum values of the obtained sam-
ples to construct interval number models, as shown
in Table 4.

Step 2: For the remaining 30 samples, the remaining number
of each category is 10, treat them as test samples of
unknown category ( here suppose the selected sample
datais (4.5,2.3,1.3,0.3)).

Step 3: Based on the application background mentioned in
this article, the similarity of each interval number
is obtained by using Eq.(32) and Eq.(33), where the
support factor « is set to 5. Then, we can get the BPAs
of each attribute, as shown in Table 5.

Step 4: For the four attributes, construct four evidences, and
then fuse through the proposed combination formula
(i.e., Eq.(30)), and finally obtain the final fusion
result in Table 6.

Step 5: The category of unknown samples is determined by
the result of fusion. That is, which BPA value is
the largest, then its corresponding category is the
category of the unknown sample.

In consideration of scale of samples, we test all 150 data
sets according to similar steps as above. Through experimen-
tal statistics, the overall recognition rate is 96%, of which the
recognition rate of Setosa iris is 100%, the recognition rate
of Versicolour is 98%, and the recognition rate of Virginica
is 90%. Under the same conditions, the comparison results
between this method and Kang et al. are shown in Table 7.
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TABLE 7. Final fusion result of BPAs (Recognition rate of iris).

Method Setosa  Versicolor Virginica Global
Kangetal. [67] 100%  98% 90% 96%
Proposed 100%  98% 90% 96%

TABLE 8. Fusion results of BPAs in extreme cases (Recognition rate of
iris).

Method Setosa  Versicolor  Virginica Global
Kangetal. [67] 87.5% 99% 97% 94.5%
Proposed 100% 99% 98% 99%

We can find that the proposed method and Kang et al.’s
method have the same recognition rate for the three categories
of iris. In other words, both methods can correctly identify the
corresponding category of iris. It can be seen from Eq.(30)
and Eq.(31) that when the elements in the non-conflicting
element set are all power set elements, the combination rule
at this time degenerates into the Dempster combination rule.
This also illustrates the generality of the proposed method
when dealing with non-conflicting evidence.

2) STAGE TWO: FOR CONFLICTING DATA SAMPLES

Based on the example in stage one, we consider the following
scenario. The information collected by the sensor responsible
for the Petal Length (PL) of the iris is as follows.

PL : m(Se) = x, m(Ve) = 0.828 — x, m(Vi) = 0.076,
m(Ve, Vi) = 0.096

where x is an unknown term.

It is assumed that under certain extreme conditions, due to
the effects of severe weather, the sensor does not support the
iris of the Setosa (Se) category, which is x = 0. Then, for
40 iris samples in this category, randomly generate 5 x = 0
experimental data for PL. Based on this, we use the proposed
method and the Kang ef al.’s method to calculate the recogni-
tion rate of the iris according to the method steps mentioned in
stage one. Finally, through experimental statistics, the results
are shown in the Table 8.

We found that, overall, the Kang et al.’s method has a
94.5% recognition rate for the three categories of iris, and our
method is 99%. More specifically, we look for the data with
large differences in the recognition rate of the iris categories
mentioned above, and we found that the Kang e al.’s method

has arecognition rate of only 87.5% for iris in the Se category,
and our method is 100%. Below we analyze the reasons for
this results. Consider one iris in 5 x = 0 iris samples, where
the support for the Se by the attribute PL (i.e., BPA) is 0.
Compared with the other three attributes (i.e., SL, SW, and
PW), this attribute PL obviously conflicts with the support of
the Se, because these attributes have higher support for the
iris of the Se. After using the Dempster combination rule to
fuse these attribute data (i.e., BPA of SL, SW, PL, and PW),
the obtained results support O for iris in the Se category. The
reason for this phenomenon is that the Dempster combination
rule in this method cannot handle conflicting data. Therefore,
for these five interference sample data, the recognition rate
of Se is (40 — 5)/40 = 87.5%. In contrast, the proposed
method avoids the above problems well. In the specific cal-
culation process, this non-conflicting element set is used to
distinguish conflicting propositions. In this application, Se is
distinguished. Based on this, the evidence is effectively fused
by combining element weights and then using the proposed
combination rule. Obviously, by comparison, the proposed
method is more superior under extreme conditions.

C. SUMMARY

In summary, the experiments in stage one show that when
the proposed method is merging non-conflicting evidence,
the proposed combination formula of evidence is degenerate
to the Dempster combination rule. For a given iris sample
data set, the recognition rate is high. Based on experimental
stage one, the experiment in stage two further considered
the influence of extreme environment on the identification
of iris recognition rate. Under simulated harsh environment,
that is to say, if there is conflict on the given iris sample
data. At this time, the proposed combination formula can
obtain effective fusion results by modifying the BPA method,
and the experimental results further verify the effectiveness
of the proposed method. Therefore, the above experiments
show that the proposed method has strong robustness and
superiority in practical applications.

VI. CONCLUSION
D-S evidence theory is an effective tool for the extraction and
modeling of uncertain information. However, when evidence
conflicts, how to effectively fuse multi-source data is a topic
worthy of more and more scholars’ extensive discussion.
Through analysis, most of the existing researches on con-
flicts of evidence stay on the idea of modifying data sources
and combination formulas. However, how to distinguish
conflicts more accurately has received little attention from

1/2 2
DM, N) = \/f (m1 +m2) ¥ x(my — ml)] . [(’”;—"2) +x(ny — nl)“ dx
1/2
3 Mn+mﬁ (m+n»2 [(my — my) + (n2 — np))? 3
- 2 2 12 (33)
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scholars. The idea of a complete conflict set proposed by
Ma et al. greatly enriches this theoretical flaw. However,
this paper finds the shortcomings of Ma et al.’s method
through analysis. Based on the set of non-conflicting ele-
ments, a new conflict evidence management method is pro-
posed. In summary, the main contributions of this paper are
not as follows. First, the proposed modified conflict evidence
combination method improves the deficiencies in Ma et al.’s
method, further strengthens the support of the weak propo-
sition fusion, and numerical examples also illustrate the fea-
sibility of the proposed method. Second, from the perspec-
tive of non-conflicting element sets, this method provides a
theoretical approach to the management of conflicts in D-S
evidence theory. Third, the validity and superiority of the
proposed method are further verified through the application
of pattern recognition in the real world. In addition, although
this paper proposes a theoretical method for conflict resolu-
tion, the reliability and usability of the method require further
experiments and applications to verify.

In further research, we will continue to enrich the theo-
retical connotation of this method. In addition, we hope to
extend the proposed method to suit more and more complex
applications, such as fault diagnosis, data classification, and
SO on.
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