
Received March 26, 2020, accepted April 11, 2020, date of publication April 15, 2020, date of current version April 30, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.2987991

Optimal Placement and Intelligent
Smoke Detection Algorithm for
Wildfire-Monitoring Cameras
JIE SHI , (Graduate Student Member, IEEE), WEI WANG , (Graduate Student Member, IEEE),
YUANQI GAO , (Graduate Student Member, IEEE),
AND NANPENG YU , (Senior Member, IEEE)
Department of Electrical and Computer Engineering, University of California at Riverside, Riverside, CA 92501, USA

Corresponding author: Nanpeng Yu (nyu@ece.ucr.edu)

ABSTRACT Smoke produced bywildfires is usually visible much earlier than flames. Hence, early detection
of wildfire smoke is essential to prevent severe property losses and heavy casualties from catastrophic
wildfires. Camera networks are being built and expanded to achieve timely wildfire smoke detection. To
achieve the best camera coverage and detection accuracy with limited budget, an intelligent video smoke
detection algorithm and an optimal wildfire camera placement strategy are in a critical need. In this paper, we
propose an efficient video smoke detection framework designed for embedded applications on local cameras.
It consists of twomodules. In the first module, the original video frames are processed by local binary patterns
and a dense optical flow estimator. In the secondmodule, the produced features are then fed into a lightweight
deep convolutional neural network, which serves as a binary classifier to detect the presence of smoke. We
also formulate the wildfire camera placement problem as a binary integer programming problem to minimize
the overall fire risk of a given area. Case studies on real-world videos are carried out to validate the accuracy
as well as the computational and memory efficiency of the proposed smoke detection framework. We also
validate our proposed camera placement strategy by simulating the deployment of wildfire cameras across
a test region in Southern California.

INDEX TERMS Smoke detection, camera placement, deep neural network, local binary patterns, optical
flow.

I. INTRODUCTION
Uncontrolled wildfires can cause billions of dollars in losses
and heavy casualties. For example, a single wildfire in
2018 killed 86 people and burned more than 153 thousand
acres across Butte County of California. Early detection of
wildfires could make a huge difference when it comes to
stabilizing a rapidly spreading fire and preventing catas-
trophic losses. Regions with high wildfire hazards, particu-
larly California, have been expanding their camera networks
to improve their wildfire detection systems [1]. Most wild-
fires start with visible smoke. The flames are usually hidden
at the initial stage, making smoke the only observable feature
of early wildfires. Thus, the goal of the wildfire camera
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networks is to detect smoke and send timely warnings of
wildfires to the fire department.

There are two technical questions associated with the
expansion of camera networks. First, how to automatically
and efficiently detect smoke from videos captured by the
camera networks. Second, how to achieve the maximum
fire risk reduction with limited camera network expan-
sion/deployment budget. To answer the first technical ques-
tion, we need to address two technical challenges. First,
visually monitoring would require 24 hours of oversight by
two ormore people working in shifts, which demands tremen-
dous man power for a large scale camera network. Second,
sending high definition videos of a large camera network
to a central processor requires high communication band-
width, which can be extremely costly. To tackle these two
technical challenges, we need to develop an automatic and
computationally efficient smoke detection framework, which
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can be executed on local camera platforms. Before answering
the second technical question, we need to recognize that
the installation of a large number of remote cameras with
remote communication and independent power system can
cause considerable costs. To address this technical question,
we aim to develop an optimal camera placement algorithm,
which minimizes the risk of delayed wildfire detection with
a limited budget for camera networks deployment. Note that
the optimal camera placement decision is highly related to
the performance of the smoke detection algorithm. The dete-
rioration of smoke detection accuracy as a function of the
distance between smoke and cameras should be taken into
consideration when designing the optimal camera placement
strategy. The objective of this paper is to provide viable
answers to these two critical technical questions.

With the prevalent installation of digital cameras, auto-
matic smoke detection in images and videos has received
widespread interest in the past two decades. The related
literature will be discussed comprehensively in Section II.
Recently inspired by the remarkable success of deep learn-
ing, researchers have incorporated deep neural networks into
smoke detection frameworks and produced promising results.
However, these deep learning based approaches are usu-
ally computationally intensive and require relatively large
memory space, limiting their applicability in local embedded
applications such as wildfire camera platforms.

Installing remote wildfire camera on the top of mountains
or other vantage points is usually very expensive due to the
cost of satellite communication equipment and independent
power system module. It is reported [2] that the total infras-
tructure cost of a single wildfire camera is around $75,000.
There are additional operating and maintenance costs associ-
ated with each remote camera, which vary by location. Mean-
while, the distance between wildfire smoke and the camera
can affect the smoke detection accuracy as distant smoke
gets blurred in the video. Facing limited budget, the network
of cameras need to be strategically placed to maximize the
overall benefit.

Numerous image/video based smoke detection algorithms
have been developed and tested on real-world data. However,
there is a lack of a comprehensive review of existing research.
To the best of our knowledge, [3] published in 2013 is the only
survey paper that systematically reviews the existing smoke
detection algorithms in the literature. Many innovative smoke
detection frameworks, such as those based on deep neural
networks, have been proposed since then. To fill the gap,
we provide a comprehensive review of existing image/video
smoke detection algorithms in this paper.

The contributions of this paper are summarized as
follows:
• We develop a lightweight physics-based video smoke
detection algorithm for remote cameras with limited
computational and storage resources. By extracting use-
ful physical properties of the videos and leveraging the
MobileNetV2 framework, the proposed algorithm is not

FIGURE 1. Two-stage framework of most image/video smoke detection
approaches.

only fast and efficient, but also as accurate as the state-
of-the-art algorithms.

• We develop an innovative optimal wildfire camera
placement strategy to maximize fire risk reduction given
a limited budget.

• We present a comprehensive review of the existing
image/video smoke detection methodologies in the liter-
ature. In particular, we cover the most recent approaches
based on deep learning.

The rest of this paper is organized as follows: Section II
provides a comprehensive review of the existing image/video
smoke detection literature. Section III presents the framework
and technical methods used in our proposed video smoke
detection algorithm. Section IV discusses the problem for-
mulation of optimal camera placement. Section V carries out
case studies of the proposed smoke detection framework with
real-world wildfire smoke videos. Section V also provides
a demonstration of our proposed optimal camera placement
strategy for a small test region. The conclusions are stated in
Section VI.

II. LITERATURE REVIEW OF IMAGE/VIDEO
SMOKE DETECTION
In this section, we present a comprehensive review of the
existing image/video smoke detection algorithms in liter-
ature. We divide the literature into two groups: computer
vision based approaches and deep learning based approaches.
Throughout this paper, we consider a method that does not
involve any deep neural network as a computer vision based
approach. Otherwise, it is a deep learning based approach.
At the end of the literature review section, we discuss the
potential improvements that can be made beyond the existing
work.

A. COMPUTER VISION BASED APPROACHES
To the best of our knowledge, the earliest smoke detection
framework based on digital images dates back to the early
’90s, when some seminal works [4], [5] were carried out by
a European research group. This research topic experienced
exponential growth beginning in 2000. Although a large num-
ber of papers have been published since then, the majority of
these works detect smoke in images or videos through a com-
mon two-stage framework as shown in Fig. 1. The first stage
is designed to extract features,1 which often include color,
motion, texture, shape, and energy. These features are then

1In this paper, a feature refers to any piece of information that is relevant
for detecting smoke in an image or video.
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sent to a classifier in the second stage which detects smoke
presence. There are many ways to extract features and build
classifiers. The techniques involved are often shared or com-
bined in different papers over a long period of time.Moreover,
a typical smoke detection framework usually incorporates
multiple feature extraction processes. Therefore, it is more
informative to review the literature in a taxonomical rather
than chronological manner. In the following two parts, we
present a systematic review of the methods used for smoke
feature extraction and smoke detection classifier.

1) SMOKE FEATURE EXTRACTION
The features often extracted for smoke detection include
color, motion, texture, shape, and energy. The motivation and
techniques for extracting each type of feature are summarized
separately below.

a: COLOR FEATURE
It is observed that many types of smoke exhibit a grayish
or a light blue color although the specific color bandwidth
can vary greatly with background environment and burning
materials. Meanwhile, the sudden occurrence of smoke will
generally decrease the chrominance channel values of the
image pixels. Based on these two observations, the follow-
ing techniques are often used to evaluate the color proper-
ties in given images and extract corresponding features for
classification:

• Color value rules: This type of technique defines smoke
color value ranges with rules. If a pixel’s color value
falls into these ranges, then it is considered as a potential
smoke pixel. The related references include [6]–[17].

• Decrease in U and Y channel of YUV color space:
This type of technique checks the trends of chrominance
values of image pixels. As the smoke gets thicker, the
chrominance values of the smoke region are expected to
decrease. Refer to [18], [19] for examples.

• Reference color model: This type of technique builds
a reference smoke color model. The distances between
the given image pixel colors and that of the reference
model are quantified and serve as features. The related
references include [20]–[22].

• Color histogram analysis: This type of technique cre-
ates a histogram of pixels’ color values from a cer-
tain image region (e.g., a region with moving object).
The histogram itself can serve as features [23], [24].
Alternatively, the distance between this histogram and
a predefined template can be used as a feature [25].

• Probabilistic model: This type of technique builds a
probabilistic model to represent the density distribution
of smoke color. A given image region is regarded as
a potential smoke area if the corresponding probability
exceeds a predefined threshold [26], [27].

• Others: [28] applies fuzzy c-means clustering to segment
possible smoke regions based on color. Reference [29]
employs a 1-D discrete wavelet transform (DWT) to

monitor the temporal variation of high frequency com-
ponents of average color values for each channel in a
given image block. The measurement of this variation is
used as a color feature.

b: MOTION FEATURE
Although smoke is moving objects, their motions are not
sharply contrasted. Themoving smoke is essentially propaga-
tion of newly generated smoke particles on an already smoke-
filled background [30]. In general, the smoke has an upward
moving trend near the fire sources before they disperse in the
sky. These properties are usually exploited in the video smoke
detection frameworks. The commonly used motion feature
extraction techniques are summarized as follows:

• Background subtraction: Background subtraction is a
large family of approaches broadly applied in various
computer vision tasks to detect moving objects. The fun-
damental idea is to initialize and maintain a background
model. The moving object mask is derived by perform-
ing a subtraction between the current frame and the
background model. Many video smoke detection frame-
works use background subtraction to extract motion
features [8], [10]–[15], [17]–[20], [22], [23], [26]–[29],
[31]–[40].

• Optical flow: Estimating optical flow is another popular
approach to extract motion features in computer vision
applications. The optical flow based methods attempt
to estimate the motion velocities and directions of indi-
vidual points, assuming the brightness of the moving
objects is constant through sequential frames [41]. The
related video smoke detection references include [11],
[16], [26], [37], [42], [43].

• Others: Reference [8] proposes a fast motion evalua-
tion algorithm that only calculates the orientation of
motion. The motion orientations are then accumulated
temporally across a time interval. The most frequent
motion orientation is then selected as a feature to reduce
overall errors. Reference [25] applies motion history
image (MHI) to detect and segment moving objects from
smoke videos. Reference [44] proposes a Choquet fuzzy
integral based method to detect moving objects.

c: TEXTURE FEATURE
Smoke has a unique texture, which can be used to distin-
guish it from most surrounding objects. The following two
types of texture extraction methods are often employed in the
image/video smoke detection algorithms:

• Gray level co-occurrence matrices (GLMC): GLMC
describes the spatial relationships of pairs of gray values
of pixels in images [45]. The fundamental idea is to
count the frequency of gray value pairs of pixels that
have certain spatial offset. The related smoke detection
references include [33], [34], [38], [44], [46].

• Local binary patterns (LBP): LBP is widely used to
measure the spatial structure of local image texture [47].
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The simplest pixel-wise LBP operator compares the gray
value of a given pixel with its 8 neighboring pixels,
which yields an 8-digit binary number. This number
represents the texture information of the corresponding
local image block. The related smoke detection refer-
ences include [23], [24], [34], [36], [40], [48]–[51]

• Others: Reference [37] develops a high order linear
dynamical system to extract texture features from video
frames. Reference [17] applies center symmetric local
ternary patterns (CS-LTP) to generate texture features.
Reference [40] employs local phase quantization (LPQ)
to obtain texture features.

d: SHAPE FEATURE
The shapes of many types of smoke can be volatile and
disordered. They also change frequently due to the propaga-
tion of smoke particles and airflow variation. The following
two types of approaches are often applied to evaluate shape
information of suspicious smoke regions:

• Quantity change of potential smoke pixels: Smoke shape
variation corresponds to the quantity change of potential
smoke pixels in video frames. This is particularly evi-
dent in the early stage of smoke, when the size of smoke
is growing fast. The related smoke detection literature
includes [6], [13], [15], [31].

• Perimeter/area (P/A) ratio: P/A ratio is simply the
perimeter of an object divided by its area. It reflects
the magnitude of shape disorder. The related smoke
detection references include [7], [13], [15], [25]

e: ENERGY FEATURE
Smoke gradually softens the edges in video frames when it
is not sufficiently thick to cover the entire background. This
results in gradual energy loss of the video frames, especially
in the high frequency domain. Therefore, 2D discrete wavelet
transform (DWT) are often adopted to monitor the energy
change in high frequency domain.

2DDWT captures both frequency and location information
in an image. It usually serves as a filter bank for multi-
resolution analysis (MRA) in the computer vision applica-
tions. For smoke detection tasks, a single level DWT is often
used for extracting high frequency signals. The related ref-
erences include [18]–[23], [29], [31], [37]. [52] adopted both
2DDWT and 2D discrete cosine transform (DCT) to generate
energy features based on frequency domain signals.

In addition to the commonly used features mentioned
above, some other features have also been extracted and
tested in smoke detection applications. For example, [18] and
[19] extract flicker information using temporal wavelet trans-
form. Reference [12] proposes to use correlation descrip-
tors to describe spatio-temporal relationship between video
blocks. References [24] and [26] extract gradient based his-
tograms as spatial features. References [24] and [53] extract
Haar-like features to represent certain characteristics in the

image such as edges. Reference [39] builds a smoke saliency
map based on motion and lightness.

2) CLASSIFIERS APPLIED IN SMOKE DETECTION
The classifiers take the extracted features as inputs and output
whether or not there is smoke in a given image or video. The
commonly used classifiers in smoke detection literature are
listed as follows:
• Rule based classifier: This type of classifier assesses the
features with one or multiple rules. If all or certain com-
binations of rules are satisfied, then smoke is detected.
The related references include [6]–[10], [16]–[18], [27],
[30], [32], [42], [44], [54].

• Support vector machine (SVM): SVMs are simple and
effective classifiers that are widely used in machine
learning applications. For binary classification, SVM
attempts to find a hyperplane that separates two classes
with maximal margin. Many video smoke detection
frameworks employ SVMs as classifiers [12], [23], [28],
[29], [34], [37], [38], [40], [49], [50], [52].

• Shallow Neural network: Shallow neural networks were
often used as classifiers in image/video smoke detec-
tion frameworks. Different from the deep learning based
approaches that will be discussed later, the neural net-
works adopted in the computer vision based approaches
are usually feed-forward neural networks with one
or two hidden layers [11], [13], [15], [31], [33], [43],
[46], [48].

• Mixture of Gaussians (MoG): MoG is a probabilistic
model to represent the probability density of feature
vectors. It can serve as a binary classifier to assess
the probability of the presence of smoke in a given
image/video. The related references include [20]–[22].

• K-nearest neighbor (KNN): KNN is a non-parametric
classifier that simply assigns an object to the class most
common among its k nearest neighbors. See [13], [15],
[51], [52] for KNN’s usage in smoke detection.

• AdaBoost classifier: AdaBoost is an ensemble classifier
composed of a bunch of weak classifiers. Each weak
classifier is trained with weighted data points. The final
decision is a weighted combination of all weak clas-
sifiers. The related video smoke detection references
include [24], [36], [53].

• Others: Reference [25] proposes to use a fuzzy logic
classifier. Reference [26] builds a random forest as the
classifier. Reference [14] develops an ensemble clas-
sifier called entropy-functional-based online adaptive
decision fusion.

B. DEEP LEARNING BASED APPROACHES
Deep neural networks have been remarkably successful in
various computer vision applications. In particular, deep con-
volutional neural networks (CNNs) based frameworks are
currently the best solutions to a variety of image classification
tasks such as the ImageNet Challenges [55]. Inspired by
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the great success of convolutional neural networks, many
researchers have adopted deep neural networks to solve the
image/video smoke detection problem. In this paper, we con-
sider a smoke detection algorithm as a deep learning based
approach if it utilizes a deep neural network with at least one
convolutional neural network layer.

References [56]–[58] are among the earliest works that
use deep CNNs to detect smoke in either images or videos.
Reference [56] employs AlexNet to classify a given image
as a smoke or non-smoke image. Reference [57] detects and
locates the fire/smoke regions using a CNN adapted from
AlexNet. Reference [58] proposes a CNN with 6 convolu-
tional layers and 2 fully connected layers to classify each
sliding window of a given video frame into three classes:
‘‘Negative’’, ‘‘Fire’’, and ‘‘Smoke’’. The location of the
detected fire or smoke is indicated by the corresponding slid-
ing window. Reference [59] builds an image smoke detection
framework based on a 14-layer CNN that includes batch
normalization and data augmentation. Reference [60] adopts
Faster R-CNN [61] to detect and locate smoke regions with
synthetic smoke images. References [62] and [63] develop
domain adaptation based frameworks to better exploit syn-
thetic smoke image data. Reference [64] proposes to use
DeepLabV3+ [65] and a generative adversarial network to
detect and predict the trend of smoke. Reference [66] builds
a recurrent convolutional network for video smoke detection.
Reference [67] uses MobileNetV2 to detect smoke in foggy
surveillance environments. Reference [68] develops a joint
video smoke detection framework based on faster R-CNN
and 3D CNN. It is reported that the detection accuracy has
been significantly improved in comparison to the 2D CNN
frameworks.

Recently, researchers started to combine traditional fea-
ture extraction techniques with deep CNNs. For example,
[69] applies motion-based geometrical image transformation
on the video frames before sending them to a deep con-
volutional generative adversarial network for video smoke
detection. Reference [70] proposes a composite smoke detec-
tion scheme that combines motion and color detection with
YOLOv2 [71]. Specifically, the motion and color detection is
carried out at the same time with YOLOv2. The final detected
smoke regions are the intersections between the bounding
boxes given by YOLOv2 and the potential smoke blocks
suggested by the motion and color detection.

C. CONNECTION BETWEEN THE PROPOSED
APPROACH AND LITERATURE
The deep CNN based smoke detection frameworks generally
outperform the traditional computer vision based approaches.
However, most deep CNNs are computationally expensive
and requires a large storage space for millions of network
parameters. This is not the ideal solution for smoke detection
using remote wildfire-monitoring cameras systems, which
have limited computation power and storage capability.
Although lightweight and computationally efficient CNNs
such as MobilNetV2 have been adopted to detect smoke [67],

its accuracy is limited by the fact that video frames are only
processed individually, thereby losing the key motion infor-
mation in the video. In this paper, we develop a lightweight
and computationally efficient smoke detection algorithm,
which achieves a similar level of detection accuracy as that
of deep CNNs. Our proposed algorithm synergistically com-
bines the powerful feature extraction capability of the tra-
ditional computer vision based approach with a lightweight
CNN. Specially, we propose to extract valuable motion infor-
mation from videos by using local binary patterns (LBP) and
optical flow analysis. These extracted features are then fed
into the lightweight CNN to perform smoke detection. As
will be shown in the case study, our proposed lightweight
smoke detection algorithm can achieve a similar level of
performance as that of deep CNNs by using only a fraction
of the computational resource.

We have discussed two groups of smoke detection algo-
rithms as well as the connection between our proposed frame-
work and the existing approaches in the above paragraphs.
In the next two sections, we will elaborate on the specific
procedures of the proposed methodologies, which include
a video-based smoke detection algorithm and an optimal
wildfire camera placement strategy.

III. PHYSICALLY INSPIRED LIGHTWEIGHT VIDEO
SMOKE DETECTION ALGORITHM
In this section, we present the technical details of our pro-
posed physically inspired lightweight video smoke detection
algorithm. We first provide the overall framework and design
philosophy of the proposed algorithm. Then we discuss the
key modules of our proposed algorithm, which include the
local binary patterns, dense optical flow, and MobileNetV2.

A. OVERALL FRAMEWORK
The overall framework of the proposed smoke detection algo-
rithm is illustrated in Fig. 2. The overall framework can be
divided into two stages as shown at the top of the figure.
In the first stage, we extract the texture, shape and motion
information from two sequential frames of a given video
and generate the corresponding LBP-motion image. In the
second stage, we leverage the lightweight MobileNetV2 to
classify if smoke is present in the LBP-motion image and the
corresponding video frames.

The lower part of Fig. 2 shows the flowchart of fea-
ture extraction and LBP-motion image generation. First, two
sequential frames from a given video are transformed into
grayscale images. Note that the input two frames might not
be adjacent. For slow moving object like smoke, the time
interval between these two frames needs to be sufficiently
large to capture the motion. The first grayscale image is
then processed by the local binary patterns, yielding its LBP
representation that retains the texture and shape information.
Meanwhile, both of the grayscale images are smoothed by
a Gaussian filter and then sent to the dense optical flow
estimator for motion feature extraction. The estimated dense
optical flow consists of an angle matrix and a magnitude
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FIGURE 2. The overall framework of the proposed smoke detection algorithm.

matrix, describing the displacement of each pixel between the
two frames. These twomatrices along with the LBP represen-
tation are then scaled and combined to form hue, saturation,
and value channels in the HSV color space, respectively. At
last, we obtain the final LBP-motion image by converting this
HSV representation into the RGB space.

Here we briefly discuss the design philosophy of the above
mentioned feature selection algorithm. It is observed that
humans rely on specific (diagnostic) object regions for accu-
rate image recognition, which remain relatively consistent
(invariant) across variations [72]. This observation motivates
us to focus on diagnostic features that capture the inherent
properties of wildfire smoke. As discussed in Section II-A,
five features (color, motion, texture, shape, and energy) are
often extracted for smoke detection. In this work, we only
focus on the features that we deemed as diagnostic: texture,
shape, and motion. These three features can be extracted
through LBP-motion images that we construct. We ignore
the energy feature since the wildfire cameras (usually PTZ
cameras) might miss the initial stages of smoke. We also
discard the color feature since it can not be treated as a diag-
nostic feature of wildfire smoke. This is because the colors of
smoke in videos can vary significantly with the background
environment, burning materials, and camera settings (see
Fig. 3). It is also supported by the fact that we humans do
not need much color information in finding wildfire smoke.
For example, humans can easily tell if a wildfire smoke exists
in a grayscale video even though there is no other color than
black and white.

Note that the LBP-motion images generated by our pro-
posed algorithm replaces color information of the original
video frames with motion information. The color of each

FIGURE 3. Sample smoke with different colors.

pixel in a LBP-motion image describes its moving direction
and speed. It is worth noting that the LBP-motion image has
the same dimension as the original video frames, thereby
adding no additional complexity to image/video classification
task in the second stage.

B. KEY MODULES
There are three key modules in the proposed smoke detection
framework: local binary patterns, dense optical flow, and
MobileNetV2. We discuss them below individually.

1) LOCAL BINARY PATTERNS
Local binary patterns were first proposed in [73] to measure
the spatial structure of local image texture. The fundamental
idea is to compare the gray value of a given pixel with that of
its neighbors. The signs of differences are used to represent
the local patterns. Despite the simple mechanism, LBP and
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FIGURE 4. Two examples of a given central pixel and its neighbors with
(P = 16, R = 2) and (P = 8, R = 1).

FIGURE 5. Example of LBP code calculation with P = 8 and R = 1.

its variants are among the most successful texture descriptors
in computer vision and pattern recognition applications.

Let LBPP,R denote the LBP operator, where P represents
the number of neighbors and R is the distance between the
center point and each neighbor. See Fig. 4 for two examples of
a given central pixel and its neighbors with (P = 16,R = 2)
and (P = 8,R = 1), respectively. The LBP code of a given
pixel in an image is derived by [47]:

LBPP,R =
P−1∑
p=0

s(gp − gc)2p (1)

where s(x) =

{
1, x ≥ 0
0, x < 0.

gc is the gray value of the given

pixel. gp is the gray value of the pixel where neighbor p falls
into. For each pixel in an image, we can apply the above
operator to obtain its corresponding LBP code. This code
describes the local texture information surrounding that pixel.

In this work, we use the conventional LBP operator where
P = 8 and R = 1. The LBP code of a pixel thereby ranges
between 0 and 255. Fig. 5 shows an example of how the LBP
operator calculates an LBP code with P = 8 and R = 1. All
the LBP codes together naturally form a new grayscale image
that extracts both the texture and the shape information in the
original image.

2) DENSE OPTICAL FLOW
Optical flow is the distribution of apparent velocities ofmove-
ment of brightness patterns in an image [41]. It describes
the motion of pixels in sequential video frames caused by
the relative movement between camera and corresponding
objects. The dense optical flow is defined as the optical flow
for all the pixels in a given video frame. In this work, we
estimate the dense optical flow by adopting the two-frame
approach proposed in [74] due to its high computational
efficiency and accuracy.

FIGURE 6. Bottleneck depth-separable convolution with residuals.

The fundamental idea of the adopted dense optical flow
estimation method is briefly discussed below. We refer the
readers to [74] and [75] for a detailed description of the tech-
nical method and algorithm. The gray values of a pixel and
a certain neighborhood can be approximated by a quadratic
polynomial function with respect to the coordinates x:

f (x) ∼ xTAx+ bT x+ c (2)

where A is a symmetric matrix. b is a vector of coefficients. c
is a scalar. The above approximation process is called polyno-
mial expansion. For a pixel with coordinates x, we carry out
polynomial expansion on two sequential video frames, giving
us coefficients (A1, b1, c1) and (A2, b2, c2). Let d denote the
displacement of this pixel between two frames. Thenwe have:

f2(x) = f1(x− d)

= xTA1x+ (b1 − 2A1d)T x+ dTA1d − bT1 d + c1
= xTA2x+ bT2 x+ c2 (3)

By matching the coefficients in the last two lines of the above
equation, we obtain the following relationship:

2A1d = −(b2 − b1) (4)

Ideally, A1 and A2 should be the same. However, this is not
true in practice. Therefore, Eq. (4) is reformulated as:

(A1 + A2)d = −(b2 − b1) (5)

The displacement can be estimated by solving Eq. (5). It is
worth noting that the above discussion only covers the funda-
mental idea and basic procedures of the adopted dense optical
flow estimation method. The full algorithm includes addi-
tional filtering processes, iterative computation, and multi-
scale implementation.

3) MobileNetV2
MobileNetV2 is a deep convolutional neural network specif-
ically designed for mobile and resource constrained environ-
ments [76]. MobileNetV2 has achieved remarkable success
in embedded applications due to its lightweight and high effi-
ciency in computation. In this paper, we adopt MobilNetV2
to detect smoke in the videos captured by wildfire cameras.

The basic building block of MobileNetV2 is a bottle-
neck depth-separable convolution with residuals as shown
in Fig. 6. This bottleneck structure takes a low-dimensional
compressed representation as an input, which is then trans-
formed to high dimension and filtered by a depthwise
separable convolution. The expanded features are then com-
pressed back to low dimension through a linear convolution.
This structure is motivated by the assumption that manifolds
of interest can be embedded in low-dimensional subspaces.

72332 VOLUME 8, 2020



J. Shi et al.: Optimal Placement and Intelligent Smoke Detection Algorithm

TABLE 1. Structure of MobileNetV2.

Compared to standard convolutional layers, the depthwise
separable convolutions significantly reduces both computa-
tion and model size of MobileNetV2. For example, the com-
putation of a 3×3 depthwise separable convolution is usually
8 to 9 times less than that of its standard counterpart at only
a small cost of accuracy [77].

Table 1 shows the full structure of MobileNetV2 employed
in this work. The first layer is a 2D convolutional layer. The
main structure of MobileNetV2 is constructed by stacking
sequences of bottleneck blocks. A 2D convolutional layer, a
global average pooling layer, and a fully connected output
layer make up the rest of our MobileNetV2. Given smoke
detection is a binary classification task, the output layer
is thereby a fully connected layer with one neuron acti-
vated by sigmoid function, which is different from the orig-
inal structure in [76]. We train this neural network through
stochastic gradient decent based on Adam optimization algo-
rithm [78]. The loss function to be minimized is the binary
cross entropy as:

L(y, ŷ) = −y log(ŷ)− (1− y) log(1− ŷ) (6)

where y ∈ {0, 1} is the true label of a given input. ŷ is the
output of MobileNetV2.

We have discussed the structure of the proposed video-
based smoke detection framework as well as the technical
details of its modules in the above paragraphs. In the next
section, we provide a detailed description of the specific pro-
cedures of our proposed optimal wildfire camera placement
strategy, the goal of which is to maximize the fire risk reduc-
tion for a target area through wildfire camera deployment
given a limited budget.

IV. OPTIMAL PLACEMENT OF WILDFIRE CAMERAS
In this section, we first provide a brief discussion about the
background and the goal of wildfire camera placement plan-
ning. We then formulate the optimal placement of wildfire
cameras as a binary integer program. This particular formula-
tion falls into the category of set cover problem. The optimal
or approximate solutions can be obtained through commer-
cial optimization solvers.

FIGURE 7. Example of occlusion.

We aim to find the optimal placement of wildfire cameras,
which achieves the maximum fire risk reduction of the target
area given limited budget. Suppose we are given a test region
with a fire risk map. The fire risk of a sub-region can be
reduced by a certain percentage if it can be closely monitored
by one or more of the wildfire cameras. The magnitude of
risk reduction depends on the effective monitoring range of
the camera and the distance between the area beingmonitored
and the location of the camera. Note that the costs of installing
and maintaining wildfire cameras can vary significantly by
location. The area covered by a wildfire camera depends on
the elevation of its surrounding terrains.

Let A denote the given test region where wildfire cameras
will be deployed. First, we discretize A into a square grid.
Define S A

= {a1, a2, · · · , aN } as the set of all cells in the
grid, where ai represents the ith cell. N is the total number
of cells. Note that the wildfire cameras can only be placed at
suitable locations. LetS C

= {ai|i ∈PC
} be a subset ofS A,

where PC collects the indices of cells feasible for wildfire
camera installation. Define xi as the decision variable which
equals 1 if a camera is placed at ai and 0 otherwise. Define ri
as the fire risk of cell ai. Then, we can minimize the overall
fire risk of the region by solving the following optimization
problem:

min
{xi|i∈PC }

N∑
i=1

ri ·max

rmin, 1− ∑
j∈PC

pijsijxj

 (7)

subject to ∑
i∈PC

cixi ≤ B (8)

xi ∈ {0, 1}, ∀i ∈PC (9)

where rmin denotes the minimum fire risk proportion. ci rep-
resents the net present value of installation and maintenance
cost if a camera is placed at ai. B is the overall budget. sij is
a variable that equals 1 if ai can be effectively observed by a
given camera from aj and 0 otherwise. We treat ai as invisible
from a camera at aj (i.e., sij = 0) if a straight line between
them is intercepted by some other cells. See Fig. 7 for an
example where occlusion exists. pij denotes the proportion of
fire risk reduction for ai if it can be monitored by the wildfire
camera at aj. Note that pij is highly related with the distance
between the location of the camera ai and the cell aj being
monitored and the camera’s effective range. The objective
function evaluates the overall fire risk of the region after the
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wildfire camera deployment. Eq. (8) represents the budget
constraint. Eq. (9) restrict xi to be a binary variable.
The above optimization problem is a binary integer pro-

gram that is NP-complete. This particular problem for-
mulation can be categorized into the family of set cover
problems. Global optimal solutions for small-scale problems
and approximate solutions for large-scale problems can be
obtained by commercial integer program solvers in reason-
able time.

V. CASE STUDIES
We conduct two case studies to validate our proposed video
smoke detection framework and the wildfire camera place-
ment strategy. The first case study uses real-world wildfire
smoke videos to evaluate the performance of the proposed
smoke detection algorithm. In the second case study, we
demonstrate our proposed optimal wildfire camera placement
strategy for a test area in the Riverside County of California.

A. SMOKE DETECTION WITH REAL-WORLD VIDEOS
In this subsection, we evaluate the performance of our pro-
posed video smoke detection algorithm with real-world wild-
fire smoke videos. First, we briefly describe the dataset used
in the case study. Then, we compare the performance of the
proposed physics-based algorithm with that of a benchmark
algorithm [67], which directly feeds the original video frames
individually as inputs into a CNN such asMobileNetV2. This
comparison will quantify the benefits of explicitly extracting
diagnostic features and embedding them int the LBP-motion
images. At last, we demonstrate the computational efficiency
of the proposed framework in terms of computation time and
memory usage.

1) DATASET DESCRIPTION
The dataset includes 120 wildfire smoke videos downloaded
from ALERTWildfire [79] and 120 non-smoke videos down-
loaded from YouTube. ALERTWildfire is a program, which
places PTZ cameras to detect and monitor wildfires across
California and its four bordering states. This camera network
provides a wide coverage of high fire hazard regions and grew
rapidly. The videos provided by ALERTWildfire are time-
lapse videos with 60 times speed increase. The motion of
smoke is thereby very discernible. We directly use adjacent
frames to generate LBP-motion images from these videos.
Fig. 8 shows several smoke video frames from ALERTWild-
fire and their corresponding LBP-motion images.

We divide the videos randomly into two groups, the train-
ing video group and the testing video group. The training
video group consists of 96 smoke videos and 96 non-smoke
videos. The testing video group collects the rest. All the
videos are resized with a resolution of 240 × 180. For each
video, we generate 75 LBP-motion images from the first 76
frames. Therefore, we have 14,400 and 3,600 LBP-motion
images produced, from the training and testing video groups
respectively, which make up the training and testing datasets
for MobileNetV2.

FIGURE 8. Sample smoke video frames from ALERTWildfire and their
corresponding LBP-motion images.

2) PERFORMANCE OF PHYSICS-BASED
SMOKE DETECTION ALGORITHM
To verify the advantage of explicitly extracting physics-based
features by generating LBP-motion images, we compare the
performance of the proposed smoke detection framework
with that of [67]. The major difference between the two
approaches is that [67] directly takes individual frames from
the original video as the inputs of MobileNetV2 while we
proposed to generate LBP-motion images and use them as
inputs.

We refer to the method proposed in [67] as the baseline
approach hereafter. The training and testing datasets for the
baseline approach are made up by the first 75 frames from
the training and testing video groups, respectively. For both
the proposed and the baseline approaches, we train the cor-
responding MobileNetV2s for 500 epochs. Each batch in
an epoch consists of 32 images. The learning rate of Adam
optimizer is 0.001. The weights of MobileNetV2 are ran-
domly initialized. We evaluate the performance of intermedi-
ate trained models with the testing dataset after each training
epoch.

We conduct training and testing on the same training and
testing datasets for 10 times with different initial weights. The
average out-of-sample performance with respect to the train-
ing epoch is shown in Fig. 9. The solid line and dashed line
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FIGURE 9. Average test accuracy of the proposed and baseline
approaches as the training sessions proceed.

TABLE 2. Performance comparison between the proposed approach and
the baseline approach.

indicate the average test accuracy of the proposed approach
and the baseline approach, respectively. The shaded areas
describe their corresponding 95% confidence intervals. The
proposed approach clearly outperforms the baseline approach
on the testing dataset in terms of classification accuracy. At
the end of our training session, the average test accuracies of
the proposed approach and the baseline approach are 81.44%
and 76.03%, respectively. Therefore, by explicitly extracting
physics-based features by generating LBP-motion images,
our proposed algorithm increases the classification accuracy
by an average of 5.41%.

In addition to classification accuracy, we also use the fol-
lowing metrics to evaluate the performance of smoke detec-
tion algorithms. These metrics are true positive rate (TPR),
positive predictive value (PPV), and false positive rate (FPR),
which are defined as below:

TPR =
TP

TP+ FN
× 100% (10)

PPV =
TP

TP+ FP
× 100% (11)

FPR =
FP

FP+ TN
× 100% (12)

where TP, TN , FP, and FN are the numbers of true positives,
true negatives, false positives, and false negatives, respec-
tively. TPR reflects a smoke detector’s sensitivity to smoke.
PPV is also called precision that measures the credibility of
a smoke detector. FPR describes the false alarm rate of a
smoke detector. Similarly to accuracy, we calculate the aver-
age values of these metrics from tests on 10 trained models
with different initial weights. The results are presented in
Table 2. As shown in the table, on average, the proposed
approach outperforms the baseline approach in terms of all
these metrics.
Remark: The case study is based on videos gathered by

ALERTWildfire project team. The camera itself costs about
$2,600 and is installed on top of an aluminum tower. The
tower is accompanied with a solar panel and microwave

TABLE 3. Performance comparison between MobileNetV2 and
benchmark CNNs.

antennas to provide power supply and data transmission ser-
vices. The average cost of the entire infrastructure is around
$75,000 and varies depending on the location. To implement
our proposed smoke detection algorithm, we plan to first
conduct periodic off-line training of the model using a GPU
server with newly collected videos. Then the cameras need
to be updated with small computing platforms such as Rasp-
berry Pi. The trained models can then be distributed to each
camera through wireless communication.

3) COMPARISON OF COMPUTATION TIME
AND MEMORY USAGE
Here, we compare the computation time and memory
usage of MobileNetV2 with that of other state-of-the-art
deep CNNs. Specifically, four widely used deep CNNs
are used in this comparison. They are ResNet50 [80],
DenseNet169 [81], InceptionV3 [82], and InceptionRes-
NetV2 [83]. Note that these four benchmark networks are
incorporated into our wildfire smoke detection framework
and replaces MobileNetV2.

We use the same training and testing datasets to evaluate
the four benchmark networks. Similar to the evaluation pro-
cess discussed above, we carry out 10 repetitions of training
with random initial weights for each benchmark network.
As before, one training session consists of 500 epochs. The
performance of the benchmark networks are measured by
the average test accuracy at the end of the training process.
The mean computation time and memory usage for storing
network weights are also reported. The mean computation
time is calculated by averaging the computing time of 100
individual detection trials. Each detection trial consists of a
LBP-motion image generation process and a forward prop-
agation of the corresponding neural network. All the tests
are executed through Python code and performed on a laptop
with Intel i7-6600U CPU@2.60GHz. The weights of the
CNNs are stored in 32-bit float format. The performance of
the MobileNetV2 and the benchmark networks are shown in
Table 3. It is evident that MobileNetV2 needs much less com-
putational power and memory storage space than the other
four benchmark networks. This significant saving in com-
putation and memory resource only costs a slight reduction
in accuracy compared with DenseNet169, InceptionV3, and
InceptionResNetV2. MobileNetV2 even achieves a slightly
higher average accuracy than ResNet50 on our datasets.

The case studies above demonstrate the effectiveness and
the advantage of the proposed smoke detection framework.
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Next, we show how to optimally place the cameras consid-
ering the fire risk and installation and maintenance cost of
cameras. The goal is to minimize the risk of wildfire with a
limited budget for camera network construction.

B. OPTIMAL WILDFIRE CAMERA PLACEMENT
In this subsection, we conduct a case study for our proposed
optimal wildfire camera placement strategy on a test region
in Riverside County, California. First, we briefly describe the
sources and backgrounds of three datasets used in the case
study. Then, we detail the data preprocessing and the param-
eters settings. We close the case study by showing testing
results from solving the optimization problem formulated in
Section IV.

1) DATASETS
We collect three datasets to set up the case study for the
optimal wildfire camera placement problem. These datasets
are the fire risk map, digital elevation model (DEM), and
population density map, respectively.

The fire risk map used in this case study is cropped from
the Wildfire Hazard Potential (WHP) map developed by
USDA Forest Service [84]. WHP map is, by definition, a
raster geospatial product that helps inform wildfire risk or
prioritization of fuels management needs across very large
spatial scales. Its specific objective is to quantify the relative
potential for wildfire that would be difficult for suppression
resources to contain. The originalWHPmap covers the whole
conterminous United States at a 270-meter (around 1/6 mile)
resolution. The WHP values are represented with integer
numbers between 0 and 98,762.

The digital elevation model employed in this case study is
derived from [85]. It records the elevation information across
most parts of California at a 90-meter resolution. This DEM
is generated from the Shuttle Radar Topography Mission
(SRTM) datasets which are developed by NASA and other
institutions using radar interferometry.

The population density map adopted in this case study is
developed by the United States Geological Survey (USGS)
[86]. This map is a raster dataset with resolution of 60-meters,
which covers the whole conterminous United States. It was
generated based on the census geography data collected from
the US 2010 census. The record unit is number of people per
square kilometer.

2) DATA PREPROCESSING AND PARAMETER SETTINGS
The original fire risk map, DEM, and population density map
described above are single band raster images with different
resolutions and coverage. We first clip out the California part
of each map and align them to the same coordinate system.
We then downsample the DEM and population density map
to make their resolutions the same as that of the fire risk map.
The data for the test region are cropped from these prepro-
cessed maps as shown in Fig. 10. Finally, we downsample
the fire risk map, the DEM, and the population density map
of the test region to a dimension of 35 × 40 by averaging,

FIGURE 10. Test region and the corresponding fire risk map, DEM, and
population density map.

which corresponds to a real-world area of 35 × 40 mi2. We
consider any cell that has an average elevation greater than
500 meters as a feasible cell for wildfire camera installation.

For the case study, we assume the total budget of deploying
a wildfire camera network is B = $500, 000. The net present
value of installation and maintenance cost of a wildfire cam-
era placed at cell ai is assumed to be:

ci = 2500+ 75000×
1
ρi
+ 20×max(hi − 1000, 0) (13)

where hi is the elevation of cell ai. ρi is the population density
value of cell ai and it is min-max scaled between 1 and 2.
$2,500 represents the cost of a wildfire camera. $75, 000
accounts for the base cost of installation and maintenance for
one wildfire camera. Note that the installation and mainte-
nance of cameras at places with sparse population and high
elevations are generally more expensive than that of regions
with dense population and low altitudes. In the case study, the
minimum fire risk proportion rmin = 0.1. We assume all the
wildfire cameras are PTZ cameras with effective monitoring
range of R = 10 miles. The fire risk reduction proportion
is calculated by pij = 0.9

1+dij/R
, where dij is the distance

between cells ai and aj. Note that according to this fire risk
reduction formulation, wildfire cameras are more effective
in monitoring and reducing fire risks for the regions closer
to them. This is because the classification accuracy of deep
neural networks is inversely proportional to image blurriness
[87]. Objects further away from the cameras correspond to
blurrier representations on the frames.

3) TESTING RESULTS
By solving the corresponding binary integer programming
problem with Gurobi [88], we obtain the optimal wildfire
camera deployment on the test region as shown in Fig. 11b.
The background image is the fire risk map of the test region.
Six wildfire cameras will be installed in the test region based
on the optimal camera deployment plan. Each white circle
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FIGURE 11. The optimal wildfire camera deployment on the test region.

indicates the effective monitoring range of the corresponding
wildfire camera. Note that the actual coverage of a camera
can be less than the area of the circle due to occlusion. To
illustrate the terrains around the camera installation spots, we
also present a 3D image displaying the DEMof the test region
in Fig. 11a.

As shown in the figures, most areas with high fire risk
are covered by the camera network. The resulting camera
network deployment andmaintenance cost is $499,841which
is close to the budget limit. The overall fire risk of the test
region is reduced to just 36.28% of its original value. In
sum, this case study shows that our proposed optimal wildfire
camera placement algorithm is able to significantly reduce
the fire risk by strategically placing the wildfire cameras in a
test region given a limited budget.

VI. CONCLUSION
This paper proposes a lightweight physics-based video smoke
detection framework and an optimal placement strategy for
wildfire camera applications. The proposed smoke detection
algorithm extracts useful features of videos and embeds them
in LBP-motion images. This approach enables us to leverage
lightweight deep convolutional neural network to accurately
perform video smoke detection with limited computational
and storage resources. The case studies with real-world wild-
fire smoke and non-smoke videos show that our proposed
algorithm achieves similar accuracy to the state-of-the-art
benchmarks while taking significantly less computational
time and memory space.

We also propose an optimal wildfire camera placement
strategy, which aims at minimizing the risk of wildfire of a
target area with limited budget. The problem is formulated
as a binary integer programming problem, which takes mon-
itoring range of cameras, budget constraint, wildfire hazard
potential, and object occlusion into consideration. We sim-
ulated our proposed wildfire camera placement strategy on
a test region in Riverside Country. The case study results
show that our proposed strategy helps find an optimal wildfire
camera deployment plan, which achieves significant fire risk
reduction.
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