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ABSTRACT When wind speeds are above the rated speed of variable speed variable pitch wind turbines,
pitch angles are changed to keep output powers and rotor speeds at their rated values. For wind turbines with
nonlinear and complex structure, conventional PID variable pitch controller is difficult to achieve precise
control. In this paper, a variable pitch controller combining back-propagation(BP) neural network with PID
(BP-PID) is proposed. By real-time detecting the deviation of the rotor speeds, the BP neural network with
self-learning and weighting coefficient correction capability is used to adjust the PID parameters online and
further to achieve the optimal combination of the PID parameters. Considering various uncertain disturbances
and parameter changes on the mechanical components of the wind turbines, an active disturbance rejection
pitch controller of the wind turbines is designed based on BP-PID algorithm. Combined with a tracking
differentiator, an extended state observer (ESO) is employed to observe the state and disturbance of the
system. In addition, in order to compensate the BP-PID variable pitch controller, nonlinear state error
feedback control laws are designed by configuring nonlinear structures according to the state deviation
between the extended state observer and the tracking differentiator. The simulation results show that the
variable pitch active disturbance rejection control (ADRC) based on BP-PID can effectively estimate the
system states and disturbances. And the proposed controller has good dynamic performance and strong
robustness.

INDEX TERMS Wind turbine, pitch control, BP-PID, active disturbance rejection control, extended state
observer.

I. INTRODUCTION
With the rapid advancement of wind power technology, wind
power has become one of the fastest growing power industries
all over the world [1]. Wind turbines have evolved from the
initial fixed pitch to the variable pitch and further from the
variable pitch with fixed speed to the current variable speed
variable pitch. Accordingly, the power generation efficiency
is significantly improved. Variable speed variable pitch wind
turbines extract the maximum power by increasing wind
power coefficient at low wind speeds and variable pitch con-
trol strategies are used at high wind speeds to keep output
powers at the rated value [2]–[6]. At different wind condi-
tions, the operating regions of the wind turbine are generally
divided into four parts. In region 1, the actual wind speed is
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less than the cut-in wind speed of the wind turbine, which the
wind turbine is in shutdown state. In region 2, the wind speed
is between the cut-in wind speed and the rated wind speed,
which the generator torque control is adopted to make the
generator rotor speed change with the wind speed, thereby
obtaining the maximum wind power conversion efficiency.
In region 3, the wind speed is between the rated wind speed
and the cut-out wind speed. As high wind speeds can damage
wind turbines, pitch technologies are adopted to ensure output
powers of the wind turbines at the rated value. In region 4,
the wind speed is over the cut-out value. During this region,
in order to prevent the wind turbine from being damaged,
the pitch angle is set to 90 degree [7]–[15]. This paper focuses
on the pitch control strategy for region 3.

In recent years, many scholars have designed different con-
trol algorithms for wind turbine pitch systems [16]–[23]. Ref.
[16] proposed a wind turbine control strategy that directly
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drives a permanent magnet synchronous generator without a
wind speed sensor, in which a power smoothing strategy was
adopted in the high wind speed region to optimize the output
power. Ref. [17] proposed a pitch control strategy based on
particle swarm optimization algorithm. Simulation results
show that the new algorithm has a good regulation effect
on the rotor speeds and output powers of the wind turbine.
For considering the disturbances in actual wind speeds, Ref.
[18] proposed a variable pitch control strategy with anti-
interference capability. According to the Hamilton-Jacobi-
Bermann equation, the feedback and feedforward control
term functions are derived for stabilizing the wind turbine
system and suppressing wind disturbance. So the speed reg-
ulation and steady-state error adjustment are better achieved.
As it is possible to limit the active power and rotor speed of
doubly-fed induction generators at high wind speeds, Refs.
[19], [20] designed a fractional-order PI controller, which
used fractional-order coefficients as additional control vari-
able and was applied to the pitch angle compensation con-
trol loop. Accordingly, doubly-fed induction generator active
powers were improved and rotor speeds were optimized. Ref.
[21] proposed a new method to reduce the error in the pitch
angle measurement, which uses the laser scanner to measure
the pitch angle. The case study shows the effectiveness of
the pitch angle measurement method. Ref. [22] proposed a
cooperative fault-tolerant control strategy to compensate the
faults generated by the pitch angle actuator. By designing
an adaptive cooperative observer and a reconfigurable con-
troller, the fault of the pitch angle actuator can be estimated.
In order to improve the controllability and stability of the
pitch system, Ref. [23] designed a two-degree-of-freedom
motion control pitch angle controller combined with feed-
back linearization to overcome the nonlinearity of the system.
However, under actual wind conditions, the structural param-
eters and external disturbances of the wind turbine are often
changing. Most of the above mentioned wind turbine pitch
control strategies depend on the accurate mathematical model
of the system, and the solution to the system interference is
simple.

In this paper, an active disturbance rejection pitch control
strategy based on BP-PID is proposed to improve the per-
formance of the controller and ensure that the rotor speed
and output power are kept at their rated values in the high
wind speed region. In the feedback loop, the BP-PID pitch
controller is designed, which uses the rotor speed deviation
signal as the control variable and real-time adjusts the weight-
ing coefficients by its self-learning [24]–[29]. Considering
the changes of wind turbine structural parameters and system
disturbances under actual wind conditions, an ADRC algo-
rithm [30]–[38] is proposed to observe system state changes
and disturbances and further to realize compensation of the
BP-PID pitch controller. The simulation experiments show
that the variable pitch active disturbance rejection controller
based on BP-PID has stronger stability, faster response speed
and better robustness than those of the BP-PID pitch con-
troller.

II. WIND TURBINE SYSTEM MODELLING
Awind turbine is a device that converts wind energy into elec-
trical energy. The mechanical power and mechanical torque
obtained by the wind turbine are as follows [32].

Pw = 0.5ρπR2V 3Cp(λ, θ) (1)

Tw = Pw
/
ωr = ρπR2V 3Cp(λ, θ)

/
2ωr (2)

where Pw is the mechanical energy captured by the wind
turbine, Tw is the mechanical torque generated by the wind
wheel, ρ is the air density, R is the radius of the wind wheel,
V is the upstreamwind speed of the wind wheel, θ is the pitch
angle, ωr is the rotor speed, and Cp(λ, θ) is the wind power
coefficient.

The wind power coefficient is closely related to the struc-
ture of blades. The coefficient can be described as fol-
lows [17].

Cp(λ, θ) = c1(
c2
λt
− c3θ − c4)e

−
c5
λt + c6λ (3)

where

λt =
1

λ+ 0.08θ
−

0.035
θ3 + 1

(4)

λ =
ωrR
V

(5)

where λ is the tip speed ratio, λt is the intermediate variable.
The transmission system model near the low-speed shaft

side of the wind wheel is as follows.

Jw
dωr
dt
= Tw − TD − γTm (6)

TD = s1 + s2
/
ωr + s3ωr (7)

where Jw is the moment of inertia of the wind wheel, TD
is the resistance torque, s1, s2, s3 are the resistance torque
coefficients, γ is the gear transmission ratio, Tm is the torque
transmitted to the gear by the high speed shaft.

The transmission system model near the high-speed shaft
side of the generator is as follows [13].

Jg
dωg
dt
= Tm − Tem (8)

where Jg is the generator moment of inertia, ωg is the gener-
ator speed, Tem is the generator electromagnetic torque.
Substituting ωg = γωr and formula (8) into formula (6),

the mathematical expression of the transmission system near
the rotor side is as follows.

(Jw + γ 2Jg)
dωr
dt
= Tw − TD − γTem (9)

According to the equivalent circuit of the doubly-fed gen-
erator and the equations of the stator and rotor, the electro-
magnetic torque expression is as follows [12].

Tem =
−3spx2mr2
ω1c2

U2
1 +

3px2mr1
ω1c2

U2
2

+
3pxm
ω1c2

[(r1r2 + sx2σ x1σ + sx2m) sinα12

− (sx2σ r1 − x1σ r2) cosα12]U1U2 (10)
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where

c =
√
(r1r2 − sx2σ x1σ + sx2m)2 + (sx2σ r1 + x1σ r2)2 (11)

where p is the pole number, ω1 is the synchronous angular
velocity, s is the slip ratio, U1 is the stator voltage, U2 is the
rotor voltage, α12 is the voltage phase difference between the
stator and rotor, r1 is the resistance of the stator winding,
x1σ is the leakage reactance of the stator winding, r2 is the
resistance of the rotor winding to the stator side, x2σ is the
leakage reactance of the rotor winding to the stator side, and
xm is the excitation reactance.

The electromagnetic power of the doubly-fed generator is
calculated as follows [13].

Pe = Tem�1 =
−3sx2mr2

c2
U2
1 +

3x2mr1
c2

U2
2

+
3xm
c2

[(r1r2 + sx2σ x1σ + sx2m) sinα12

− (sx2σ r1 − x1σ r2) cosα12]U1U2 (12)

where Pe is the electromagnetic power of the doubly-fed
generator,�1 is the synchronous mechanical angular velocity
of the generator, �1 = ω1

/
p.

The wind turbine pitch actuator can be regarded as a first-
order inertia expression as follows.

θ̇ =
1
Tθ

(θr − θ ) (13)

where Tθ is the time constant, θr is the reference pitch angle.
Based on these analyses, the wind turbine can be expressed

as a second-order system as follows.
dθ
dt
=

1
Tθ

(θr − θ )

dωr
dt
=

1
(Jw + γ 2Jg)

[Tw(V , θ, ωr )

− TD(ωr )− γTem(ωr )]

(14)

The pitch angle θ and rotor speed ωr are selected as state
variables as follows.

x =
[
x1
x2

]
=

[
θ

ωr

]
(15)

The reference pitch angle θr is selected as the control input
of the wind turbine, which is u = θr . Then the wind turbine
state equation is expressed as follows.

dx1
dt
=

1
Tθ
u−

1
Tθ
x1

dx2
dt
=

1
(Jw + γ 2Jg)

× [Tw(V , x1, x2)

− TD(x2)− γTem(x2)]

(16)

The output equation is as follows.

y = Pe(x2) (17)

The parameters of the wind turbine are shown in TABLE
1.

TABLE 1. Wind turbine parameters.

III. ACTIVE DISTURBANCE REJECTION COMPOSITE PITCH
CONTROL BASED ON BP-PID
For wind turbine systems with the nonlinearity, time-varying
and structural complexity, a composite pitch control strategy
is proposed, which combines BP-PID with active disturbance
rejection control. In the feedback control loop, the BP-PID
pitch controller is designed. BP neural network learns the
deviations of itself and adjusts the weights of the output layer
and hidden layer, which realize the online adjustment of PID
parameters. As the BP neural network algorithm has a slower
convergence speed and weaker anti-interference capability,
an active disturbance resistant pitch control algorithm is pro-
posed based on BP-PID.

Combined with a tracking differentiator, an extended state
observer is adopted to estimate the unmodeled part, inter-
nal and external disturbances of the wind turbine system.
According to the state deviation, an active disturbance rejec-
tion controller with nonlinear structure is implemented to
compensate the BP-PID pitch controller. The composite pitch
control strategy is shown in FIGURE 1.

A. DESIGN OF WIND TURBINE PITCH CONTROLLER FOR
BP-PID
BP neural network uses the gradient search technique to con-
tinuously correct the weights in the network according to the
deviation e(k) between the expected and actual values of the
system, until the deviation e(k) reaches the minimum value
[25]. Through its self-learning and weighting coefficient cor-
rection, BP neural network adjusts the parameters of the PID
controller in real time to achieve the optimal combination of
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FIGURE 1. The block diagram of the variable pitch control strategy of wind turbine.

FIGURE 2. The structure diagram of BP-PID controller.

PID parameters. The structure of the controller based on BP-
PID is shown in FIGURE 2.

The classic incremental digital PID control algorithm is as
follows [26].

u(k) = u(k − 1)+1u(k) (18)

1u(k) = kp(k) · [e(k)− e(k − 1)]+ ki(k) · e(k)

+ kd (k) · [e(k)− 2e(k − 1)+ e(k − 2)] (19)

where u(k) is the total control input of the controlled sys-
tem, 1u(k) is the control increment from the PID controller,
kp(k), ki(k) and kd (k) are proportional, integral, and differ-
ential coefficients, respectively. Next, these three parameters
are adjusted online by designing the BP neural network algo-
rithm.

1) BP STRUCTURE
This paper uses a 3-layer BP network, which is 3-5-3 structure
shown in FIGURE 3. The number of input layer neural units is

FIGURE 3. BP structure design.

three, which expectation value is I1(k), actual output is I2(k),
and deviation is I3(k), respectively. The hidden layer neurons
are five. The output layer neurons are three, which are 1kp,
1ki, and 1kd , respectively.

The three inputs of BP neural network have the following
relationship with the expected value and the actual sample
value as follows.

I1(k) = rin(k)
I2(k) = yout (k)
I3(k) = rin(k)− yout (k)

(20)

where rin(k) is the expected value of the rotor speed, and
yout (k) is the actual value of the rotor speed.
Select the appropriate initial parameters kp(0), ki(0), kd (0),

then the parameters of BP neural network after each tuning
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operation are modified as follows.kp(k) = kp(k − 1)+1kp(k)
ki(k) = ki(k − 1)+1ki(k)
kd (k) = kd (k − 1)+1kd (k)

(21)

2) THE FLOW OF BP-PID CONTROL ALGORITHM
The calculation process can be summarized as follows.

(1) Determine the structure of the BP neural network. The
number of input layer nodes isM = 3, the number of hidden
layer nodes is Q = 5, the number of output layer nodes is
3, and the initial values of the weighting coefficients of the
hidden layer and the output layer are ω(2)

ij (0) and ω(3)
li (0),

respectively. Determine the learning rate η and the inertia
factor ϕ.

(2) The deviation of the rotor speed is calculated as e(k) =
rin(k)− yout (k).

(3) Normalize rin(k), yout (k), yout (k − 1), e(k), e(k − 1),
u(k), u(k − 1), and then select them as the input of the neural
network.

(4) Calculate the input and output of the neurons in each
layer of the neural network. Finally, the output layer outputs
the three parameters 1kp, 1ki, and 1kd required by the PID
controller to determine the output1u(k) of the PID controller.
(5) According to the deviation between the expected value

and the actual value, the weighting coefficients of the output
layer and the hidden layer are corrected online by the neural
network self-learning, and the PID controller parameters are
adaptively adjusted until the deviation value reaches the ideal
value.

(6) Set k = k + 1. Start a new cycle of parameter self-
tuning to step(2) if the deviation value does not meet the
requirements.

3) DESIGN OF BP-PID CONTROL ALGORITHM
a: FORWARD PROPAGATION
The input of the BP input layer is as follows.

O(1)
j (k) = x(j) (j = 1, 2, 3) (22)

The input and output of the hidden layer are as follows [27].

net (2)i (k) =
3∑
j=1

ω
(2)
ij (k)O(1)

j (k) (i = 1, 2, 3, 4, 5) (23)

O(2)
i (k) = f (net (2)i (k)) (24)

where ω(2)
ij (k) is the weight coefficient of the hidden layer,

superscript (1) is the input layer, superscript (2) is the hidden
layer.

The activation function of the hidden layer neurons is
positive or negative, then the Sigmoid function of the hidden
layer is as follows [29].

f (x) = tanh(x) =
ex − e−x

ex + e−x
(25)

The input and output of the output layer are as follows.

net (3)l (k) =
5∑
i=1

ω
(3)
li (k)O(2)

i (k) (l = 1, 2, 3) (26)
O(3)
l (k) = g(net (3)l (k))

O(3)
1 (k) = 1kp(k)

O(3)
2 (k) = 1ki(k)

O(3)
3 (K ) = 1kd (k)

(27)

where ω(3)
li (k) is the weight coefficient of the output layer,

superscript (3) is the output layer. Since 1kp(k), 1ki(k), and
1kd (k) outputs of the BP neural network output layer are non-
negative, the activation function of the output layer neurons
is non-negative, then the Sigmoid function of the output layer
is designed as follows.

g(x) =
1
2
(1+ tanh(x)) =

ex

ex + e−x
(28)

b: BACK PROPAGATION
In order to reduce the deviation between the expected value
and the actual sample value, the performance index function
is selected as the criterion of the BP neural network correction
weight coefficient [27], and the index function is expressed as
follows.

E(k) =
1
2
(rin(k)− yout (k))2 (29)

According to the gradient descent method, the BP neural
network weight is modified from the negative gradient direc-
tion, which uses E(k) to adjusts the weight coefficient and
keep the actual sample value at the expected value. Since
the correction speed of the weight coefficient is slow and
easy to enter a local optimum, it is necessary to increase the
inertia term to compensate it [26]. The inertia term weight
coefficient learning algorithm is as follows.

ω
(3)
li (k + 1) = ω(3)

li (k)+1ω(3)
li (k)

1ω
(3)
li (k) = −η

∂E(k)

∂ω
(3)
li (k)

+ ϕ1ω
(3)
li (k − 1)

(30)

where

∂E(k)

∂ω
(3)
li (k)

=
∂E(k)
∂y(k)

·
∂y(k)
∂1u(k)

·
∂1u(k)

∂O(3)
l (k)

·
∂O(3)

l (k)

∂net (3)l (k)
·
∂net (3)l (k)

∂ω
(3)
li (k)

(31)

∂net (3)l (k)

∂ω
(3)
li (k)

= O(2)
i (k) (32)

Since the value of ∂y(k)
∂1u(k) cannot be accurately calculated,

the sgn( ∂y(k)
∂1u(k) ) function is used to approximate it [28], and

compensated for the learning efficiency η. According to the
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TABLE 2. Parameters of BP-PID pitch controller.

above derivation, the formula (33) can be obtained.

∂1u(k)

∂O(3)
1 (k)

= e(k)− e(k − 1)

∂1u(k)

∂O(3)
2 (k)

= e(k)

∂1u(k)

∂O(3)
3 (k)

= e(k)− 2e(k − 1)+ e(k − 2)

(33)

Through the above analysis, correction algorithm of the
weight coefficient of the BP neural network output layer to
the hidden layer is as follows.

1ω
(3)
li (k) = ϕ1ω(3)

li (k − 1)+ ηδ(3)l (k)O(2)
i (k) (34)

δ
(3)
l (k) = e(k) · sgn(

∂y(k)
∂1u(k)

) ·
∂1u(k)

∂O(3)
l (k)

· g′(net (3)l (k)) (35)

where

g′(x) =
2

ex + e−x
(36)

In addition, according to the above derivation method,
the weight coefficient correction algorithm of the BP neural
network hidden layer to the input layer can be obtained as
follows.

1ω
(2)
ij (k) = ϕ1ω(2)

ij (k − 1)+ ηδ(2)i (k)O(1)
j (k) (37)

δ
(2)
i (k) = f ′(net (2)i (k))

3∑
l=1

δ
(3)
l (k)ω(3)

li (k) (38)

where

f ′(x) =
4

ex + e−x
(39)

Through the above derivation, the weight coefficient learn-
ing algorithms for the hidden layer and the output layer are
obtained, and three parameters of the PID controller can be
adjusted in real time according to the deviation value.

The parameters of the BP-PID pitch controller are shown
in TABLE 2.

FIGURE 4. The structure diagram of ADRC.

B. DESIGN OF ACTIVE DISTURBANCE REJECTION PITCH
CONTROLLER FOR WIND TURBINE
An active disturbance rejection controller is a nonlinear con-
troller based on state observation and disturbance compen-
sation, which has the function of disturbance estimation and
compensation. It consists of three parts: Tracking Differentia-
tor (TD), Extended State Observer (ESO) andNonlinear State
Error Feedback control law (NLSEF)[30]. Among them, TD
is used for fast and no overshoot tracking of the system
input signal, and gives the differential signal of the input sig-
nal, thus effectively solving the contradiction between rapid-
ity and overshoot. ESO converts the nonlinear system into
series integration type and estimates system state, unmodeled
part and unknown disturbance. NLSEF configures nonlinear
structure according to process error size and direction, which
can improve the ability to suppress error signals.

Assuming that an nth-order nonlinear time-varying system
is subject to unknown perturbations [32], it can be expressed
as follows.

x(n) = f (x, x(1), · · · , x(n−1), t)+ ω(t)+ bu(t) (40)

where f (x, x(1), · · · , x(n−1), t) is an unknown function, ω(t)
is the unknown disturbance of the system, x is the state
variable, u(t) is the control input, and b is the coefficient of
the control input.

FIGURE 4. shows the structure of the second-order ADRC
controller.
where v0(t) is a reference input, v1 and v2 are respectively
a tracking signal and a differential signal of v0(t), z1 is an
estimated value of the output y(t) of the controlled object, z2 is
an estimated value of the derivative of y(t), z3 is an estimated
value of the total disturbance of the system.

According to formula (14), the wind turbine system can be
expressed as a second-order system, and its active disturbance
rejection control algorithm is designed as follows.

1) DESIGN OF TRACKING DIFFERENTIATOR
The input of the tracking differentiator is v0(k) = ωref , that is,
the input is the reference value of rotor speed. By arranging
a reasonable transition process, the generalized differential
signal is extracted, and the overshoot caused by the excessive
initial error is eliminated, thereby obtaining a smooth input
signal. The differentiator of second-order nonlinear system is
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as follows [33].{
v̇1(k) = v2(k)

v̇2(k) = r2f (v1(k)− v0(k),
v2(k)
r

)
(41)

where v1(k) is the tracking signal of v0(k), v2(k) is the differ-
ential signal of v0(k), r is the velocity factor.

As v1(k) can fully approach the input signal v0(k), formula
(41) can be converted to formula (42).v1(k + 1) = v1(k)+ h · v2(k)

v2(k + 1) = v2(k)+ h · fhan(v1(k)
− v0(k), v2(k), r, h0)

(42)

where h is the sampling period, h0 is the filtering factor,
usually the filtering factor h0 is three to ten times that of the
sampling period h, and fhan(∗) is a nonlinear function [34],
whose expression is as follows.

fhan(v1 − v0, v2, r, h0) =

{
−r · α
δ

|α| ≤ δ

−r · sgn(α) |α| > δ
(43)

where

α =

{
v2 +

y
h0

|y| ≤ δ0

v2 + 0.5(α0 − δ) · sgn(y) |y| > δ0

(44)

α0 =

√
δ2 + 8r |y| (45)

y = v1 − v0 + h · v2 (46)

where δ = r ·h0, δ0 = δ ·h0, the range of α is 0 < α < 1, δ is
the length of the interval of the linear segment. The velocity
factor r needs to be determined according to the system
conversion speed or the differential signal. The relationship
between r and the conversion time t0 is as follows.

r =
4(v1(k)− v0(k))

t20
(47)

The larger r is, the faster the conversion speed of the system
is. The smaller r is, the more obvious the overshoot effect is
suppressed. However, if r is too small, the response speed of
the system is reduced and the transition time is increased. The
parameters of the tracking differentiator are shown in TABLE
3.

The sgn function is a sign function, which canmake full use
of the maximum value of the control variable to quickly reach
the control requirements, and is not sensitive to structural
changes [36]. The expression is as follows.

sgn(y) =

1 y > 0
0 y = 0
−1 y < 0

(48)

2) DESIGN OF THE EXTENDED STATE OBSERVER
The extended state observer is the core part of the active
disturbance rejection controller. It deduces the unmodeled
parts and unknown disturbances of the system into the total
disturbance of the system. In addition, the extended state

TABLE 3. The parameters of TD.

observer real-time observes, evaluates, and compensates sys-
tem state variables. An observer with one dimension larger
than the system dimension is designed based on the nonlinear
function fhan(∗). The combined effect of unmodeled parts
and various disturbances is regarded as a new state-expansion
state, which is observed by output feedback. In this paper, the
wind turbine system is regarded as a second-order system,
and the order of the extended state observer is designed as
third-order. The designed observer expression is as follows.

ε = z1 − ωr
ż1 = z2 − β1fal(ε, α1, δ1)
ż2 = z3 − β2fal(ε, α2, δ1)+ b0u(t)
ż3 = −β3fal(ε, α3, δ1)

(49)

where ε is the deviation value, z1 is the estimated value of the
system state variable, that is, the estimated value of the rotor
speedωr , z2 is the estimated value of the derivative of the state
variable, z3 is the estimated value of the total disturbance of
the system, β1, β2 and β3 are coefficients of the nonlinear
function, b0 is the coefficient of the control input.
The role of the nonlinear function fal(ε, α, δ) is to suppress

signal chattering [37], which is expressed as follows.

fal(ε, α, δ) =

{
|ε|α · sgn(ε) |ε| > δ1
ε

δ1−α
|ε| ≤ δ1

(50)

3) DESIGN OF NONLINEAR STATE ERROR FEEDBACK
CONTROL LAW
According to the state deviation combined with the output of
TD and ESO, the nonlinear structure is configured to form a
nonlinear state error feedback control law. Its control law is
designed as follows.

ε1(k) = v1(k)− z1(k)
ε2(k) = v2(k)− z2(k)
u0 = β01fal(ε1, α4, δ2)+ β02fal(ε2, α5, δ2)
uz = u0 − z3

/
b0

(51)

where β01 and β02 are coefficients of the non-linear function.

4) DESIGN OF DISTURBANCE REJECTION VARIABLE PITCH
CONTROLLER
In the process of linearizing the wind turbine model, when
the output power of the wind power system is stable, a stable
point A is selected, and the coordinate values of the point
are Tw0, θ0, and ω0. θ0 and ω0 are the pitch angle and
the rotational speed of the wind turbine at the equilibrium
point, respectively. Tw0 is the mechanical torque generated
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by the wheel at the equilibrium point. At point A, the Taylor
expansion of the function Tw(ω, θ,V ) is expressed as follows.

Tw − Tw0 =
∂Tw
∂ω

1ω +
∂Tw
∂θ

1θ +
∂Tw
∂V

1V +1h

= µ1ω + ξ1θ + γ1V +1h (52)

where 1h is the expansion high-order term, µ = ∂Tw
∂ω
, ξ =

∂Tw
∂θ

and γ = ∂Tw
∂V .

When the wind speed is above the rated wind speed, Tw0
can be expressed as follows.

Tw0 = TD + γTe (53)

The dynamic characteristic expression of the variable pitch
actuator of the wind turbine system is as follows.

θ − θ0 = 1θ =
1

τ s+ 1
1θr (54)

Let J = Jw + γ 2Jg, take 1ω as the controller input, and
combine with formula (13) to derive its first and second order
differential equations as follows.

J1ω̇ = J ω̇ − J ω̇0

= Tw0 + µ1ω + ξ1θ + γ1V +1h− Te (55)

J1ω̈ = J ω̈ − J ω̈0

=
τµ− J
τ

1ω̇ +
µ

τ
1ω +

ξ

τ
1θr

+
τ s+ 1
τ

(γ1V +1h) (56)

The coefficient corresponding to the 1θr term is easy to
change as the system is running, and it is difficult to obtain
the exact value. Therefore, the estimated value b0 is used to
replace it, and the error of the estimation is classified as the
internal disturbance of the system.

Then formula (56) can be converted into formula (57) as
follows.

1ω̈ =
τµ− J
Jτ

1ω̇ +
µ

Jτ
1ω + b01θr + d (57)

where 1ω = ωr − ω0 is the input of the extended state
observer. 1θr , the pitch angle that the pitch system needs
to adjust, is the output of the active disturbance rejection
controller.

According to formula (2) and formula (52), b0 is taken as
follows.

b0 =
1
Jτ
·
∂Tw
∂θ

(58)

The system disturbance amount d can be expressed as
follows.

d =
τ s+ 1
Jτ

(γ1V +1h)+ (
ξ

Jτ
− b0)1θr (59)

The design of the ADRC pitch controller is shown in
formula (60).

ε = 1ω = z1 − ω0

uz(k) = 1θr = −
z3
b0
+ β01fal(ε, α4, δ2)

+ β02fal(ε, α5, δ2)

(60)

TABLE 4. The parameters of active disturbance rejection controller.

Finally, combined with BP-PID controller and active dis-
turbance rejection controller, according to formulas (18) and
(60), the final pitch control law is as follows.

u = θr = u(k)+ uz(k) (61)

The parameters of active disturbance rejection controller
are shown in TABLE 4.

5) STABILITY VERIFICATION
Transform formula (16) into a single input single output
affine nonlinear system as follows.{

ẋ = R(x)+Q(x)u
y = C(x) = Pe(x)

(62)

where u is the input control variable, y is the output variable,
x = [x1, x2, · · · , xn]T is the n-order state vector. then

R(x) =
[
R1(x)
R2(x)

]

=

 −
1
Tθ
x1 + F1(x1, x2, ω(t))

1
Jw+γ 2Jg

[Tw − TD − γTem]+ F2(x1, x2, ω(t))


(63)

Q(x) =
[
Q1(x)
Q2(x)

]
=

 1
Tθ
0

 (64)

F(x, ω(t))

= F1(x1, x2, ω(t))+ F2(x1, x2, ω(t)) (65)

where F1(x1, x2, ω(t)) and F2(x1, x2, ω(t)) are the distur-
bance function of the wind turbine system,ω(t) is the external

VOLUME 8, 2020 71789



H. Ren et al.: Variable Pitch ADRC of Wind Turbines Based on BP Neural Network PID

disturbance, F(x, ω(t)) is the total disturbances of the system,
Let Ḟ(x, ω(t)) = H , then formula (62) can be expressed as
follows. 

ẋ1 = x2
ẋ2 = x3 + b0u
ẋ3 = Ḟ(x, ω(t)) = H (x1, x2, ω(t))
ỹ = x1

(66)

where X = [x1, x2, x3]T =
[
θ, θ̇ ,F(x, ω(t))

]T , b0 is a
constant. According to the extended state observer in formula
(49), we know that Z = [z1, z2, z3]T is the estimated value of
X . Let the controlled object in formula (62) track the bounded
input 0, combine the output of the extended state observer
and the nonlinear state error feedback control law to make
the following feedback control.

u =
κ1

b0
(0 − x1)+

κ2

b0
(0̇ − x2)+

1
b0

(0̈ − x3) (67)

where κ1 and κ2 are the parameters of controller.
Let 01 = 0, 02 = 0̇, 03 = 0̈. As 0 = ωref is a constant,

we can obtain 02 = 03 = 0. Let Ei = 0i − xi(i = 1, 2),
εj = xj − zj(j = 1, 2, 3). According to formulas (49) and
(51), the output error of the system and the observation error
of the extended state observer can be obtained as follows.

Ė1 = 0̇1 − ẋ1 = 02 − x2 = E2
Ė2 = 0̇2 − ẋ2 = 03 − x3 − b0u
= −ε3 − κ1(E1 + ε1)− κ2(E2 + ε2)
ε̇1 = ε2 − β1ε1
ε̇2 = ε3 − β2ε1
ε̇3 = H (x1, x2, ω(t))− H (z1, z2, ω(t))− β3ε1

(68)

Let H (x1, x2, ω(t))−H (z1, z2, ω(t)) = G1. We can obtain
G1 = 0 when ε1 = ε2 = 0. Therefore, D =

[
0 0 0 0 0

]
is the equilibrium of the system in formula (68). The param-
eters of the controller can be designed as

[
β1 β2 β3

]
=[

3χ1 3χ2
1 χ3

1

]
and

[
κ1 κ2

]
=
[
χ2
2 2χ2

]
. Then, formula

(68) can be expressed by the following matrix.

Ė = AE + BG1 (69)

where

E =
[
E1 E2 ε1 ε2 ε3

]T
,

A =


0 1 0 0 0
−χ2

2 −2χ2 −χ2
2 −2χ2 −1

0 0 −3χ1 1 0
0 0 −3χ2

1 0 1
0 0 −χ3

1 0 0

 ,
B =

[
0 0 0 0 1

]T
.

The eigenvalues of matrix A is as follows.∣∣∣λ̃I − A∣∣∣ = (λ̃+ χ2)2(λ̃+ χ1)3 (70)

We can obtain λ̃1 = λ̃2 = −χ2, λ̃3 = λ̃4 = λ̃5 = −χ1.

Then

J =


−χ2 1 0 0 0
0 −χ2 1 0 0
0 0 −χ1 1 0
0 0 0 −χ1 1
0 0 0 0 −χ1

 (71)

The eigenvectors of matrix A are calculated as follows.

P =



1 0 1 2 3
−χ2 1 4 5 6

0 0
1

χ2
1

−
1

χ3
1

0

0 0
2
χ1

−
1

χ2
1

−
1

χ3
1

0 0 1 0 0


(72)

where

f1 = −
χ2
2 + χ

2
1 + 4χ1χ2

χ2
1 (χ2 − χ1)

2
, f2 =

χ2
2 + χ

2
1 + 4χ1χ2

χ1(χ2 − χ1)2
,

f3 =
χ3
2 + 3χ2

2χ1 + 6χ2χ2
1 + 2χ3

1

χ3
1 (χ2 − χ1)

3

f4 = −
2χ3

2 + 6χ2
2χ1 + 3χ2χ2

1 + χ
3
1

χ2
1 (χ2 − χ1)

3

f5 = −
9χ2

2 + 6χ2χ1 + 3χ2
1

χ2
1 (χ2 − χ1)

4

f6 =
χ4
2 + 2χ3

2χ1 + 12χ2
2χ

2
1 + 2χ2χ3

1 + χ
4
1

χ3
1 (χ2 − χ1)

4
.

The inverse of matrix P is as follows.

P−1 =



∗ ∗ ∗ ∗
6χ2

1 + 12χ2χ1
(χ2 − χ1)4

∗ ∗ ∗ ∗
3χ2

1 + 3χ2χ1
(χ2 − χ1)3

∗ ∗ ∗ ∗ 1
∗ ∗ ∗ ∗ χ1
∗ ∗ ∗ ∗ χ2

1


(73)

Since only the last column of the inverse matrix P−1 is
needed for subsequent calculations, no other terms of the
inverse matrix are given here.

Define a matrix as

M =
[
}1 }2 }3 }4 }5

]T (74)

Transform matrix E = PM , then G1 ≤ Lh ‖P0M‖.
where Lh is the Lipschitz constant,

P0 =


0 0

1

χ2
1

−
1

χ3
1

0

0 0
2
χ1

−
1

χ2
1

−
1

χ3
1

 .
Then

Ṁ = JM + P−1BG1 (75)
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where

P−1B =



6χ2
1 + 12χ2χ1
(χ2 − χ1)4

3χ2
1 + 3χ2χ1

(χ2 − χ1)3
1
χ1

χ2
1


,

}̇1 = −χ2}1 + }2 +
6χ2

1 + 12χ2χ1
(χ2 − χ1)4

G1,

}̇2 = −χ2}2 +
3χ2

1 + 3χ2χ1
(χ2 − χ1)3

G1,

}̇3 = −χ1}3 + }4 + G1, }̇4 = −χ1}4 + }5 + χ1G1,

}̇5 = −χ1}5 + χ2
1G1.

According to the above inference, a Lyapunov function can
be constructed as follows.

Vly =
1
2
(2χ2}1 + }2)2 + (

1
2
+ 2χ2

2 )}
2
2

+
χ2

2χ1
(2χ2}3 +

χ2

χ1
}4 +

χ2

2χ2
1

}5)2

+
1
2
(

√
χ3
2 (1+ 4χ2

1 )

χ3
1

}4

+

(1+ 2χ2
1 )
√
χ3
2χ1(1+ 4χ2

1 )

χ3
1 (1+ 4χ2

1 )
}5)2

+
1
2
(
χ3
2

4χ5
1

+
4χ3

2

χ1
+

2χ3
2 (1+ 2χ2

1 )

(1+ 4χ2
1 )χ

3
1

)}25 (76)

Then

V̇ly = −4χ3
2 [(}

2
1 + }22 + }23 + }24 + }25)

−
12χ2

1χ2 + 27χ1χ2
2 − 3χ3

1

2χ2
2 (χ2 − χ1)

4
G1}1

−
6χ2

1χ2 + 15χ2
2χ1 + 6χ1χ4

2 − 3χ3
1 − 6χ3

1χ
2
2

2χ3
2 (χ2 − χ1)

4
G1}2

−
7

4χ1
G1}3 −

11+ 12χ2
1

8χ2
1

G1}4

− (
1+ 5χ2

1 + 5χ4
1 + 4χ6

1

χ3
1 (1+ 4χ2

1 )
)G1}5] (77)

According to Cauchy inequality (
n∑
i=1

a2i )(
n∑
i=1

b2i ) ≥

(
n∑
i=1

aibi)2, the following formula (78) can be obtained.

12χ2
1χ2 + 27χ1χ2

2 − 3χ3
1

2χ2
2 (χ2 − χ1)

4
G1}1

+
6χ2

1χ2 + 15χ2
2χ1 + 6χ1χ4

2 − 3χ3
1 − 6χ3

1χ
2
2

2χ3
2 (χ2 − χ1)

4
G1}2

+
7

4χ1
G1}3 +

11+ 12χ2
1

8χ2
1

G1}4

+ (
1+ 5χ2

1 + 5χ4
1 + 4χ6

1

χ3
1 (1+ 4χ2

1 )
)G1}5 ≤ -λ

√
G2
1M

2

≤ Lh -λ ‖P0‖M2 (78)

where

-λ =
√
`21 + `

2
2 + `

2
3 + `

2
4 + `

2
5,

`1 =
12χ2

1χ2 + 27χ2
2χ1 − 3χ3

1

2χ2
2 (χ2 − χ1)

4
,

`2 =
6χ2

1χ2 + 15χ2
2χ1 + 6χ4

2χ1 − 3χ3
1 − 6χ3

1χ
2
2

2χ3
2 (χ2 − χ1)

4
,

`3 =
7

4χ1
, `4 =

11+ 12χ2
1

8χ2
1

,

`5 =
1+ 5χ2

1 + 5χ4
1 + 4χ6

1

χ3
1 (1+ 4χ2

1 )
.

Then

V̇ ≤ −4χ3
2 (1− Lh -λ ‖P0‖)M

2 (79)

It is easy to see that V is positive definite, and when
formula (80) is established, V̇ is negative definite.

Lh -λ ‖P0‖ < 1 (80)

Therefore, according to the Lyapunov theorem, the closed-
loop system of in formula (75) is stable, which is lim

t→∞
M (t) =

0. Then, lim
t→∞

PM (t) = 0 and lim
t→∞

E(t) = 0. So give any
initial value, it will meet lim

t→∞
ỹi = 0i(i = 1, 2) and lim

t→∞
xj =

zj(j = 1, 2, 3). So the extended state observer can well track
the system input and estimate the system state, making the
system output converge. For a given wind speed V and rotor
speed ωref , the extended state observer is stable.
In addition, we also adopt continuous step wind speed to

verify the stability of the compound controller.

IV. SIMULATION RESULTS AND ANALYSIS
A 3MW wind turbine pitch control system was simulated by
MATLAB/Simulink software to verify the effectiveness of
the proposed control algorithm. The research in this paper is
mainly for the area above the rated wind speed, whose goal
is to minimize the fluctuation of the rotor speed and keep the
output power at the rated value. The simulation experiment
of wind turbine pitch control is carried out in step wind speed
and random wind speed, respectively. The step wind speed
is shown in FIGURE 5. (a), and the random wind speed is
shown in FIGURE 9. (a).

A. STEP WIND SPEED TEST
The ESO in the active disturbance rejection controller can
observe and estimate system state variables, derivatives of
state variables, and total system disturbances. It can be known
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FIGURE 5. (a) Step wind speed; (b) The actual value and estimated value of rotor speed; (c) The estimated error of ESO on rotor speed; (d) The
estimated value of the derivative of system state variable; (e) The estimated total disturbances of the system.

from formula (49) that z1 is an estimated value of the state
variable rotor speed for the ESO, which is an estimated value
of the rotor speed, z2 is an estimated value of the derivative
of the state variable, z3 is an estimated value of the total
disturbance for the system, ε is the value of the estimated error
of the system state variable. FIGURE 5. (b) is a comparison
between the actual rotor speed of the wind turbine and the
estimated rotor speed in the ESO. FIGURE 5. (c) is the
deviation of the rotor speed estimated by the ESO. FIGURE
5. (d) is the estimated value of the derivative of the system

state variable. FIGURE 5. (e) is the total disturbances of the
system estimated by the ESO.

To verify the response speed, overshoot and dynamic per-
formance of the system in the step wind speed shown in
FIGURE 5. (a), the wind turbine pitch angle variation curve,
rotor speed variation curve and output power variation curve
are obtained, respectively. From FIGURE 6. (a) to FIGURE
6. (c) that compared with the PID and BP-PID pitch control
algorithms, we can know that the ADRC-BP-PID pitch con-
trol algorithm proposed in this paper canmake the rotor speed
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FIGURE 6. (a) Pitch angle; (b) Rotor speed; (c) Output power.

and output power have the smallest fluctuation range, fastest
stability, strongest anti-interference ability, and best dynamic
performance.

Under the condition of the step wind speed shown in
FIGURE 5. (a), the rotor speed total fluctuations contrast
diagram and the output power total fluctuations contrast dia-
gram among the PID, BP-PID andADRC-BP-PID controllers
can be obtained, as respectively shown in FIGURE 7. and
FIGURE 8. FIGURE 7. shows the total fluctuations of rotor
speed in periods 0 to 8 seconds, 20 to 28 seconds, 40 to 48 sec-
onds, respectively. FIGURE 8. shows the total fluctuations of
output power in periods 0 to 8 seconds, 20 to 28 seconds, 40 to
48 seconds, respectively. It can be seen from FIGURE 7. that
the ADRC-BP-PID pitch controller can reduce the fluctua-

FIGURE 7. The total fluctuations comparison of rotor speed in three
different periods.

FIGURE 8. The total fluctuations comparison of output power in three
different periods.

tions of the rotor speed under the conditions of the wind speed
of 14.5m/s, 15.5m/s, and 16.5m/s. And as shown in FIGURE
8., the proposed ADRC-BP-PID pitch controller can reduce
the output power fluctuations. Therefore, the ADRC-BP-PID
controller has the best control performance.

B. RANDOM WIND SPEED TEST
Under the condition of the randomwind speed shown in FIG-
URE 9. (a), the comparison between the actual rotor speed of
the wind turbine and the estimated value of the rotor speed
in the ESO can be obtained from FIGURE 9. (b). FIGURE 9.
(c) is the deviation of the rotor speed estimated by the ESO.
FIGURE 9. (d) is the estimated value of the derivative of the
system state variable. FIGURE 9. (e) is the total disturbances
of the system estimated by the ESO.

FIGURE 10. (a) to FIGURE 10. (c) are the pitch angle
variation curve, the rotor speed variation curve and the output
power variation curve under random wind speed condition,
respectively. It can be known from FIGURE 10. (a), FIGURE
10. (b) and FIGURE 10. (c) that the ADRC-BP-PID pitch
control algorithm has the smallest overshoot and best stability
in the three different pitch control algorithms. In addition,
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FIGURE 9. (a) Random wind speed; (b) The actual value and estimated value of rotor speed; (c) The estimated error of ESO on rotor speed; (d) The
estimated value of the derivative of system state variable; (e) The estimated total disturbances of the system.

the amplitude of the pitch angle changing is the smallest,
which effectively reduces the fatigue of the pitch actuator
and themechanical abrasion between the components. Simul-
taneously, the wind turbine can extend its service life and
reduce its failure rate. As the amplitude of the pitch angle
changing of the ADRC-BP-PID controller is the smallest,
it has the smallest impact on the rotor speed and output power
characteristics of the system. It can be seen from FIGURE 10.
(b) and FIGURE 10. (c) that compared with the PID and
BP-PID pitch control algorithms, the ADRC-BP-PID pitch

control algorithm has the smallest fluctuations of rotor speed
and output power, which has ideal effect on the amplitude
suppression of the speed and power. The smooth pitching
action reduces the amplitude changing of the output power,
and keeps the speed of the rotor at the rated speed, which
effectively improves the performance of the variable pitch
system of the wind turbine.

Under the action of the random wind speed shown in
FIGURE 9.(a), the rotor speed and output power total
fluctuations contrast diagram among the PID, BP-PID and
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FIGURE 10. (a) Pitch angle; (b) Rotor speed; (c) Output power.

ADRC-BP-PID controllers can be obtained, as shown in
FIGURE 11., in which the unit of rotor speed is rad/s, and
the unit of output power is MW. And the figure shows the
total fluctuations of rotor speed and output power from 0 to
60 seconds, respectively. It can be seen from FIGURE 11.
that the ADRC-BP-PID pitch controller can effectively adjust
the rotor speed, reduce the output power fluctuation, which
enhances the stability of the wind turbine system.

V. CONCLUSION
In the feedback control loop, BP-PID pitch controller cor-
rects the weights of its output layer and hidden layer by BP
neural network self-learning according to the deviation of

FIGURE 11. The total fluctuations of rotor speed and output power under
random wind.

the rotor speed. Thereby, the PID parameters are adjusted
online, and the problem of optimizing the PID parame-
ters is solved. In addition, for the various uncertain distur-
bances and mechanical component parameter changing in the
actual wind farm, an active disturbance rejection controller
is designed to compensate the BP-PID pitch controller. The
active disturbance controller can effectively estimate and
compensate the system state variables and system distur-
bances. According to the state error, the ADRC can config-
ure the nonlinear structure to replace the linear weight sum in
the PID control and further form a nonlinear state error feed-
back control law to realize the compensation for the BP-PID
pitch controller. The pitch control algorithm proposed in this
paper can reduce the amplitude of the pitch angle changing
and improve the response speed. Therefore, the performance
of the wind turbine pitch control system is improved.
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