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ABSTRACT Under confrontational environment, individual can impersonate others by wearing masks or
other skills to conceal real identity, which brings enormous challenges to physical identity recognition.
Moreover, massive fake attributes seriously threaten identity management. Aiming at the existence of fake
attributes during multimodal identification, we propose a novel method to detect fake attributes and compute
real identity for security of systems. Most previous methods focused on the differences about features
between fake and normal attributes, but each method generally targeted one type of fake attribute, and the
results decreased a lot with unknown attacks. In this paper, we first explore the essential differences of
data distribution caused by natural and human behaviors, then with order-of-consensus-calculation based
on the differences, fake attributes are detected by analyzing the rank of consensus identity in recognition
results, finally maximum-consensus-calculation is applied to compute real identity for evaluating detection
performance. Experimental results on face, fingerprint, and voiceprint demonstrate that the proposed method
can detect fake attributes effectively, which has a higher accuracy, and the accuracy of identity recognition
is increased obviously by about 13.20% with forgery detection. The additional experiments further confirm
the feasibility of the proposed method with increase of fake attributes. Furthermore, the proposed method
can deal with different kinds of attacks, even with unknown attacks, and it is also significant to improve the

security of identification with complex environment.

INDEX TERMS Fake attributes, natural and human behaviors, forgery detection, identification.

I. INTRODUCTION

The widespread use of biometric identification systems
is severely limited by security threats arising from fake
attributes [1], such as face masks [2], altered fingerprints [3].
Generally, individual can easily conceal real identity with
fake attributes to evade identification systems, even if for
multimodal systems. However, the use of fake attributes does
not require advanced technical skills. Fig. 1 shows examples
of fake attributes during recognition. Besides, some related
events also happened, in December 2009, a woman success-
fully evaded the Japanese Immigration Automated Finger-
print Identification System (AFIS) by surgically swapping
the fingerprint of her left and right hands, when arrested the
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FIGURE 1. Examples of fake attributes during recognition. (a) Fake face
with 3D mask. (b) Altered fingerprint, transplanted friction ridge skin
from sole. (c) Switched finger by surgery.

G

scars on her hands made the police suspicious [4]. According
to the report, financial losses due to fake identity reached to
around 1.3 billion pounds each year in UK [5]. Such behavior
is intentionally committed, which poses huge difficulty in
computing real identity. Moreover, with the development of
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technology, the challenges for recognition are more severe,
so some measures should be considered for solving fake
attributes to improve security of systems.

Aiming at the causes of wrong recognition results in
identification systems, we attribute them to two types, nat-
ural and human behaviors. For natural behavior, it mainly
refers to recognition defects and other inevitable reasons,
we can only improve technology to reduce the impact on
recognition results. For example, when environment changes
or acquired attributes with low quality, the recognition results
may be wrong due to recognition defects, this kind of error
is produced without human interference, and we call it as
natural behavior. For human behavior, it mainly refers to
malicious attacks, such as using masks to deceive face recog-
nition system, this kind of error is produced with human inter-
ference, and we call it as human behavior. In real scenarios,
criminals may forge their identity attributes with some skills,
in addition, due to recognition defects, both will cause wrong
results. In order to obtain real identity better, it is necessary to
explore the differences between natural and human behaviors
to detect fake attributes.

According to the analysis of the challenges and trends
during identity recognition [6], [7], the trusted algorithms
may focus on the following three key elements: the first is
accurate, it means the method should acquire more accurate
results when the first choice is not real identity; the second
is robust, which means the algorithm should be less affected
by external conditions such as environment changes, and
it can provide more strong performance; the third is anti-
attack, which shows the algorithm should be able to resist
malicious attacks. Overall, the first two elements correspond
to natural behaviors, and the last one corresponds to human
behaviors.

In this work, aiming at the existence of fake attributes,
we focus on the following topic: during recognition, when we
acquire multiple attributes of an unknown person, in which
may contain fake attributes, and the goal is to compute real
identity. In actual applications, forging large-scale attributes
is relatively hard, so we first study the problem with less than
49% of fake attributes. Due to natural behaviors, the recog-
nition results may be wrong with normal attributes, and the
experimental results show that majority voting [8] could not
obtain better performance, so we need to study new methods
to solve fake attributes and obtain real identity.

To date, despite a number of existing approaches are
designed to detect fake attributes, most of them exploit the
differences about features between fake and normal attributes
[2], [9], and one method usually adapts only one kind of
attack, besides, the detection performance decreases obvi-
ously with unknown attacks. In this paper, given that fake
attributes seriously affect the accuracy of identification, we
attempt to explore the differences between natural and human
behaviors, and detect fake attributes with data analysis in
multi-modal to make up for the shortcomings of previous
methods, rather than improving the recognition accuracy of
single attribute.
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The major contributions of this paper can be summarized
as follows:

1) We analyze the causes of wrong identification results
and attribute them to the essential differences between
natural behavior and human behavior, then propose to
use proximity relationship to describe the differences
of two behaviors;

2) The proposed method can detect different types of
fake attributes, even with unknown attacks. Since we
analyze the differences between two behaviors with
data analysis instead of exploiting the differences about
features between fake and normal attributes to detect
fake attributes, so the proposed method can deal with
different types of attacks.

The rest of the paper is organized as follows. Section II
provides some approaches about detecting fake attributes.
In section III, we introduce our method in detail. Section IV
shows the experiments and some necessary analysis. Finally,
section V concludes the paper.

Il. RELATED WORK

Identity attributes define who you are or any quality that you
display that can be used to distinguish you from the other
person. For biometric systems, an attacker can change his
only one or a subset biometric traits to successfully evade
identification systems [1], which threatens the security of
identity recognition. Most researchers have already studied
forgery detection in biometrics, with analysis of previous
work, most of them addresses presentation attack detection,
a brief review is given in this section.

A. TRADITIONAL FEATURE BASED METHODS

For visible spectrum images, several approaches such as
detecting motion patterns [10], color texture, and histogram
based methods in different color space and variants of
LBP in color images [11], have shown good performance.
Tan et al. [12] considered the task as a binary classification
problem and proposed two strategies to extract the essential
information about different surface properties of fake and
real face, the results showed that the method could obtain
preferable performance. For AFIS, individual could alter fin-
gerprints easily by plastic surgery to access automatic border
control. Feng et al. [13] presented that traditional image qual-
ity assessment software (e.g., NFIQ) cannot always detect
altered fingerprints, they extracted features from ridge ori-
entation field and used SVM to detect altered fingerprints.
Yoon et al. [9] improved the method with a combination of
orientation field and minutiae distribution, the results showed
the feasibility of proposed approach in detecting fake finger-
prints. Galbally et al. [14] presented a software-based fake
detection method, they extracted 25 general image quality
features to discern legitimate and imposter samples, and
tested on fingerprint, iris, and 2D face databases, and acquired
better performance. Raghavendra and Busch [15] proposed
a detection scheme based on multi-scale binarized statistical
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image features and linear support vector machines to detect
fake iris. Biggio et al. [1] proposed a statistical meta-model of
face and fingerprint presentation attacks that characterized a
wider family of fake score distributions, the results achieved
reliable performance even under never-before-seen attacks.
Sanchez-Reillo et al. [16] proposed the fusion of the number
of strokes and signing time to detect fake signatures, the error
rate lowered from about 20% to below 3% under operational
conditions.

B. DEEP LEARNING BASED METHODS

With development of the technology, the methods based on
traditional features to distinguish fake and real attributes
performed not well, some researchers have reported good
results using convolutional network (CNN). Yang et al. [17]
used deep CNN to learn features of high discriminative
ability in a supervised manner, and obtained good results
on CASIA and Replay-Attack datasets. Menotti et al. [18]
proposed a method based on two deep learning approaches,
the first consisted of learning suitable convolutional network
architectures for each domain, and the second focused on
learning the weights of the network via back propagation,
the results on iris, face and fingerprint showed the method
could detect fake attributes well. Gan et al. [19] proposed
a 3D CNN based approach, which utilized the spatial and
temporal features of the video, and obtained good results.
Atoum et al. [20] proposed a two-stream CNN method for
2D presentation attack detection by combining a patch-based
model and holistic depth maps, and achieved better perfor-
mance on CASTIA-FASD, MSU-USSA, and Replay-Attack
datasets. Manjani et al. [21] showed that individual could
portray another identity easily with the help of masks, they
proposed a novel multilevel deep dictionary learning-based
algorithm to detect attacks. Shao et al. [22] presented a novel
method based on deep convolutional dynamic texture learn-
ing to learn robust dynamic texture information from fine-
grained deep convolutional features, the approach achieved
an AUC (Area Under Curve) score of 99.99% in the 3DMAD
dataset.

C. MULTI SPECTRUMS BASED METHODS

In general, most of methods based on visible spectrum try
to detect the subtle differences in image quality when recap-
tured. However, the methods could fail as the counterfeiting
improves, so some workers have suggested using multi-
spectral to deal with this issue. Raghavendra et al. [23] pro-
posed a method to detect attack using multiple spectral bands,
they used different bands for complementary information and
observed a wavelet-based feature level fusion and a score
fusion methodology, and achieved better performance with
score fusion. Agarwal et al. [2] exploited some experiments
to present the effectiveness of face masks in obfuscating
one’s own identity, and the performance of face recognition
dramatically decreased with an equal error rate (EER) of
44.9%. They observed that RDWT and Haralick features in
the thermal spectrum demonstrated the highest performance
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FIGURE 2. Flow chart of the proposed method.

for detecting face masks. Liu and Kumar [24] investigated
a multispectral approach to detect face masks, they used
two sensors to acquire real and masks faces under visible
and near infrared, and the results showed that near infrared
based imaging 3D face masks offered superior performance
compared to visible illumination. Raghavendra ef al. [25]
presented a new approach based on using spectral signatures
obtained from a spectral camera operating in eight narrow
spectral bands across the visible and near infrared spectrum to
detect fake faces. George et al. [26] proposed a multi-channel
CNN-based approach for attack detection, they captured
data images under color, depth, near-infrared and thermal
four different channels, and obtained better results with
an ACER of 0.3% compared to feature-based approaches.
Tolosana et al. [27] presented a method by acquiring four
short wave infrared spectrums, they combined both hand-
crafted and deep learning features to detect fake finger-
prints, and results showed that the detection error rate as
low as 1.35%.

Nonetheless, several problems are existed in previous
work: (1) as the quality of attack instruments improves,
it becomes difficult to discriminate real and fake attributes
only under single spectral conditions. The trend of existing
methods is to add more channels for acquiring more infor-
mation, so the capture devices will become more and more
complicated; (2) one detection approach is usually suitable
for one type of attack, when another attack comes, the detec-
tion accuracy of the original method decreases a lot; (3) when
a new type of attack (unknown attack) occurs, the perfor-
mance of existing methods decreases obviously. In this paper,
based on above problems, we extend our research to multi-
modality, and analyze the essential differences between nat-
ural and human behaviors to discern fake and real attributes,
and then obtain real identity. The proposed method can deal
with unknown attacks and improve security of recognition
systems.

Ill. PROPOSED METHOD

In this part, a novel method is presented in detail for fake
attributes detection and identity computing, Fig. 2 shows the
procedure of our method. We first introduce some symbol
definitions and then analyze the differences of wrong results
caused by natural and human behaviors, finally use the dif-
ferences to detect fake attributes and compute real identity.

78903



IEEE Access

Y. Zhang et al.: Fake Identity Attributes Detection Based on Analysis of Natural and Human Behaviors

In multimodal identification system, we have collected N
identity attributes of S known identities, and utilize a, b, ...,
n and O1, O3, ..., Os to represent different attributes and
identities respectively. Under confrontational environment,
supposing we have collected N attributes of an unknown
person for identity recognition, in which may contain fake
attributes. We first solve the problem: the number of fake
attributes M satisfies the condition M < 49%N. When the
recognition algorithms are accurate enough, we find that it
is simple to detect fake attributes and obtain real identity
with majority voting method [8]. However, the performance
is not well with experiments, so it is necessary to propose new
methods for detecting fake attributes to improve the accuracy
of identification. Moreover, we also make experiments with
increase of the number of fake attributes to show whether the
proposed method could work or not.

A. NATURAL AND HUMAN BEHAVIORS

To begin the procedure, we introduce the natural and human
behaviors first. During recognition, the cause of wrong recog-
nition results can be divided into two types, caused by natural
and human behavior. For natural behavior, it mainly means
the external factors that cannot be changed by human, such
as illumination and posture changes; while for human behav-
ior, it mainly refers to malicious attack, such as attackers
use masks or other skills to deceive identification systems.
In order to analyze the essential causes of wrong recognition
results, we use proximity relationship to describe the differ-
ences of two behaviors, which can be expressed as the wrong
results caused by natural behavior have proximity relation-
ship, whereas caused by human behavior do not have prox-
imity relationship. More generally, when the wrong result is
caused by natural behavior, the first identity in the result is
similar to the real identity; while the wrong result is caused
by human behavior, the first identity in the result is dissimilar
to the real identity. In the experimental part, we will design
experiments to show the proximity relationship, with some
necessary calculations and analysis, the results can clearly
illustrate the differences between two behaviors.

B. IDENTITY RECOGNITION

The purpose of this step is to obtain identity for each attribute,
we reuse the algorithms in literature for implementation
directly. Due to proximity relationship, we choose top K of
identities in result, and it is obtained by comparison with
distances between unknown attribute and known identities,
recorded as R; = {01, O3, O, ..., Og}, where K<S,i = a,
b, ..., n, and O, represents one identity, j = 1, 2, ..., S. The
identity in R; is in order, such as the result is R, = {03, O1,
..., O4}, the first identity is O3 and secondary choice is O
of attribute b. The result of each attribute is expressed like
R;. In experiment, face, fingerprint, and voiceprint are used to
illustrate the method. We use a, b, c and R, Ry, R, to indicate
three attributes and corresponding recognition results. Next
brief descriptions are given as follows:
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For face, the open dlib deep learning library is used.
Given an image, 68 facial landmarks are detected using DLIB
implementation of Kazemi and Sullivan’s [28] ensemble of
regression trees method, then the image is normalized and
passed to a network with a total of 27 convolution layers, and
it is a version of ResNet-34 [29] with a few layers removed.
The 128-dimensional output is used as feature vector, during
training is fed into a fully connected layer with a structured
metric loss. The result is obtained by calculating the distance
between the feature vectors. SURF [30] descriptor is applied
for fingerprint, first SURF is utilized to extract features with
training data, then the same feature is extracted and calculated
matching scores with known features with FLANN, and the
result is acquired by the rank of scores [31]. Similar to finger-
print, MFCC and LPC are combined linearly for voiceprint
recognition, DTW [32] is used to compute distances between
two samples, and the result is obtained by the rank of dis-
tances.

C. ORDER-OF-CONSENSUS-CALCULATION

In order to make better use of the differences between natural
and human behaviors, we will further explain the proxim-
ity relationship. Due to the different proximity relationship,
the appearance of identity in results R; will show different
features. For normal attributes, due to the accuracy of recog-
nition method cannot reach 100%, the first identity in R; may
not be the real identity, but the real identity will appear in
R; generally. Such as for normal attribute a of identity Oq,
the result is R, = {03, O1, O7, ..., O4} with recognition,
it can be seen that the first identity is O3 rather than real
identity Oj.

In this case, the wrong result is mainly caused by natural
behavior due to O3 and O; are similar in attribute a level,
but the real identity O; also appears in the second position
in R,. While for human behavior, supposing that an attacker
O attempts to impersonate others (such as identity O4) by
malicious attack with face masks, usually O4 and O are
very dissimilar in face attribute level, otherwise O cannot
conceal his real identity, so the real identity will not appear
in R;. As correct rate at top choices drops, secondary choices
often contain important information [33], so in our method,
we use the sequence R; to represent the result instead of only
using the first identity in R;. Based on this, for better mine the
information in R;, order-of-consensus-calculation is proposed
to obtain consensus identity. The description is as follows:

For algorithm 1, the consensus value utilizes the number of
identity in R; to represent, and the consensus means that the
algorithm should meet some conditions when it ends. In the
above steps, O; refers one identity, and d is used to record
consensus identity and consensus value. The identity is used
to record the calculation results, which contains consensus
identity and consensus value. The purpose of step 7 is to avoid
the appearance of multiple consensus identities. When the
algorithm goes to end at step 2, it means that the consensus
identity is not found, we ignore this situation in experiments
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Algorithm 1 Order-of-Consensus-Calculation
Input: R;, N, S,K,i=a,b,...,n
Output: identity, order
1: Initialize consensus identity and value with d[0;] = 0,
j=12,...,8, set flag = false, order = 1, identity = {}
2: while flag = false and order < K do
3: Update d by traversing R; in order for each attribute
if identity of current order in R; is O,
then d[0;]<« d[0;]+1
4: Traverse d
if exists identity O, satisfies d[O;] > N /2
then record O; and d[0;] in identity = {O;: d[O;]},
set flag = true, O; is considered as consensus identity,
goto step 7
5: Update order, order <— order +1
6: end while
7: Revise identity, keep one identity O; in identity. Consen-
sus identity O; meets:

n
min() _ (0}, R))) (1
i=a
Where r(0j, R;) refers the rank of identity O; in R;, when
Oj does not appear in R;, set (O}, R;)) = §/2
8: Return identity and order

due to it basically does not happen; when happens, fake
attributes are detected with a random number.

With results R;, the purpose of this step is to calculate
consensus identity. For each identity, we set consensus value
with zero first, then traverse R; to update the consensus value
in order. If one identity exists in R;, we increase its consensus
value by one. When the consensus value of one identity is
greater than N/2, the algorithm goes to end. By some neces-
sary analysis, the consensus identity is obtained. Supposing
that the R; is:

R, = {01, 03, 071, O15, O43, 021, O3, O37, O, Os4},
Ry = {018, 04, 023, Os3, O39, Os, Os9, O7, O27, Ogg},
R:. = {02, 033, 03, Oss, 031, O19, Og, Og7, O9g, O72}.

With order-of-consensus-calculation, when calculating to the
third order, we find that the consensus value of identity O3
is equal to 2, which meets the end condition, so the result
is identity = {O3: 2}, order = 3, it shows after third order
calculation, the consensus identity is O3 and its consensus
value is 2.

D. FORGERY DETECTION

Fake attributes are detected with differences of the rank of
real identity in R;. By analyzing the wrong results caused
by natural and human behaviors, with different proximity
relationship, the appearance features of identity in result R;
are different, and we find that the rank of real identity in
R; is obviously different between fake and normal attributes.
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FIGURE 3. The rank of real identity in result R; between fake and normal
attributes. For normal attributes, the rank is small; but for fake attributes,
the rank is relatively large.

In order to show the differences intuitively, experiments are
designed with face attributes, after face recognition with
method in previous section, we calculate the rank of real
identity in R;, Fig. 3 presents the results. It can be seen that for
normal attributes, even if with wrong results, due to the wrong
results caused by natural behavior have proximity relation-
ship, so the rank of real identity is more advanced, as shown
by the blue dots, the values are small; but for fake attributes,
the purpose of the attacker is to conceal their real identity,
so the real identity generally will not appear in result R;, and
then the rank of real identity is relatively large, as shown
by the red dots, they are scattered randomly in the figure,
and the values are big compared to the blue dots. Inspired
by the differences about the rank of real identity in R; caused
by fake and normal attributes, fake attributes can be detected
with suitable parameter. Based on the rank, we consider that
if the consensus identity does not appear in the top p of
R;, the attribute corresponding to R; is considered as fake
attribute, otherwise as normal attribute. And parameter p is
defined as follows:

p = min(order + §, K) 2)

where p is dynamic as the parameter order changes, and
min(-) refers to the function of minimum. The meanings of
parameter § is to control the search range in R;, and it can be
estimated with some analysis. Considering the following two
situations, for normal attributes, when the first choice in R; is
not real identity, the rank of real identity in R; is recorded as a
random variable V,;; for fake attributes, when the real identity
appears in R;, the rank of real identity in R; is recorded as a
random variable V.

V., < order + 6§ 3
Vi > order + 6 (@)
The number of attributes satisfying conditions (3) and (4) are
mutually inhibited, so as to discern fake and normal attributes,

the value of & should satisfy the following conditions: the
ratio of attributes that meets inequalities (3) and (4) should
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TABLE 1. An introduction of the dataset. It includes two types, type one
is from public dataset and paired as real identity randomly; type two is
from volunteers. Each attribute contains five samples.

type face fingerprint voiceprint objects
1 Vggface CASIA speech 300
commands

Each attribute contains 5 samples, and three
attributes are paired as one identity
2 | HIKVISION | URU4000B | Lenovo b690 200

Volunteers, each attribute contain 5 samples

be maximized simultaneously. Like this, the detection effect
will be the best. Generally, based on statistical analysis, the
parameter § can be calculated approximately with mathemat-
ical expectation of V,, and Vy, it can choose a value from the
interval (E(V,), E(Vy)), where E(-) stands for mathematical
expectation of a random variable. In experiments, we use
training data to acquire optimal value of the parameter §.
According to the previous example of R;, we find that the
consensus identity O3 does not appear in Rp, so the attribute
b is considered as fake.

E. MAXIMUM-CONSENSUS-CALCULATION
Maximum-consensus-calculation is utilized to compute the
real identity after forgery detection, it is a variation of
order-of-consensus-calculation. Due to the similarity with
algorithm 1, detailed description of the algorithm is not given
any more, only the different aspects are introduced as fol-
lows. First the input R; is different from algorithm 1, for
maximum-consensus-calculation, it should be removed the
results obtained by fake attributes. For example, when N = 3,
the attribute a is detected as fake with proposed method,
so result R, should be eliminated from R;, it means that
R, is not used with calculation. On the other hand, the end
condition is also different. For algorithm 1, it is that the
consensus value of one identity is greater than N/2; but for
this algorithm, we need to find consensus identities with the
maximum consensus value. Assuming that the number of
fake attributes detected is M, if exists identity O satisfies the
condition (5), the algorithm goes to end.

dl0jl=N-M o)

Then revise identity and keep one consensus identity O}, O; is
considered as real identity; otherwise, the calculation process
need continue until order equals K, then we choose consensus
identities with maximum consensus value, and use the same
revised rule to keep one consensus identity O,, in identity,
finally O,, is recognized as real identity. The revised rule is
same as step 7 of algorithm 1.

The key to maximum-consensus-calculation method is
to record and update consensus value of each identity in
order, the end conditions mainly focus on consensus value,
one is when finding one identity satisfies condition (5); the
other is that finding a consensus identity with the maximum
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consensus value, then real identity will be obtained with anal-
ysis. By using the previous example, attribute b is detected as
fake, so the result R, is removed. With calculation, we find
that the consensus value of identity O3 is equal to 2, the real
identity is O3.

IV. EXPERIMENTS AND RESULTS

In this section, we begin with an introduction of the dataset,
then show several experiments and give necessary analysis
of the results in detail, finally make a discussion about what
these results may inspire us in identification.

A. DATASETS

During experiments, since we need multiple attributes of each
identity, and existing public dataset does not meet our require-
ments, so we build our own dataset to evaluate the effective-
ness of the proposed method. Our dataset contains two types:
one type is gathered from VGG [34], CASIA [35], and speech
commands [36] of public datasets. For each kind of attribute,
we collect about 300 objects, and each attribute contains
five samples, then face-fingerprint-voiceprint are paired as
one unique identity randomly; the other is gathered by about
200 volunteers. All of the volunteers are provided their face,
fingerprint, and voiceprint, for each attribute, five samples are
collected. The dataset contains 500 identities in total, since
our method does not use the relationships of attributes from
one identity, so combining three attributes into one specific
identity in the first type meets our experimental conditions.
In experiments, for each attribute, three samples are used for
training during recognition; the first 200 objects are used to
train the parameters and the remaining are used to evaluate
performance of our method. Fake attributes are generated
by replacement randomly with corresponding attributes of
other objects. For example, we use face of O; to replace O,
the face of O, is fake. The benefit of this is that O, can
impersonate O more realistic, which caused the detection is
more challenging. Besides, it can represent different kinds of
attacks. Therefore, the use of replacement to generate fake
attributes is much better than a specific fake attributes.

B. EXPERIMENTS AND ANALYSIS

1) HYPOTHETICAL TEST EXPERIMENTS

First experiments are designed to verify the proximity rela-
tionship caused by natural and human behaviors. Two pairs
of distances are calculated with face attribute, one is the test
object with its recognition result object (it’s abbreviated as
recognition object in Figs. 4-5), and another is test object
with its real identity object (it’s abbreviated as real object
in Figs. 4-5). The distance is obtained with the Euclidean
distance between face feature vectors in equation (6).

di,v2) =V (v —va)(vy — )T (6)

where vi and v; represent the feature vectors of face images.
In order to illustrate the proximity relationship caused
by natural behavior, we select 100 face images with wrong
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FIGURE 4. An illustration of distance with 100 objects caused by natural
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FIGURE 5. An illustration of distance with 100 objects caused by human
behavior. The distance in blue line is obviously larger than distance in red
line, and the distance increment is about 117% on average, so we think
that the wrong results caused by human behavior do not have proximity
relationship.

results due to recognition defects as test objects to represent
natural behavior, and distance is shown in Fig. 4. With calcu-
lation, we can find that even with wrong recognition results,
the distance in blue line is only about 9% larger than the
distance in red line on average.

In order to illustrate the proximity relationship caused
by human behavior, we choose 100 face images and then
replace randomly with face images from different identity
as test objects to represent human behavior, and the result
of distance is shown in Fig. 5. With F-test, Student’s t test
of mathematical statistics, and necessary analysis, we have
enough confidence to show that the distance in blue line is
obviously larger than the distance in red line, and the average
value is 117% larger.

Comparing two pairs of distances in Figs. 4-5, the distance
distribution caused by two behaviors is significantly different.
As can be seen that the distance increment in Fig. 5 is much
larger than that in Fig. 4, so we make a conclusion that
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FIGURE 6. The change of precision and recall curves with parameter 5.
At the intersection, the values of precision and recall reach maximum
simultaneously, and detection performance reaches optimal.

the wrong recognition results caused by natural behavior
have proximity relationship, but caused by human behavior
do not have proximity relationship. Furthermore, due to the
differences of proximity relationship, we find that the rank
of real identity in result R; is obviously different, and it is
presented in Fig. 3.

2) EVALUATION METRICS
To evaluate the performance of our method, we calculate P,
R, and F'| values [37], the definitions are as follows:

p— number of fake attributes detected correctly 7
N num of fake attributes detected

number of fake attributes detected correctly

R = - . ®)
num of all fake attributes in dataset
Py — 2%xPxR )
"7 PFR

where P indicates whether the fake attributes detected by the
method are accurate, R indicates whether the fake attributes
detected by the method are comprehensive, and F is the
harmonic mean of P and R. So the P, R, and F; values could
better reflect performance of the proposed method.

3) FAKE ATTRIBUTES DETECTION
In order to obtain optimal value of parameter §, we use
200 objects to train with calculation of precision and recall.
Fig. 6 shows the result of precision and recall curves with &
changes, from Fig. 6 we can see that when § is too small, some
normal attributes are detected as fake attributes; but when
§ is too large, some fake attributes are detected as normal
attributes, so it is not reasonable to set § value too larger or
too small, it will directly affect the performance. As shown
in Fig. 6, when 6 equals to the approximate value at the
intersection, the values of precision and recall achieve best at
the same time, and the detection results reach optimal, so the
value of parameter § equals to 8 in the following experiments.
In experiments, we set different situations which contain
different proportions of fake attributes, and fake attributes are
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generated with random numbers for many times. We use Q to
describe the situations:
_ numof objects contain fake attributes
B num of all unknown objects

And Q is set with 0, 1/5, 2/5, 3/5, 4/5 and 1, the process is
repeated several times in order to obtain the average of the
results. Since existing forgery detection methods introduced
in related work use the differences between fake and normal
attributes, so it is not feasible to make comparisons with our
method directly, we only make comparison of performance
with majority voting method. Table 2 shows results with P,
R, and F values, the parameters are with K = 20, § = 8.

(10)

TABLE 2. Performance comparison between proposed method and the
majority voting.

Method Pl% RI% F
Majority voting 71.84 75.24  0.735
Our method 93.38 9391 0.936

Comparing the results in Table 2, it can be seen that the
detection of proposed method performs well, and F value
reaches 0.936; while for majority voting, the performance
drops drastically, because it can only detect a part of fake
attributes, and F'y value is only 0.735. It is apparent from this
table that the proposed method is better than majority voting.

To further verify the effectiveness of our method, we design
experiments which contain only one type of fake attribute.
Table 3 presents the results of P, R, and F; values with
only fake fingerprints are included. From this table, the F|
value of proposed method is 0.917, it is much higher than
0.722 with majority voting, and the detection performance is
increased by about 27% with simple calculation, which also
demonstrates that our method is effective even with a single
type of fake attributes.

TABLE 3. Performance comparison between proposed method and the
majority voting when only fake fingerprints are included.

Method P/% R/% F
Majority voting 70.34 7412 0.722
Our method 91.25 92.06 0.917

In order to make comparisons with some approaches in
section II, we calculate the same metrics of APCER, BPCER,
and ACER with definitions in [27], the results are as follows:
with proposed method, APCER is about 5.4%, BPCER is
about 2.0%, and ACER is about 3.7%. According to results
of the methods listed in [26], our method has a lower APCER
compared to most methods, the value of BPCER is only
much larger than some methods, it shows that the system
with our method is more security, and ACER is also very
competitive with other methods. Due to slight differences
with our research issue, we cannot only compare the absolute
values directly. From above comparisons, we know that the
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performance of our method has been very good overall, and
it can deal with different types of attacks, even with unknown
attacks and also obtain real identity with fake attributes.

To compare the detection performance directly between
majority voting and proposed method, the ROC (Receiver
Operating Characteristic) curve is shown in Fig. 7. True
positive rate (TPR) represents the proportion of the number
of fake attributes detected correctly in the number of fake
attributes in dataset, false positive rate (FPR) indicates the
proportion of the number of fake attributes detected wrongly
in the number of normal attributes in dataset. The formulas

are as follows:

TP
TPR = —— (11)
TP + FN
FP
FPR = —— (12)
FP+ TN

In our paper, TP indicates the number of fake attributes
predicted as fake attributes, and FN represents the number of
fake attributes predicated as normal attributes; FP indicates
the number of normal attributes predicated as fake attributes,
and TN represents the number of normal attributes predicated
as normal attributes.

As Fig. 7 shows, there is a significant difference between
the two line. The AUC (Area Under Curve) can illustrate
the effect of different method. From this figure, the AUC
of our method is 0.947, while the majority voting method is
only 0.835. With comparison, it can be seen that the effect
of proposed method is better than majority voting. Under
complicated situation, the performance of majority voting
decreases obviously, because it can only detect a part of fake
attributes, while the proposed method can effectively detect
fake attributes.

Moreover, we also make some analysis about the detec-
tion results. In experiments, fake attributes are generated
by replacement randomly. By analyzing the wrong detec-
tion results, it shows that about 74% is mainly caused by
unreasonable replacement, such as an attacker O attempts
to impersonate O, with mask, while O and O, are similar
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originally at face attribute. So in real scenarios, our method
will obtain much better performance.

4) REAL IDENTITY COMPUTING

To further evaluate the effectiveness and necessity of forgery
detection during recognition, the real identity of unknown
person is acquired to compute the accuracy of identity recog-
nition. Based on the above experiments, we compute real
identity with maximum-consensus-calculation after forgery
detection. The results are listed in Table 4. It can be seen
that the recognition accuracy increases about 13% with the
proposed method, and also shows the importance of forgery
detection during recognition.

TABLE 4. Accuracy of identity recognition after forgery detection.

Method Accuracy/%
Without forgery detection 82.39
Ours 95.57

Corresponding to the results in Table 3, we also com-
pute real identity with only fake fingerprints are included,
the results are presented in Table 5. From this table, we can
see that our method can still get better results with single fake
attributes.

As can been seen from Tables 4-5, while without forgery
detection, we combine the recognition results of each
attribute in decision level with majority voting to obtain real
identity, the accuracy is only about 80%, which confirms that
fake attributes seriously affect the accuracy of recognition.
But with proposed method, the accuracy of real identity is
about 95%, which improves a lot. In identification systems,
it is relatively easy to forge attributes to conceal real identity,
with proposed method, we can also obtain real identity even
with the existence of fake attributes. Under confrontational
environment, forgery detection may play an important role in
computing real identity with the existence of fake attributes,
and it can also improve the security of recognition systems.

TABLE 5. Accuracy of identity recognition after forgery detection when
only fake fingerprints are included.

Method Accuracy/%
Without forgery detection 78.36
Ours 95.12

5) ADDITIONAL EXPERIMENTS

Furthermore, we extend the attributes to four types with iris,
and iris is gathered from CASIA dataset, and set the condition
with M = 50%N to investigate the performance of our
method. We modify the condition in step 4 of algorithm 1 with
d[O;] = N /2, and obtain consensus identity. Table 6 shows
the P, R, and F; values with increase of fake attributes,
since the proportion of fake attributes is equal to 50%, so the
results of majority voting are not given any more in the table.
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TABLE 6. Performance comparison between proposed method and the
majority voting with increase of fake attributes.

Method P/% R/% F,
Majority voting / / /
Our method 90.08 84.82 0.874

The F of our method is 0.874, it can be compared with the
data in Table 2, despite the performances decrease slightly,
the results also provide further support for forgery detection
with the proportion of fake attributes increases. For further
study, we will explore what conditions that the number of fake
attributes should meet under calculation can be realized, and
study methods for fake attributes detection.

C. DISCUSSION

Overall, these results indicate that the proposed method per-
forms better than majority voting, the main cause is as fol-
lows: for majority voting, it focuses on the first identity in
recognition result to calculate real identity. When the first
identity in R; is not real identity caused by natural behavior,
the consensus identity cannot be obtained correctly, so the
detection effect decreases obviously; while for proposed
method, we choose top K identities in the result instead
of only relying on the first identity. As the first identity is
incorrect caused by natural behavior, based on differences
of proximity relationship caused by two behaviors, it could
also obtain consensus identity with top K identities by using
order-of-consensus-calculation, therefore fake attributes can
also be detected correctly. In summary, our method is better
than majority voting.

With above results, one interesting finding is that the
differences of proximity relationship caused by natural and
human behaviors, and maybe this finding is particularly use-
ful in solving fake attributes during identification. As shown
in Tables 2-3, it can be seen that the proposed method is
better than majority voting. The method can also deal with
different kinds of fake attributes, even with unseen attacks,
it can still work and obtain better performance. Interestingly,
our method is effective with a single kind of fake attributes,
which means that it may provide a new solution for single
fake attributes detection. Comparing the results in Tables 4-5,
it shows the significance of forgery detection in identification.
The results in Table 6 illustrate the feasibility of detection
with the proportion of fake attributes increases. Most impor-
tantly, the results of differences between natural and human
behaviors are vital to understand the process of recognition.
To sum up, these results mean that the real identity could
also be obtained better with existence of fake attributes under
confrontational environment.

In conclusion, we attempt to analyze the causes of errors
in recognition results, and summarize them as the differ-
ences between natural and human behaviors. In real life,
we may use the two behaviors to solve practical problems.
For example, in criminal investigation, we need to identify the
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suspect quickly. Supposing that in the information obtained
at the scene, we find that the video is covered by a 3D face
mask, and fingerprint extracted from the scene is blurred, and
other evidence information may also with low quality. During
identification, the results acquired by face and fingerprint
may be wrong due to natural and human behavior, which
will bring difficulties in determining real identity of suspect
for law enforcement agency, so it is critical to realize the
differences of wrong results caused by two behaviors. Based
on the concepts proposed in this paper, we could analyze the
differences of proximity relationship caused by the wrong
results, and detect fake attributes and obtain real identity
of the suspect. Therefore, it is significant to explore the
essential differences between natural and human behaviors,
with understanding of the differences, we can better detect
fake attributes to further improve the security of identification
systems.

V. CONCLUSION

Aiming at the existence of fake attributes during iden-
tity recognition, a novel method is proposed for detecting
fake attributes and computing real identity in this paper.
We start by exploring the wrong results caused by natu-
ral and human behaviors, and use proximity relationship to
show the differences between two behaviors, by analyzing
the rank of real identity, order-of-consensus-calculation is
presented to detect fake attributes, and experimental results
on dataset demonstrate that our method can obtain better
performance compared to majority voting method. More-
over, maximum-consensus-calculation is used to calculate
real identity, the accuracy improves a lot, which indicates
that the method has possessed the robustness to obtain real
identity while with existence of fake attributes. More impor-
tantly, the proposed method can detect different kinds of fake
attributes, even with unknown attacks, instead of one special
attack.

Further research should be focused on the boundary of fake
attributes with expansion of the types of attributes. As the
proportion of fake attributes increases, we will verify the
effectiveness of proposed method, and investigate in what
conditions forgery detection can be achieved, and study novel
methods further for improving the security of identity recog-
nition systems under complicated environment.
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