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ABSTRACT Accurate lung segmentation in chest Computed Tomography (CT) scans is a challenging
problem because of variations in lung volume shape, susceptibility to partial volume effects that affect thin
antero-posterior junction lines, and lack of contrast between the lung and surrounding tissues. To address
the need for a robust method for lung segmentation, we present a new method, called Pixel-based two-Scan
Connected Component Labeling-Convex Hull-Closed Principal Curve method (PSCCL-CH-CPC), which
automatically detects lung boundaries, and surpasses state-of-the-art performance. The proposed method
has two main steps: 1) an image preprocessing step to extract coarse lung contours, and 2) a refinement
step to refine the coarse segmentation result on the basis of the improved principal curve model and the
machine learning model. Experimental results show that the proposed method has good performance, with
a Dice Similarity Coefficient (DSC) as high as 98.21%. When compared with state-of-the-art methods, our
proposed method achieved superior segmentation results, with an average DSC of 96.9%.

INDEX TERMS Automatic lung segmentation, chest CT scans, principal curve, closed principal curve
method, machine learning.

I. INTRODUCTION
Various lung diseases cause millions of deaths and hospital-
izations worldwide [1]. Early diagnosis, assisted by the wide
use of lung scans tomonitor and analyse organs, can lower the
death rate [2]. Accurate lung segmentation is often performed
as a necessary stage of quantitative lung image analysis
because it is important for identifying and diagnosing lung
diseases early [3]. Therefore, researchers have increasingly
paid attention to lung segmentation and have proposed sev-
eral methods for lung segmentation in recent years [4], [5].

The associate editor coordinating the review of this manuscript and

approving it for publication was Mehul S. Raval .

Obtaining accurate lung segmentation continues to require
more attention because of the heterogeneity of the organ.

Because it contains a wealth of information and poses a
low risk for patients, Computed Tomography (CT) scanning
has become one of the most important imaging techniques.
There are various anatomical challenges for lung volume
segmentation methods (FIGURE 1). (1) lung shape and vol-
ume variation across patients due to differences in sex, age
and physical condition, (2) susceptibility to partial volume
effects that affect thin antero-posterior junction lines; and
(3) intensity similarities between the lung and surrounding
tissues such as airway and chest wall.

A number of strategies have been investigated for med-
ical image segmentation techniques such as threshold
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FIGURE 1. Anatomical feature in two chest CT images and their
variations. Variations in lung shape, susceptibility to partial volume
effects that affect thin antero-posterior junction lines, and lack of
contrast between the lung and surrounding tissues make lung
segmentation challenging on chest CT scans.

segmentation [6]–[8], region segmentation [9], [10], contour
extraction approaches [11], [12], and atlas-based methods
[13], [14]. Shen et al. [15] successfully minimize the over-
segmentation of neighborhood regions by using a support
vector machine (SVM) classifier to combine a two-way chain
coding method. Although the average over-segmentation rate
of this method can be as low as 0.3%, it always fails to
re-include the juxta-pleural nodules that sit in consolidation
areas. Khan and Kannan [16] have proposed an intelligent
segmentation system based on fuzzy bitplane thresholding.
The segmentation accuracy of the system is as high as
0.978, but the time complexity of the method is not dis-
cussed. Pratondo et al. [17] have integrated several machine
learning models with region-based active contour models to
segment medical images. Compared with the two previous
approaches, the experimental results obtained by the contour
extractionmodel provide amore realistic shape of the specific
object, while reducing time complexity.

The critical goal of contour extraction approaches is to
use a shape representation or curve approximation model
to approximate the contour of the specific object. Oktay et
al. [18] have presented an anatomically constrained neural
networks model to enhance and segment cardiac images, but
it requires prior knowledge of an anatomical shape. A unified
segmentation model has been proposed based on the Fully
Convolutional Neural Network (FCNN) and the Shape Rep-
resentation Model (SRM) [19], but the training and testing
datasets are limited. Keshani et al. [20] have explored a lung
nodule segmentation system using an SVM classifier and
active contour modeling. The method can achieve a detection
rate of up to 89%, but it has not been validated on time
complexity.

Recently, the principal curve model has attracted interests
for segmenting abnormal organs from other neighboring nor-
mal structures, because of its strong abilities to effectively
deal with noise input and obtain robust results [21]. You et
al. [22] have proposed a semi-supervised system based on
the principal curve method for lung CT image segmentation,
and Peng et al. [23] have devised a principal curve model
to detect lung contours; both of them detect tissue contours

with high accuracy. Furthermore, machine learning models
can be used as classifiers for early diagnosis [24]. Therefore,
combining machine learning with the principal curve model
may be valuable for discriminant detection [25].

To segment lung tissues in chest CT scans accurately and
efficiently, we propose a novel coarse-to-fine segmentation
framework called Pixel-based two-Scan Connected Compo-
nent Labeling-Convex Hull-Closed Principal Curve method
(PSCCL-CH-CPC). Specifically, our pipeline consists of two
cascaded stages. The first stage is coarse segmentation, where
the PSCCL and CH are combined to extract the lung areas
from the whole chest CT scans independently. The second
stage refines the coarse segmentation result. The innovation
of this stage is that it combines the improved CPC and the
Backpropagation Neural Network method (BNN) to denote
the smooth mathematical expression of lung contour. To the
best of our knowledge, this is the first work to use an auto-
matic lung segmentationmethod such as PSCCL-CH-CPC on
chest CT scans.

The major contributions of this study are as follows:
(1)We propose a coarse-to-fine cascade segmenting frame-

work that takes into account not only the overall lung but also
the detail of the boundary between lung tissues.

(2) The lung and non-lung areas are separated automati-
cally in the coarse segmentation stage, and the contour of the
lung is also described independently.

(3) To the best of our knowledge, the improved CPC is the
first attempt to describe the projection index of the closed
dataset. We use a different initialization step than the Tra-
ditional Principal Curve method (TPC), and we add several
stop conditions and constraint conditions.

(4) The parameters of the BNN are used to express the
smooth and unified mathematical model, and the mathemati-
cal model is the proposed here for the first time. By combin-
ing the CPC with the BNN for training, the model error can
be minimized to refine the coarse segmentation result.

The remainder of this paper is as follows. Section II
presents the proposed method, and describes the detailed
coarse-to-fine segmentation framework. Section III describes
the database and evaluation metrics and presents the experi-
mental results. Section IV draws conclusions.

II. METHODOLOGY
Appropriate pulmonary segmentation can identify normal
and diseased tissues accurately. In this paper, the main steps
of the proposed PSCCL-CH-CPC are the preprocessing step
and the refinement step. Each step consists of several methods
applied sequentially. Before we use the PSCCL-CH-CPC to
segment a lung region, each image is enhanced by using Ying
et al.’s method to improve the quality [26]. The flowchart of
the proposed method is shown in FIGURE 2.

A. PREPROCESSING STEP
The preprocessing step completes the coarse segmentation
and consists of the following key steps: region separation,
lung region extraction, and outer contour extraction.
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FIGURE 2. The flowchart of the proposed method. The system consists of the preprocessing and the
refinement steps. The raw CT scans are regarded as input images. The preprocessing step mainly consists
of the PSCCL and CH; this step is used to separate the lung and non-lung regions and complete the coarse
segmentation. The refinement step combines the improved CPC and the ML model; this step is used to
achieve high precision contour. The output can be quantitatively and qualitatively analyzed by the
experimental evaluation part.

1) REGION ISOLATION
Because of the complexity of human organs, imaging devices
cannot directly acquire the lung organs, so both lung and
non-lung regions appear in the chest CT scans. To separate
the lung and non-lung regions, we use the Otsu threshold
algorithm (Otsu) [27], which selects the optimal threshold
automatically. First, the histogram and probability for each
level intensity are computed, and the weight ω0 and class
mean µ0 are initialized. Second, an exhaustive search is
performed, where the weight ωi and the class mean µi are
continuously updated. Then the variance of the classes σ 2

i is
calculated. Finally, the optimal threshold corresponding to the
maximum inter-class variance is automatically obtained.

2) LUNG REGION EXTRACTION
The region isolation step effectively converts the raw CT
scans into the binary images. In the lung region extraction
step, we use the PSCCL to extract the separated lung regions
independently. This study uses the PSCCL to record different
organs by their own labels in the image so that each organ has
a unique label. The first scan assigns temporary labels to all
objects according to the principle of recording label equiv-
alence [28], and the second scan replaces each temporary
label according to the minimum label principle of equivalent
classes [28].

For each binary CT lung image, the background and the
objects are set to white and black, respectively. To be more
intuitive, we used gray instead of black as the color of the
objects to describe the flowchart of the PSCCL (See FIGURE
3). The details of the PSCCL are given in Algorithm 1. From
FIGURE 3(a), First, we let P be the search direction and the
row-by-row traverse is performed. When the object pixel p(x,
y) is found, then the point is labeled as No.1, which obeys the
labeling rule. The principle of the labeling rule is to label the
point based on the size of the number from small to large.
At the same time, the neighbors of this point are obtained by
the eight-neighbor algorithm [29], where the coordinates of
the neighbors shown in FIGURE 3(b) are (x + 1, y), (x, y
− 1), (x − 1, y − 1), respectively. Then it will continue to
traverse along the P-direction, as shown in FIGURE 3(c-d).
If there are points that are not adjacent to the previous neigh-
bors, then they are labeled No.2, and the rule of labeling
is to label the point according to the size of the number
from small to large. After traversing the second line, the next
line is traversed. If the neighbor point w(a, b) of the point
q(m, n) is labeled as both No.1 and No.2, the second scan is
performed. The point w(a, b) is re-labeled No.1 depending
on the small label number, as shown in FIGURE 3(e-g). The
loop search is always performed according to the above rules
until all points have been traversed. FIGURE 4 shows the
experimental result obtained by the Otsu and the PSCCL.
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Algorithm 1 PSCCL
Input: the binary image I
Output: the coordinates of the data points of the lung
First scan:
for x in I’row
for y in I’column
if data[x][y] is not background
Neighbors = connected elements with the value of
the current element
if neighbors is empty
linked[NextLabel] = set containing NextLabel
labels[x][y] = NextLabel
NextLabel = NextLabel + 1

else
Find the smallest label
L = neighbors labels
labels[x][y] = min(L)
for label in L
linked[label] = union(linked[label], L)

Second scan:
for x in I’row
for y in I’column
if data[x][y] is not background
labels[x][y] = find(labels[x][y])
Store the coordinates of points which have the same
label

Extract the coordinates of the data points of the lung
return the coordinates of the data points of the lung

3) OUTER CONTOUR EXTRACTION
Because there are many hollow parts in the extracted lung
region, it is impossible to directly extract the outer contour of
the lung by the contour extraction method [30], therefore the
lung region obtained by the Otsu and PSCCL can be treated
as a point set. We use the CH [31] to find the extreme points
from the disordered point set. The principle is to calculate
the direction of the intersection of the two vectors by Graham
scan [32] and find all the vertexes along the boundary of the
convex hull. The specific search process is shown in FIGURE
5.

The result obtained by the Otsu and PSCCL is the input
of the CH. First, point p0, which is the point with the min-
imum y-coordinate, is selected; or when y-coordinates of
several points are the same, the minimum x-coordinate point
is selected. Second, if more than one point has the same
polar angle taking p0 as the vertex, all points but the one
that is farthest from p0 are removed. Third, the remaining
points are numbered according to the principle of the polar
angle changing from small to large. Finally, p0, p1, p2 are
pushed to stack. If there is no counterclockwise turn at a
vertex, the vertex needs to be removed. When the following
condition,
−−−→
bj−1bj ×

−−−→
bj−1bi = (xj − xj−1)(yi − yj−1)− (yj − yj−1)

× (xi − xj−1) < 0,

FIGURE 3. The flowchart of the PSCCL process. The search direction is
determined in (a). In (b), we label the first point as No.1 which obeys the
labeling rule, and the neighbors of this point are obtained. In (c) to (d),
we label the point that is non-adjacent to the previous neighbors as No. 2.
After scanning, we need to judge which label is suitable for the point with
both No.1 and No.2 labels in (e) to (f). The result obtained is shown in (g).

is satisfied, it is a counterclockwise turn. And pj−1(xj−1, yj−1)
and pj(xj, yj) denote the point at the top of S and the point
next to the top of S, respectively, pi(xi, yi) is the point ready
to stack.

B. REFINEMENT STEP
In order to obtain higher precision lung contours, the coarse
segmentation results are fine-tuned by the refinement step,
which combines the improved CPC with the BNN.

1) PRINCIPAL CURVE
The principal curve model is defined by Hastie as a smooth
curve passing through the middle of the data [33]. Compared
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FIGURE 4. Results obtained by the Otsu and PSCCL. The first row
represents the raw images randomly selected from the 2nd Hospital of
Soochow University, and the second row shows the results obtained by
the Otsu and PSCCL.

FIGURE 5. The process of obtaining the convex hull.

with the Traditional Principal Curve (TPC) model, we pro-
pose an improved CPC, while solves the issue of TPC to
correctly describe the projection index of the dataset. The
workflow of the CPC is shown in FIGURE 6.

a: TPC
Kegl et al., proposed the TPC, whose key steps are projection
and vertex optimization steps [34]. The detailed description
is as follows: given a dataset Xn = {x1, x2, . . . , xn} ⊆ Rd,
then the shortest line segment of the first principal com-
ponent line containing all projection data points is taken
as the initial curve f0,n (initial step). After adding a new
vertex, the position of each vertex is adjusted according to

FIGURE 6. The flowchart of the CPC.

the principle of minimizing the penalty distance function
(Eq. (5)). In each iteration, a new vertex obtained from the
previous iteration is added to the curve fk−1,n. the projection
and vertex optimization steps are repeated for all previous
vertexes until convergence to minimize the penalty distance
function (Eq. (5)). Finally, the polygon curve can be obtained.

PROJECTION STEP
Let f be a polygon curve consisting of vertexes (v1, . . . , vk+1)
and line segments (s1, . . . , sk). The points of dataset Xn are
projected to k edges and k + 1 vertexes of f, respectively. we
set the nearest neighbor of any point xi in Xn on f as vi and
assigned the vi to a subset of Vi. when the point vi is on the
nearest neighbor segment si on f, the point vi is also assigned
to the subset Si.

Vi = {x ∈ Xn : 1(x, vi) = 1(x, f),1(x, vi) < 1(x, vm),

m = 1, . . . , i− 1} (1)

Si = {x ∈ Xn : x /∈ V,1(x, si) = 1(x, f),1(x, si)

< 1(x, sm),m = 1, . . . , i− 1} (2)

VERTEX OPTIMIZATION STEP
The goal of this step is to adjust the position of each vertex
following the principle of the nearest distance from the data
points to the principal curve [35], and the position of each
line segment is also updated. Accordingly, we set π (vi) =
r2(1+cos γi), µ+(vi) = ||vi−vi+1||2,µ−(vi) = ||vi−vi−1||2,
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the constraint P(vi) on the vertex vi is as follows:

P(vi) =



µ+(vi)+ π (vi+1) if i = 1
µ−(vi)+ π (vi)+ π (vi+1) if i = 2
π (vi−1)+ π(vi)+ π (vi+1) if 2 < i < k
π (vi−1)+ π (vi)+ µ+(vi) if i = k
π (vi−1)+ µ−(vi) if i = k+ 1

(3)

Let τ (vi) =
∑
x∈Vi

1(x, vi), σ+(vi) =
∑
x∈Si

1(x, si), σ−(vi) =∑
x∈Si

1(x, si−1). The average squared distance function1n(vi)

is obtained as follows:

1n(vi) =


v(vi)+ σ+(vi) if i = 1
σ−(vi)+ v(vi)+ σ+(vi) if 1 < i < k+ 1
σ−(vi)+ v(vi) if i = k+ 1

(4)

The penalized distance function Gn(vi) can be expressed as

Gn(vi) =
1
n
1n(vi)+ λp

1
k+ 1

P(vi) (5)

where the penalty factor λp > 0 and λp = λ′ · k
n1/3
·

√
1n(fk,n)
r .

λ′ is the parameter of the method and is the constant value
0.13.

2) IMPROVEMENT
The CPC’s main improvements over the TPC are initializa-
tion, normalization, stop conditions, and constraint condi-
tions.

a: INITIALIZATION AND NORMALIZATION
The improved first principal component line begins with a
closed square containing all the projection points, which is
a big change for dealing with the closed dataset. The coor-
dinates of the vertexes of the initial closed square are {(0.1,
0.1), (−0.1, 0.1), (−0.1, −0.1), (0.1, −0.1), (0.1, 0.1)} along
the counter-clockwise direction. The TPC’s initialization has
been replaced by the improved initialization step, shown
in the FIGURE 6. To unify the dataset, the dataset X =
{x1, x2 . . . xn} is normalized into the range of {(−1,−1)∼(1,
1)}.

b: STOP CONDITIONS
When the number of line segments meet the condition k >
c
(
n,1n(fk,n)

)
= βn1/31n(fk,n)−1/2r and the optimal param-

eter β is 0.3 [36], the whole loop will stop. The selection of
the number of line segments depends on the average squared
distance (Eq. (4)) to achieve robustness. When the variance
of the noise is relatively small, we can use a relatively large
number of segments to keep the approximation error low.
When the variance of the noise is relatively large, a low
approximation error does not improve the overall perfor-
mance significantly, so at this time we choose to use a smaller
number of segments k.

While in the inner loop, the value of the current distance
function is compared with that of the last inner loop distance

function, when the reduced value is less than the maximum
distance deviation1s = 0.002, the inner loopwill exit.While
in the outer loop, the value of the current distance function is
compared with that of the last outer loop distance function,
and when the reduced value is less than the maximum dis-
tance deviation 1s = 0.002, he outer loop will exit. The
distance deviation 1s is determined based on several trial
runs.

c: CONSTRAINT CONDITIONS
The constraint conditions are mainly about the optimal selec-
tion of vertexes, line segments, and the shape of the contour
curve. When inserting a new vertex, the whole dataset is
selected to project to the segment lines or the determined
vertexes, then the distance function from data points to the
curve can be calculated. If the value of the distance function
becomes smaller, then the position of each vertex will be
adjusted; otherwise another new vertex is chosen to test. The
longest line segment is selected to describe the approximate
contour on the premise that the line segment contains themost
projection points. The obtained contour curve keeps closed
all the time, while the angle between the lines on the curve is
90◦ < θ < 180◦.

3) A UNIFIED MATHEMATICAL MODEL FOR OBTAINING THE
SMOOTH CONTOUR
The innovation of this step is to express the smooth and
unified mathematical model by using the parameters of the
machine learning model, and the mathematical model is the
proposed here. Combining with the machine learning model
for training, the model error can be minimized to refine the
coarse segmentation result.

Because the feed-forward neural network with one hidden
layer can be used to approximate any continuous function,
we chose the BNN with only one hidden layer. The data
sequence d is treated as the input of the model, and the output
layer contains two units: x and y. x and y can be regarded as
the continuous functions x(t) and y(t), respectively, on pro-
jection index t, where the projection index t is regarded as the
independent variable, and the coordinates of the point c(x,y)
are the dependent variable. The data sequence d obtained by
the CPC is expressed as D = {di =(ti, ci), i = 1, 2 . . . , n;
t1 < t2 < . . . < tn}, where the projection index t can be
defined as follows:

tf(x) = sup
{
t :‖ x− f(t) ‖= inf

τ
‖ x− f(τ ) ‖

}
(6)

where || · || is the associated Euclidean norm of Rd and τ is
an auxiliary variable defined in R.

ReLU activation function h1(x) = max(x, 0) and linear
activation function h2(x)= x are used in the hidden layer and
output layer, respectively. After training is complete, a unified
and smooth neural network expression of lung contour is
obtained as follows.

f(t) = (x(tf(x)), y(tf(y))) =

(
S∑

i=1

(
1

1+ e−(tωi−b1,i)

)
vi,1
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TABLE 1. The parameters used in this model.

− b2,1,
S∑

i=1

(
1

1+ e−(tωi−b1,i)

)
vi,2 − b2,2

)
(7)

where S is the number of hidden neurons. wi(i = 1, 2, . . . ,S)
and vi,k(i = 1, 2, . . . ,S; k = 1,2 ) are the weights from
the input layer to the i-th hidden neuron and from the i-th
hidden neuron to the k-th output neuron, respectively. b1,i(i =
1, 2, . . . ,S) and b2,k(k = 1, 2) are the thresholds of the i-
th hidden neuron and the k-th output neuron, respectively.
TABLE 1 shows the parameters used in this model, where #
denotes the parameters validated in this paper, and ∗ denotes
the parameters discussed in our previous work [23].

III. EXPERIMENTS AND RESULTS
The dataset of chest CT scans used to evaluate the perfor-
mance of the proposed model are provided by the 2nd Hospi-
tal of SoochowUniversity. The dataset consists of 100 anony-
mous chest CT scans of 100 patients. For model training
and quantitative evaluation, we used only one slice in the
axial view from each patient to minimize physicians’ manual
labeling in this work. The format of the dataset is DICOM,
and it contains 512∗512∗16-bit images. The chest CT images
were obtained by a Philips CT Scanner (Philips Brilliance 40
Slice CTScanner) using a high-resolution chest protocol [37],
[38]. Each Ground Truth (GT) was marked and verified by
five professional radiologists. Each radiologist independently
checked their own marks along with the anonymous marks of
the other radiologists, and the consensus GT was obtained
by the majority voting of five experts’ annotations. FIGURE
7 shows the workflow for extracting the GT.

In this section, we describe the series of experiments used
to evaluate the proposed method. First, we describe the evalu-
ation metrics (Section III-A). Second, we compare the exper-
imental results achieved by the proposed method with those
obtained by expert manual segmentation step by step, and
discuss the optimal selection of parameters of the proposed
method (Section III-B). Finally, we compare the proposed
method with different state-of-the-art methods quantitatively
and qualitatively (Section III-C and III-D). All experiments
presented here were performed on a computer with Intel Core

FIGURE 7. The workflow of extracting the GT.

TABLE 2. The definitions of TP, FP, FN and TN.

i5-4590 CPU @ 3.30GHz and GeForce GT 710 with 2GB
memory.

A. EVALUATION METRICS
We evaluated the performance of lung segmentation meth-
ods with the following metrics: Dice Similarity Coefficient
(DSC), Jaccard similarity coefficient (�), Sensitivity (Sen),
Positive Predictive Value (PPV), Global Error (E), Average
Symmetric Surface Distance (ASSD), Maximum Surface
Distance (MSD), global Euclidean squared distance function
(1f), and execution time (t). Let TP, FP, FN and TN repre-
sents True Positive, False Positive, False Negative and True
Negative, respectively, as shown in TABLE 2. The evaluation
metrics can be expressed as below.

� =
TP

FP+ TP+ FN

DSC =
2TP

2TP+ FP+ FN

Sen =
TP

TP+ FN

PPV =
TP

TP+ FP

It is worth noting that we used both � and DSC to evalu-
ate the accuracy of the method. The transformation formula
between these metrics is as follows:

� =
DSC

2− DSC
(8)

We used Global Error (E) to evaluate the convergence of
the machine learning model [39], and Ek is the mean square
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error [40].

E =
N∑
i=1

Ek (9)

Considering that DSC and � are both volume-based met-
rics, we used ASSD and MSD as another type of evaluation
parameters: surface-based metrics [41].

We also used execution time and1f to qualitatively evalu-
ate the performance of the proposed algorithm; these metrics
show the execution time of the whole system and the global
Euclidean squared distance function, respectively [42]. The
smaller the1f, the closer the obtained contour f is to the real
distribution of the dataset, where the accuracy of the obtained
results is higher.

B. SELECTING OF THE BEST PERFORMANCE OF THE
PROPOSED MODEL
In this section, we analyze the experimental results in detail
from both the preprocessing and the refinement steps and
select the optimal parameters of the proposed model.

1) PREPROCESSING
Many studies use the points manually delineated by pro-
fessional radiologists as initial input; this process is expen-
sive and the input is often difficult to obtain [43]. To solve
this problem, our proposed preprocessing step automati-
cally completes the coarse segmentation on the raw images.
FIGURE 8 shows a randomly selected segmentation result
obtained using the preprocessing step; the red line shows the
GT, and the blue line shows the experimental results.

The output of the Otsu and PSCCL steps in the preprocess-
ing step is used to extract lung regions. The CH is used only
to obtain the coarse segmentation contour. When the lung has
an irregular shape, the segmented contours obtained by CH
only will deviate from the GT. To extract an accurate lung
contour, we use the refinement step to fine-tune the coarse
segmentation results.

2) REFINEMENT STEP
In this section, we use the refinement step consisting of the
CPC and BNN to obtain the high-precision lung boundary.
We used quantitative analysis to select the best performance
of the proposed model and qualitative analysis to evaluate the
optimal model. The quantitative results are the average value
of all the results.

a: QUANTITATIVE ANALYSIS
FIGURE 9 through 13 show the quantitative experimental
results of the DSC, �, Sen, PPV, and E under different
numbers of hidden neurons after the refinement step. We ran-
domly chose 50 cases from the hospital database to inves-
tigate the influence of different parameters of the proposed
method. In FIGURE 9 through 12, the DSC,�, Sen, and PPV
generally increase as the epochs increase. When the epochs
are 1000, we obtained the highest DSC, �, Sen, and PPV

FIGURE 8. Illustration of lung boundaries obtained by the preprocessing
step for one randomly selected case.

FIGURE 9. Changes in DSC at different numbers of epochs.

when the number of neurons was 10. We obtained the second
comprehensive performance with 20 neurons, but the DSC,
�, Sen, and PPV were 4.86%, 9.41%, 4.27%, and 4.02%
lower, respectively. The DSC, �, Sen, and PPV were the
smallest with 5 neurons. The trend of the evaluation parame-
ters is similar with the other number of hidden neurons.

When either 13 or 15 hidden neurons are chosen, the DSC,
�, Sen, and PPV decrease slightly and then rise again, as the
epoch changes from 800 to 1000. This phenomenon is caused
by the complicated model having too many parameters,
which leads to overfitting. The evaluation parameters don’t
rise but decrease with the increasing epochs. In FIGURE 13,
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FIGURE 10. Changes in � at different numbers of epochs.

FIGURE 11. Changes in Sen at different numbers of epochs.

the E always decreases and eventually stabilizes. Except in
the case of 5 neurons, all E values are lower than 0.03.

b: STEP-BY-STEP QUALITATIVE ANALYSIS OF THE
PROPOSED PSCCL-CH-CPC
The preprocessing step of the proposed method consists of
the Otsu, PSCCL, and CH, which performs the coarse seg-
mentation to obtain the preprocess result. The improved CPC
updates the positions of all vertexes according to the prin-
ciple of minimizing the penalty distance function (Eq. (5)),
while the position of each line segment is also adjusted,
thus achieving the intermediate result. The final results show
the lung contours after the refinement steps compared with
the ground truth. FIGURE 14 illustrates step-by-step results
of the proposed PSCCL-CH-CPC for one patient. We used
the optimal model discussed in the previous section with
10 neurons and 1000 epochs for testing. For this test case
only, GT contours were labelled on continuous 67 axial slices.

FIGURE 12. Changes in PPV at different numbers of epochs.

FIGURE 13. Changes in E at different numbers of epochs.

In FIGURE 14, the first row shows a representative slice on
axial view, while the second row shows a coronal view.

As shown in FIGURE 14, the final results show good
similarity with the ground truth.

C. COMPARISON WITH CONVENTIONAL METHODS
We compared the proposed method with the CPL-BNN
and DBN-KNN semi-automatic models, which uses as little
as 30% of the manually delineated points as inputs. The
proposed PSCCL-CH-CPC is an automatical segmentation
method, which uses the raw data as the input. We randomly
chose three lung images from the clinical dataset as the
research object.

Considering the optimal performance of the CPL-BNN,we
set the hidden neurons to be 10 [23]. At the same time, con-
sidering the co-influence of time and accuracy on the model,
we set DBN to two hidden layers, one with 25 neurons,
and the other with 30 neurons. FIGURE 15 represents the
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FIGURE 14. Illustration of lung contours after each step of the proposed PSCCL-CH-CPC method. The four columns
represent the raw data, preprocess result, intermediate result, and final result, respectively. The first row shows an axial
slice, and the second row shows the coronal view.

FIGURE 15. Global comparison among different algorithms on the clinical dataset.

global segmentation results obtained by different algorithms
with 1000 epochs. FIGURE 16 and FIGURE 17 represent the
partial magnification of the right and left lungs, respectively;
the red lines and the blue lines denote the GT and the experi-
mental results, respectively.

The DSC and 1f were used to evaluate qualitatively the
performance of the three algorithms (FIGURE 15). Among
the three models, the proposed PSCCL-CH-CPC had the
best segmentation performance across different cases. The

PSCCL-CH-CPC’s DSC was 10.4% higher (Lung B), and its
1f was 45.4% (LungA) lower than the CPL-BNN, which had
the second optimal performance. Among the three models,
the DBN-KNN had the worst performance.

From FIGURE 16 and FIGURE 17, we can see that the
three models have obvious deviations in the sudden and
continuously turning areas, which are marked in frame 1 and
frame 2. We used white and green frames to mark the most
significant differences between the experimental results in the
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FIGURE 16. Partial magnification graph of the right lung.

right and left lung, respectively. Considering how similar the
situations of Lung A-Lung C are, we selected Lung B for
detailed analysis.

Although the difference between the DSCs of the PSCCL-
CH-CPC and the CPL-BNN was as high as 10.4% (FIG-
URE15), both models detected the pulmonary boundary well
at turning areas (FIGURE16). The main reason for this phe-
nomenon is that the CPL-BNN could not obtain the lung
contour well at the continuous turning areas in left Lung
B, which proves that using limited initial points leads to
overfitting and seriously affects the model’s segmentation
accuracy. The principal curve combined with machine learn-
ing model can fit the dataset better, but it consumes more
training time. Sacrificing too much training time for high
accuracy is not worthwhile, because the results are saturated.
At the same time, the PSCCL-CH-CPC is a fully automatic
method for contour extraction, which is better than the two
semi-automatic methods.

The contour obtained by CPL-BNN is closer to the real dis-
tribution of the dataset than that obtained by the DBN-KNN,
which proves that the CPL-BNN has a strong ability to fit the
data accurately. This also shows that the proposed PSCCL-
CH-CPC achieves the purpose of curve fitting through the
refinement step so that it can continuously approach the
center of the dataset and get the optimal results.

D. QUANTITATIVE EVALUATION
To evaluate the performance of our segmentation approach,
we compared it with two state-of-the-art machine learning-
based methods. In addition to DSC and �, two volume-
based metrics, we used ASSD and MSD as surface-based
metrics for evaluation. In order to compare performance
of different methods under similar conditions, we used the
Closed Polygonal Line and Backpropagation Neural Net-
work Model (CPL-BNNM) [23] and Hull-Closed Polygonal
Line Method (Hull-CPLM) [44] methods. We trained the
CPL-BNNM and Hull-CPLM with the same 50 cases as
the PSCCL-CH-CPC discussed in Section III-B. For all the
three models, the remaining 50 cases were used for test-
ing with 10 neurons and 1000 epochs. The DSC given by
Eq. (8) was used to quantify the consistency between the
segmented results and the GT provided manually by radi-
ologists. TABLE 3 quantitatively compares our method and
the state-of-the-art methods. All the execution time contains
the training time. Our model showed better precision with
higher average DSC, �, Sen, and PPV. Similarly, lower
ASSD, MSD, and execution time mean better accuracy and
efficiency. From TABLE 3, we can see that our method
performed the best among the three models on all of the
metrics, indicating our proposed method is effective and
efficient.
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TABLE 3. Comparison with other methods on 50 test cases.

FIGURE 17. Partial magnification graph of the left lung.

IV. CONCLUSION
We have presented a novel model for fully automated lung
segmentation called the PSCCL-CH-CPC. The innovation
of the preprocessing step is to separate the lung and non-
lung regions automatically. The effective combination of an
improved CPC and a machine learning model to express a
smooth mathematical expression of the lung contour is the
innovation of the refinement stage of the proposed method,
where the improved CPC and mathematical expression are
proposed here for the first time. We tested the effectiveness
and the robustness of our proposedmodel on a clinical dataset
and evaluated its performance quantitatively and qualitatively
by comparing it with state-of-the-art segmentation models
using different evaluation metrics. Compared with the semi-
automatic models, the proposed method saves the cost of
manual annotation.

Thoracic dimensions and thoracoabdominal configuration
differ between sexes. Females’ lung region, ribcage dimen-
sions and diaphragm length are smaller than males’ [45].
In addition, males have a slightly larger cardiac diameter
than females, and the average transverse cardiac diameter
increases with age [46]. In the clinical decision-making pro-
cess of CT, radiologists consider not only age and sex infor-
mation but also visual clues. The proposed method does not

explicitly utilize age and sex information during model train-
ing and evaluation. Furthermore, lung segmentation is more
challenging when the lung has moderate to high amounts of
disease or abnormalities with a challenging shape or appear-
ance [30]. In the future, we will systematically investigate
whether ourmethod is influenced by these factors. Our results
have been validated by professional radiologists from the
2nd Hospital of the Soochow University. As segmentation is
a critical initial step for any computer-aided detection and
diagnosis system, the proposed hybrid technique has great
potential to be integrated into a computer diagnosis system
to assist the clinical analysis of chest diseases.
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