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ABSTRACT In today’s world, due to the advancement of technology, predicting the students’ performance
is among the most beneficial and essential research topics. Data Mining is extremely helpful in the field
of education, especially for analyzing students’ performance. It is a fact that predicting the students’
performance has become a severe challenge because of the imbalanced datasets in this field, and there is not
any comparison among different resampling methods. This paper attempts to compare various resampling
techniques such as Borderline SMOTE, Random Over Sampler, SMOTE, SMOTE-ENN, SVM-SMOTE,
and SMOTE-Tomek to handle the imbalanced data problem while predicting students’ performance using
two different datasets. Moreover, the difference between multiclass and binary classification, and structures
of the features are examined. To be able to check the performance of the resampling methods better in
solving the imbalanced problem, this paper uses various machine learning classifiers including Random
Forest, K-Nearest-Neighbor, Artificial Neural Network, XG-boost, Support Vector Machine (Radial Basis
Function), Decision Tree, Logistic Regression, and Naive Bayes. Furthermore, the Random hold-out and
Shuffle 5-fold cross-validation methods are used as model validation techniques. The achieved results using
different evaluation metrics indicate that fewer numbers of classes and nominal features will lead models to
better performance. Also, classifiers do not perform well with imbalanced data, so solving this problem is
necessary. The performance of classifiers is improved using balanced datasets. Additionally, the results of
the Friedman test, which is a statistical significance test, confirm that the SVM-SMOTE is more efficient
than the other resampling methods. Moreover, The Random Forest classifier has achieved the best result
among all other models while using SVM-SMOTE as a resampling method.

INDEX TERMS Classification, data mining, educational data mining, imbalanced data problem, machine
learning, resampling methods, statistical analysis.

I. INTRODUCTION educational system understands the potential of using data

Recent advancement in several fields has led to a large
amount of collected data [1]. Since analyzing the consider-
able amount of data to reach useful information is a tedious
task for humankind, data mining techniques can be used
to discover valuable and significant knowledge from the
data [2]. It is well-known that universities are operating in
a very complex and highly competitive environment [3], [4].
The main challenge for universities is to examine their perfor-
mance profoundly, identify their uniqueness, and build tactics
for further development and future achievements [5]. The
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mining to improve its performance dramatically.
Educational Data Mining (EDM) is the implementation of
data mining methods for analyzing available data at educa-
tional institutions [6]. Although data mining leads to knowl-
edge discovery, machine learning algorithms provide the
needed tools for this purpose. The high accuracy prediction
in students’ performances is useful as it helps to identify the
students with low academic achievements at the early stage of
academics [7], [8]. Educational data mining helps educational
organizations to extend their understanding of the learning
process by analyzing the related educational data [9], [10].
In fact, the prediction of student academic performance is
indispensable for student academic progression, and it is also

67899


https://orcid.org/0000-0003-3631-0177
https://orcid.org/0000-0002-5839-5792
https://orcid.org/0000-0002-8885-6721

IEEE Access

R. Ghorbani, R. Ghousi: Comparing Different Resampling Methods in Predicting Students’ Performance

challenging due to the influence of different factors affecting
students’ performance [11], [12]. In recent years, researchers
have introduced new strategies for educational data mining.

There have been numerous researches in the education
field. In 2008, [13] introduced an Artificial Neural Net-
work (ANN) model using a sample of 1,407 students’ pro-
files to predict their performance. The proposed algorithm
was trained and tested by applying the hold-out method,
which is one of the most popular cross-validation techniques.
It should be noted out that there are other researches that
have implemented the Artificial Neural Network algorithm
as a predictive model. In 2015, [14] developed two differ-
ent models of the Artificial Neural Network algorithm. The
results of this research indicated that the Artificial Neural
Network model could predict 95% of students’ performance
accurately, which shows the effectiveness of this model in
prediction. Furthermore, [ 15] tested the Artificial Neural Net-
work model with the overall accuracy result of 84.6%, which
proves the potential of this model in predicting students’ per-
formance. It is apparent that other machine learning models
have also been developed. [16] formed a Naive Bayes model
using the 700 students’ data to predict their performance.
Also, [17] used the Decision Tree models with an overall
correct classification percentage of 60.5%. In addition, this
research indicated the essential features using feature impor-
tance method.

It is important to note that there are some research works
that have introduced and compared different machine learn-
ing and data mining models with other models. In 2014, [18]
applied various machine learning models to predict stu-
dents’ performance. The results show that the Decision
Tree has obtained the best performance among other mod-
els. Also, [19] assessed the performance of different classi-
fiers such as Logistic Regression, Support Vector Machine,
Decision Tree, Artificial Neural Network, Naive Bayes,
and K-Nearest Neighbor. Moreover, the feature selection
method is used to increase the models’ accuracy. Further-
more, [20] compared the performance of the Support Vec-
tor Machine, Logistic Regression, Naive Bayes, Random
Forest, and XG-Boost data mining methods. Similarly, [21]
studied the differences among the performance of Artificial
Neural Network, XG-Boost, Random Forest, and Logistic
Regression. The results of this research show that XG-Boost
has demonstrated excellent predictive accuracy. It is sig-
nificant to consider that all of these research works have
used the hold-out method, which is the most straightforward
cross-validation technique.

The k-fold cross-validation is a reliable cross-validation
method which is not used as much as the hold-out method in
the field of education data mining. In 2013, [22] implemented
and compared the Decision Tree, Naive Bayes, and K-Nearest
Neighbor models while using 10-fold cross-validation. Fur-
thermore, some other researches, such as [23], [24] used
the k-fold cross-validation to compare different data mining
models in the purpose of predicting students’ performance.
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It is a well-established fact that it can be challenging to
improve a model’s predictive accuracy. Different factors have
an impact on enhancing prediction accuracy. Using feature
selection and handling imbalanced class distribution problem
are among the essential factors. The class imbalance dis-
tribution is a common problem for educational data, which
can extremely affect models’ performance. Therefore, [25]
developed the Decision Tree and Logistic Regression models
to predict students’ performance while handling the imbal-
anced class problem. [26] concentrated on developing dif-
ferent algorithms while using the feature importance method
and SMOTE oversampling method as a way to solve the
imbalanced data problem. Moreover, [27] compared random
oversampling and SMOTE balancing methods along with
four popular data mining models to assess the students’ per-
formance. Choosing a way to solve the imbalanced data prob-
lem can be challenging, and many resampling methods are
available to handle the imbalanced data problem. However,
there is not any research comparing these methods with each
other.

A summarized list of research works on educational data
mining and predicting students’ performance is presented
in Table 1.

In summary, due to the importance of imbalanced data
problem, a lack of comprehensive comparison among the
popular resampling methods as a way to handle this problem
is evident. This paper tries to study the impact of the imbal-
anced data problem on the machine learning models’ per-
formance. It uses different resampling methods to solve the
imbalanced data problem and compares these methods while
using various machine learning classifiers to fill the gaps in
the literature. The novel innovations and vital processes of
this research as compared to similar research works include:

e Applying feature scaling to normalize the variety of
independent data features.

e Implementing and comparing different resampling
methods, namely Borderline SMOTE, Random Over
Sampler, SMOTE, SMOTE-ENN, SVM-SMOTE, and
SMOTE-Tomek.

e Applying different model validation methods, namely
Random Hold-Out and Shuffle K-fold cross-validation meth-
ods, to perform the validation step.

e Comparing the performance of resampling methods
using various machine learning models such as Logistic
Regression, K-Nearest Neighbor, Support Vector Machine,
Naive Bayes, Artificial Neural Network, and Decision Tree,
and XG-Boost.

e Measuring the performance of the implemented models
using different evaluation measure methods such as Accu-
racy, Recall, Precision, and F1-Score.

e Showing the effect of the resampling methods on the
classifiers’ performance.

e Analyzing and examining the differences between resam-
pling methods and indicating the best method among others
using the Friedman test as a statistical significance test.
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TABLE 1. Review of research works in the field of educational data mining and predicting students’ performance.

Machine Learning Model Imbalance Data Problem validation
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[13] v v v
[23] v v v v v v v
[17] v v
[22] v v v v v v
[27] v v v v v v v v
[25] v v v v
[18] v v v v v v
[14] v v v
[15] v v v
[26] v v v v v v
[16] v v v
[19] v v v v v v v v
[20] v v v v v v v
[21] v v v v v v
[24] v v v v v v v
Present Work v v v v v v v v v v v v v v v v v v

e Investigating the difference between multiclass and
binary classification and the importance of the features’
structure.

This paper is prepared as follows: The next section explains
the methodology of this paper and the information about
the datasets and all the preprocessing operations, such as
different solving methods of the imbalanced data problem.
In section 3, the implemented predictive models are intro-
duced. Section 4 describes the validation methods used to
evaluate the generalization of statistical analysis results.
In section 5, the employed evaluation measure methods
are described. Section 6 presents the results and complete
analysis to demonstrate the performance of the different
resampling methods while using various machine learning
classifiers. Finally, Section 7 exposes the conclusion and
recommends some directions for future research.

Il. MATERIAL & METHODS

This paper attempts to compare the different resampling
methods of handling the imbalanced data problem to find the
best approach and classifier while predicting the students’
performance. Also, examining the difference between mul-
ticlass and binary classification and the importance of the
features’ structure are among the goals of this research. The
steps of the applied methodology to achieve the goals of this
paper are as follows:

1. Data Collection

Data Preprocessing

Handling Imbalanced dataset
Implementing Predictive Models
Analyzing the Results

nkw
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A. DATASET INFORMATION

This research has used two different educational datasets
from educational institutions of Iran and Portugal [23]. In the
Iran dataset, all available information about postgraduate
students collected and registered manually from Iran Uni-
versity of Science and Technology between 1992-93 and
2014-15 academic years. This dataset consists of a set of
factors that can affect the students’ performance. This dataset
includes information on the 650 students with 19 different
attributes. Also, in the Portugal dataset, all the information
is related to student achievement in the secondary education
of two Portuguese schools. This dataset includes information
on the 394 students with 19 different attributes. The output
variable in this study is the Final GPA. The information about
the output attribute for both datasets is divided into four
categories based on the grade point average of the students.
These four categories are Poor, Medium, Good, and Excellent
students, so this paper faces a multi-classification problem.
Table 2 presents the main features of these datasets. Using
these two datasets helps to better express the imbalanced data
problem in all levels of educational fields, to have a better
comparison among different resampling methods, and to gain
more trustable results. Moreover, different structure of these
datasets helps to have a more comprehensive analysis in the
effect of the formation of a dataset.

B. DATA PREPROCESSING

One of the most significant steps in machine learning is data
preprocessing. This step transforms the raw data into a proper
and understandable format. In the real world, datasets contain
many errors; therefore, this step can solve the errors, and the
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TABLE 2. Main features of students’ dataset of Iran University of Science and Technology.

Iran Dataset

Portugal Dataset

Feature Name Type Feature Name Type
Sex Nominal Sex Nominal
Age Numeric Age Numeric
Health Status Ordinal Travel Time to School Numeric
Age on Entrance to the University Numeric Family Quality Life Ordinal
Entrance Semester Nominal Going Out with Friends Ordinal
Students’ Scholarship Status Nominal Health Status Ordinal
Remedial Courses Nominal Absences in Classes Numeric
Failed Academic Terms Nominal Size of the Family Numeric
Marital Status Nominal Free Time after School Numeric
Children Nominal Mother’s Job Nominal
Residence Area (Capital or Other Cities) Nominal Father’s Job Nominal
Master's degree Period Nominal Extra Educational Support (Financial) Nominal
Thesis Project (Mandatory or Not) Nominal The Goal of Pursuing Education Nominal
Failed Course Nominal Internet Access Nominal
Major of Study Nominal Romantic Relationship Nominal
Bachelor’s Degree GPA Nominal Mother’s Education Nominal
Rank of Bachelor's University Nominal Father’s Education Nominal
Gap Years Between Bachelor and Master Nominal Parents Status Nominal
Master’s Degree GPA Nominal Final GPA Nominal
datasets become easy to handle [28]. Fortunately, handling 0 262, 40% 262, 30%
the missing data as a step of data preprocessing is not needed 50
because the datasets used in this research have no missing
data. 200 172,44% |
150 138, 35%
1) IMBALANCED DATA PROBLEM 100
Imbalanced data problem occurs in many real-world datasets 61,15% "1 56, 9%
where the class distributions of data are highly imbalanced. * . i 23,6%
It is important to note that most machine learning mod- o I ! _R B R B !
els work best when the number of instances of each class Poor Medium Good Excellent

is approximately equal [29]. The imbalanced data problem
causes the majority class to dominate the minority class;
hence, the classifiers are more inclined to the majority class,
and their performance cannot be reliable [30].

Analyzing the introduced datasets reveals that they are
highly imbalanced, and the four categories of students based
on their grade point average are not equal. In fact, the Iran
dataset includes more samples from Medium (40% of sam-
ples) and Good classes (40% of samples), while the other
two classes have fewer samples (the Poor class with 11%
of samples and the Excellent class with only 9% of sam-
ples). The Portugal dataset involves 15% of samples related
to Poor class, 44% of samples to Medium class, 35% of
samples to Good class, and only 6% of samples to Excel-
lent class. Accordingly, it is necessary to solve the imbal-
anced data problem because this problem may lead to unpre-
dictable outcomes. Figure 1 shows the distribution of the
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M Portugal Dataset M Iran Dataset

FIGURE 1. The distribution of the students’ performance of both datasets.

students’ performance based on the different classes of
both datasets.

Many strategies have been generated that can handle the
imbalanced data problem. The sampling-based approach is
one of the most effective methods that can solve the imbal-
anced data problem. The sampling-based approach can be
classified into three categories, namely: Over-Sampling [31],
Under-Sampling [32], and Hybrid-Sampling [33].

a: OVER-SAMPLING METHOD
Over-sampling raises the weight of the minority class by
replicating or creating new minority class samples. There are
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different over-sampling methods; moreover, it is worth noting
that the over-sampling approach is generally applied more
frequently than other approaches.

« Random Over Sampler

This method increases the size of the dataset by the repetition
of the original samples. The point is that the random over
sampler does not create new samples, and the variety of
samples does not change [34].

« SMOTE

This method is a statistical technique that increases the num-
ber of minority samples in the dataset by generating new
instances. This algorithm takes samples of the feature space
for each target class and its nearest neighbors, and then cre-
ates new samples that combine features of the target case with
features of its neighbors. The new instances are not copies of
existing minority samples [35].
« Borderline SMOTE

In this method, samples and the neighboring ones are more
likely to be misclassified than the ones far from the border-
line. This method uses the number of majority neighbors of
each minority sample to divide the minority samples into
the three groups, namely Safe, Danger, and Noise. It should
be noted that the Danger group is used to generate new
instances [36].

« SVM-SMOTE

This method generates the new minority class samples along
with directions from existing minority class instances towards
their nearest neighbors. The SVM-SMOTE focuses on cre-
ating new minority class samples near borderlines using the
SVM model to help set boundaries between classes [37].

b: UNDER-SAMPLING METHOD

Under-sampling is one of the most straightforward strate-
gies to handle the imbalanced data problem. This method
under-samples the majority class to balance the class with the
minority class. The under-sampling method is applied when
the amount of collected data is sufficient. There are different
under-sampling models, such as Edited Nearest Neighbors
(ENN) [38] and Tomek links [39], which are the most popular
ones.

¢: HYBRID METHODS
Over-sampling and under-sampling have different advantages
and disadvantages. Combining these two methods can help to
get benefits and drawbacks of both approaches.

« SMOTE-ENN
This method is one of the well-known methods that com-
bines the SMOTE as over-sampling model and ENN as an
under-sampling model to improve the results [40].

+ SMOTE-Tomek
This method is another common hybrid method that connects
the SMOTE as an over-sampling model to Tomek links as an
under-sampling model to enhance the results [40].

VOLUME 8, 2020

TABLE 3. Resampling methods with their parameters’ settings.

Methods Parameters

SMOTE K_Neighbors =5

Borderline SMOTE K_Neighbors =5, M_ Neighbors = 10

Random Over Sampler No Parameters

SMOTE-ENN Ksmote) = 5, Kenny=3

SVM-SMOTE K Neighbors =5, M_ Neighbors = 10

SMOTE-Tomek Ksmotr) =5

All of the used resampling methods in this paper are
listed in Table 3, together with their most important
parameters’ settings. Best results are achieved using these
settings.

2) FEATURE SCALING

Feature scaling or data normalization is a technique that helps
to normalize the range of independent variables or features
of the dataset. Most of the machine learning models use the
Euclidean distance between two data points, so they may not
work well without Feature Scaling [41]. There are four pop-
ular ways to implement Feature Scaling, namely Standard-
ization, Mean Normalization, Min-Max Scaling, and Unit
Vector. The range of students’ performance dataset values
used in this paper is widely varied. This paper uses the Stan-
dardization method to rescale the features. As a result, all the
features have the standard normal distribution characteristics
with 4 = 0 and 0 = 1 where p is the average, and o is
the standard deviation from the average. The formula used to
scale the values is as follows [42]:

xX—p
o

Z =

ey

lll. MACHINE LEARNING MODELS
There are various classifications machine learning models.
This paper carries out different classifiers, including Random
Forest [43], [44], K-nearest-neighbor [45], [46], Artificial
Neural Network [47], [48], XG-boost [49], [50], Support
Vector Machine (Radial Basis Function kernel) [51], [52],
Decision Tree [53], [54], Logistic Regression [55], [56], and
Naive Bayes [57]. It is a well-established fact that most
machine learning classifiers support multiclass classifica-
tion inherently, such as Artificial Neural Network (ANN),
K-Nearest Neighbor (KNN), Random Forest (RF), Logistic
Regression (LR), Decision Tree (DT), and Naive Bayes (NB).
Since Support Vector Machine (SVM) and XG-Boost do
not support multiclass classification inherently, one vs. one
method is used for applying the Support Vector Machine
model, and one vs. all method is used for implementing
XG-Boost model.

All of the used machine learning models in this paper
are listed in Table 4, together with their specific parameters’
settings.
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TABLE 4. Machine Learning models with their specific parameters’
settings.

Methods Parameters

1 hidden layer, Activation Function = rectified

Artificial Neural Network linear unit, Maximum iterations = 200

N_Neighbors = 2, weight function = distance,

K-Nearest Neighbor Jeaf size =30

Random Forest N_estimators = 113, min_samples_leaf =2

Logistic Regression C = 1.2, penalty = 12, solver = liblinear

Decision Tree Criterion = entropy, Splitter = best

Naive Bayes No Parameters

Support Vector Machine C=1, Kernel = rbf, Gamma= scale

N_estimators = 70, loss function = deviance,

XG-Boost learning_rate = 1.0

IV. MODEL VALIDATION

Cross-validation is a model validation technique applied to
evaluate how the statistical analysis results are generalized
into an independent dataset. This paper uses two popu-
lar different cross-validation approaches, which are random
hold-out (randomly divides the 80% of the data into the
training set and 20% into the test set) and shuffle 5-fold cross-
validation. It should be noted that the resampling method can
only be used on the training set, and the test set classes should
not be balanced at all. Therefore, all the resampling methods
are applied to the training set while using different model
validation.

V. EVALUATION METHODS
Evaluating the performance of classifiers is an essential part
of comparing and finding the best model. There are many
ways to measure and check the performance of machine
learning algorithms. This paper uses various evaluation meth-
ods such as prediction Accuracy, Sensitivity, Precision, and
F1-score; moreover, the statistical evaluation strategy is used
for a more trustable and powerful analyzing and comparing.
Analyzing and comparing the classifiers’ performance is a
significant procedure. Although it is simple to use evaluation
measures, the obtained results may be misleading. Therefore,
finding the best model or method based on their capabili-
ties is a critical challenge. Statistical significance tests are
planned to solve this problem [58]. The repeated-measures
ANOVA is the typical statistical test method which is used
to determine the differences between more than two related
sample means. The null-hypothesis being examined in the
ANOVA test is that all resampling methods perform the same,
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and the detected differences are only arbitrary [59]. It should
be noted that the ANOVA test considers three assumptions.
These assumptions are as follows:

1- The samples should be normally distributed.

2- the sample cases should be autonomous from each other.

3- the variance between the groups (methods which are
being compared) should be approximately equal.

This paper uses the Anderson—Darling normality test [59]
to evaluate the normality of data. This test is a modification
of the Kolmogorov-Smirnov test [60]. The null hypothesis of
this normality test is that the data have a normal distribution;
accordingly, if the p-value of this normality test is less than «
(o = 0.05), the null hypothesis will be rejected, and the data
do not have a normal distribution.

It is a well-established fact that the ANOVA assumptions
can be violated. Therefore, the Friedman test, which is a
non-parametric option of the ANOVA test, can be applied to
examine the differences between models and methods [61].
The null-hypothesis of the Friedman test is that all resam-
pling methods perform the same; also, the rejection of this
null hypothesis implies that one or more of the resampling
methods have a different performance. This paper uses the
accuracy data gathered by shuffle 5-fold cross-validation for
each resampling method.

The Freidman test ranks the data of each classifier for each
resampling method, then analyzes the values of ranks [62].
Accordingly, the Friedman test gives a sum of ranks for each
resampling method that assists in defining the most effective
resampling method among all others.

VI. RESULTS & DISCUSSION

This paper tries to show the effect of imbalanced data problem
and handle this problem using various resampling methods;
additionally, determining the best resampling method and the
best classifier compare to all other models and examining the
difference between multiclass and binary classification and
the importance of the features’ structure are among the aims
of this paper. All presented models and methods have coded
in Python, which is an interpreted, general-purpose, high-
level programming language. Moreover, all practical opera-
tions are performed with a 2 GHz Intel Core i7 MacBook
Pro with 4GB of RAM. It should be pointed out that all the
classifiers are first executed on the imbalanced data to show
the effect of the imbalanced data problem on the models’
performance. Next, all the classifiers are implemented on
balanced data generated by resampling methods to notify
a better perception of the effectiveness of the resampling
methods as ways to solve the imbalanced problem.

A. RANDOM HOLD-OUT METHOD RESULTS

Table 5 shows the performance of the different classi-
fiers on the imbalanced datasets using the random hold-out
approach. Various evaluation measure methods such as Accu-
racy, Recall, Precision, and F1-score are used to provide a
better understanding of the performance of the models.
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TABLE 5. Performance of the classifiers based on the hold-out strategy on imbalanced data.

F1 Score
Model Dataset Test Set Recall Precision
Accuracy Poor Medium Good Excellent
Iran 58.46% 58.46% 52.98% 0% 67% 56% 53%
Artificial Neural Network
Portugal 67.97% 67.97% 67.93% 55% 71% 71% 0%
Iran 57.69% 56.15% 51.19% 0% 64% 57% 59%
XG-Boost
Portugal 69.24% 69.24% 64.85% 41% 71% 66% 0%
Iran 56.15% 56.15% 44.80% 0% 64% 61% 0%
Support Vector Machine (RBF Kernel)
Portugal 69.11% 69.11% 61.07% 0% 81% 62% 0%
ran . (] 8 (] . (] (] () (] (]
I 54.61% 54.61% 43.52% 0% 65% 57 % 0%
K-Nearest-Neighbor
Portugal 75.56% 75.56% 66.32% 0% 85% 77% 0%
Iran 54.61% 54.61% 43.57% 0% 62% 60% 0%
Random Forest
Portugal 76.83% 76.83% 78.44% 72% 84% 73% 0%
Iran 53.07% 53.07% 48.21% 0% 61% 52% 46%
Logistic Regression
Portugal 69.24% 69.24% 61.35% 0% 71% 79% 0%
Iran 48.46% 48.46% 49.94% 33% 55% 52% 27%
Decision Tree
Portugal 56.58% 56.58% 58.23% 63% 59% 56% 0%
Iran 46.15% 46.15% 27.76% 0% 67% 0% 56%
Naive Bayes
Portugal 47.72% 47.72% 61.71% 51% 0% 65% 0%

One of the most popular evaluation techniques to measure
a classifier’s performance is accuracy. This metric is the
proportion between the number of correct predictions and the
total number of samples examined. Although accuracy is easy
to understand, it ignores many essential factors that should
be considered in assessing the performance of a classifier.
In Iran Dataset, all of the accuracy results are below 60%,
which reveals that none of the classifiers have achieved satis-
factory and remarkable accuracy results. The Artificial Neu-
ral Network classifier has obtained 58.46% accuracy, which
is the best result among all other models. Also, the worst
accuracy result belongs to the Naive Bayes with the accuracy
of 46.15%. In Portugal dataset, the Random Forest, with an
accuracy of 76.83%, has the best performance, and the Naive
Bayes with an accuracy of 47.72% has the worst performance.

The Recall is the probability of detection indicating the
proportion of items identified correctly. It means that ANN
correctly identifies 58.46% of all different students in the Iran
dataset. All the classifiers’ recall test results are similar to
their accuracy results. Besides, precision is the portion of the
relevant results. The results of this test do not include remark-
able outcomes using Iran dataset. The highest precision in the
Iran dataset belongs to ANN with 52.98%, and the lowest one
goes to Naive Bayes with 27.76% among all other classifiers.
In the Portugal dataset, results are so much better. In fact, the
highest precision goes to Random Forest with 78.44%, and
the lowest one goes to Decision Tree with 58.23% among all
other classifiers.

Fl-score, which is the harmonic average of Precision
and Recall, includes critical and indispensable results about
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classifiers’ performance on each class. As stated, the distri-
bution of the classes is not balanced, and the majority of the
data relates only to the two of the classes. Considering both
datasets, the results of the F1-score with each class reveal that
predictive classifiers do not perform well with some of the
classes. For example, the ANN model and Random Forest,
which have the best accuracy result among others in both
datasets, fail to predict one of the classes or Support Vector
Machine (RBF Kernel) fails to predict two of the classes in
the Iran dataset. Accordingly, the classifiers’ performance is
not acceptable

One of the essential results from table 5 is the overall low
performance in all the classifiers. For example, in the Iran
dataset, the highest accuracy among the classifiers belongs
to. ANN with 58.46%, and in the Portugal dataset, Random
Forest, with 46.83% has the best performance. There are lots
of reasons that can reduce the initial accuracy in classifica-
tion. One of the reasons could be the structure of the features.
The initial results of the Portugal dataset are better than Iran
dataset, and this can be because of their features’ structure.
Actually, Portugal dataset has more numeric features that help
the models to better find the patterns in the data. Another
reason could be the number of classes. As mentioned, this
paper deals with two different datasets that have four classes
each. To analyze the effect of the number of classes on
the initial performance, we reduced the number of classes
to two. The initial accuracy results of the implementation
of ML models on the new datasets are shown in Table 7.
The highest accuracy among the classifiers in binary clas-
sification belongs to Logistic Regression with 77.69% for
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TABLE 6. Accuracy results of the classifiers based on the hold-out strategy on different balanced data.

buas Ul gorp Bdedne o SYOTE n o swoe
Sampler
o Iran 58.46% 47.69% 43.84% 43.84% 40.76% 48.46% 45.38%
Artificial Neural Network Portugal 67.97% 61.64% 60.37% 64.17% 65.44% 66.70% 62.91%
Iran 57.69% 48.46% 48.46% 48.46% 49.23% 48.46% 42.30%
XG-Boost Portugal 69.24% 67.97% 73.03% 66.70% 66.21% 69.24% 66.70%
) Iran 56.15% 49.23% 52.30% 48.46% 53.07% 54.61% 50.76%
Support Vector Machine (RBF Kernel Portugal 69.11% 59.11% 65.44% 60.37% 59.11% 66.70% 62.91%
) Iran 54.61% 42.30% 42.30% 45.38% 43.84% 45.38% 36.92%
K-Nearest-Neighbor Portugal 75.56% 64.17% 64.17% 65.44% 59.11% 64.91% 62.91%
Iran 54.61% 55.38% 55.38% 56.15% 56.92% 58.46% 51.53%
Random Forest Portugal 76.83% 71.77% 75.56% 69.24% 73.03% 76.30% 70.50%
o ) Iran 53.07% 44.61% 45.38% 43.07% 43.07% 46.92% 41.53%
Logistic Regression Portugal 69.24% 56.58% 55.31% 52.78% 54.05% 62.91% 59.11%
o Iran 48.46% 38.46% 40.00% 45.38% 44.46% 40.76% 40.76%
Decision Tree Portugal 56.58% 70.50% 76.83% 66.70% 52.91% 64.17% 56.70%
; Iran 46.15% 39.23% 42.30% 41.53% 38.46% 44.61% 43.84%
Natve Bayes Portugal 47.72% 51.51% 57.84% 46.45% 52.78% 55.31% 51.51%

TABLE 7. Accuracy results of the classifiers based on the binary
classification.

Models Iran Dataset Portugal Dataset
Artificial Neural Network 66.15% 78.10%
XG-Boost 74.61% 93.29%
Support Vector Machine 75.38% 85.69%
K-Nearest-Neighbor 67.69% 81.89%
Random Forest 74.61% 88.22%
Logistic Regression 77.69% 88.22%
Decision Tree 65.38% 77.10%
Naive Bayes 66.15% 80.63%

the Iran dataset and XG-Boost with 93.29% for the Portugal
dataset. The results reveal that ML models have so much
better performance while using binary classification, and the
accuracies are increased significantly. In fact, decreasing the
number of classes has a great effect on the performance of the
models. The high number of classes increases the complexity;
therefore, models need a high number of samples to better
find the patterns in multi-classification problems. This means
that given a fixed number of samples, a greater number of
classes will lead to poorer results.

As mentioned, this paper works on two different datasets
in a multi-classification problem and tries to determine the
effect of the imbalanced data problem and discover the best
resampling method and classifier. The results obtained from
imbalanced data in the multi-classification problem indicate
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that machine learning algorithms do not give accurate results
using imbalanced datasets; also, most of the classifiers cannot
predict all the target classes. Therefore, solving the imbal-
anced data problem is notably necessary. Table 6 represents
the accuracy obtained by each machine learning technique on
both balanced datasets using six different resampling models.

The accuracy result achieved using an imbalanced dataset
is not acceptable. Accuracy can be a useful measure if data
has the same number of samples per class. However, with
an imbalanced set of samples, accuracy is not helpful at
all because the model predicts the value of the majority
classes for all predictions. The results of the accuracy-test
using the balanced dataset are not significantly improved.
It is logical that most of the classifiers are predicting with
lower accuracy results on the balanced data because they are
considering all classes. Since the imbalanced data problem is
handled by resampling methods, the accuracy can be trustable
Nnow.

Table 8 indicates the results of the Recall and Precision
tests at the same time. It should be pointed out that the
results of the recall test are the same as the accuracy, but
some of the machine learning models have notable advance-
ment in their precision results. For instance, in the Iran
dataset, the Support Vector Machine achieved the result
of 44.80% with the precision test using imbalanced data,
while the result is increased up to the 57.31% with balanced
data using SVM-SMOTE method. Moreover, in the Portugal
dataset, the XG-Boost obtained the result of 64.85% with
the precision test using imbalanced data, while the result
is increased up to the 76.32% with balanced data using

VOLUME 8, 2020



R. Ghorbani, R. Ghousi: Comparing Different Resampling Methods in Predicting Students’ Performance

IEEE Access

TABLE 8. Recall and Precision results of the classifiers based on the hold-out strategy on different balanced data.

Random Over

Model SMOTE Borderline SMOTE Sampler SMOTE ENN SVM SMOTE SMOTE Tomek

Iran Portugal Iran Portugal Iran Portugal Iran Portugal Iran Portugal Iran Portugal

Artificial Precision  49.29%  64.00%  4507%  61.46%  43.63%  64.95%  40.76%  68.57%  51.35%  66.68%  47.61%  62.70%
Newral Network  pecall  47.60%  61.64%  43.84%  6037%  43.84%  64.17%  42.16%  65.44%  4846%  66.70%  4538% 62.91%
Precision  46.99%  70.57%  48.09%  7632%  48.17%  7141%  5034%  68.57%  47.71%  69.84%  41.69%  71.07%

HeBoos Recall — 48.46%  67.97%  48.46%  73.03%  4846%  66.70%  4923%  6621%  48.46%  69.24%  4230%  66.70%
Support Vector | PTECISON  SL7A%  6255%  S537%  6651%  S38T%  6410%  S6.10%  6LI0%  ST31%  6639%  S631%  6481%
Machine Recall  4923%  59.11%  52.30%  65.44%  4846%  60.37%  53.07%  59.11%  5461%  66.70%  50.76%  62.91%
K Nearest. Precision  49.13%  76.77%  48.14%  66.33%  48.56%  63.82%  5021%  64.52%  S5143%  62.94%  44.83%  65.62%
Neighbor Recall  42.40%  64.17%  4230%  64.17%  4538%  65.44%  43.84%  59.11%  4538%  6291%  3692%  62.91%
Precision  52.15%  72.68%  S51.77%  76.08%  54.69%  70.19%  57.63%  75.01%  5471%  73.60%  48.95%  70.64%

Handom Forest Recall  5538%  71.77%  55.38%  75.56%  56.15%  69.24%  56.92%  73.03%  58.46%  7630%  51.53%  70.50%
Logistic Precision  48.18%  6421%  49.00%  60.80%  48.53%  58.85%  48.44%  59.88%  49.46%  66.07%  4585%  66.45%
Regression Recall  44.61%  56.58%  4538%  5531%  43.07%  52.78%  43.07%  54.05%  46.92%  6291%  41.53%  59.11%
N Precision  38.38%  59.59%  41.25%  76.42%  45.65% = 67.22%  47.77%  6848%  4147%  65.67%  4346%  68.94%
Pectsionree Recall  38.46%  70.50%  40.00%  76.83%  4538%  66.70%  44.46%  62.91%  40.76%  64.17%  40.76%  66.70%
Precision  28.70%  72.73%  30.92%  69.89%  30.87%  52.17%  4935%  6691%  48.74%  68.24%  3124%  70.39%

eve Baes Recall  3923%  51.50%  42.30%  57.84%  41.53%  46.45%  38.46%  52.78%  44.61%  5531%  43.84%  51.51%

Borderline SMOTE method. As mentioned, to better analyze
the recall and precision tests, it is more beneficial to use the
F1-score.

It should be regarded that the classifiers do not achieve
an excellent result with the F1-score while using imbalanced
data, and classifiers do not perform well with all the classes.
This is an essential problem that should be solved by handling
the imbalanced data problem. After using different resam-
pling methods and solving the imbalanced data problem,
the results show that classifiers do not ignore any classes, and
all four classes are predicted and analyzed in both datasets.
This is one of the most significant reasons for using bal-
anced data. For example, the Artificial Neural Network model
ignores one of the classes while using imbalanced datasets.
However, after solving the imbalance problem, this model
considers all the classes. Table 9 presents the results of the
F1-score for all applied machine learning models.

B. SHUFFLE 5-FOLD CROSS-VALIDATION RESULTS

This paper utilizes the shuffle 5-fold cross-validation, which
splits the dataset into five subsets and uses one of the five
subsets as the test set and the other four subsets as the training
set every time and then repeats the hold-out method five
times. Table 10 shows the achieved average accuracy results
and variance of implementing machine learning models using
this type of validation method.

VOLUME 8, 2020

The results of shuffle 5-fold cross-validation are more
trustable and acceptable because of the way that this strategy
works. The results show that after solving the imbalanced
data problem, there is a slight improvement in some of the
models’ accuracies. The obtained results from the balanced
dataset using SVM-SMOTE is significantly better than other
datasets. In the Iran dataset, the Random Forest classifier
achieved 73 % with the accuracy, which is acceptable and bet-
ter than other models. Also, In the Portugal dataset, the Ran-
dom Forest has reached an impressive accuracy of 81.27%,
which is the best performance among all the models in all sit-
uations. Regarding the performance of classifiers using other
resampling methods, it can be noted that Random Forest has
achieved excellent results in almost all the balanced datasets.

C. STATISTICAL TEST RESULTS

Various resampling methods provide different balanced data
and classifiers have different performances while using dif-
ferent balanced data. Therefore, it is so hard to find the best
resampling method to achieve the best results from machine
learning models.

Statistical significance tests assist in dealing with the chal-
lenge of choosing the best resampling method. As declared,
this paper uses the accuracy data collected by shuffle 5-fold
cross-validation for each resampling method based on dif-
ferent machine learning models. It is worth noting that the
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TABLE 9. F1-score results of the classifiers based on the hold-out strategy on different balanced data.

Model SMOTE Borderline Random Over SMOTE ENN SVM SMOTE SMOTE Tomek
SMOTE Sampler
Iran Portugal Iran Portugal Iran Portugal Iran Portugal Iran Portugal Iran Portugal
Poor 10% 38% 13% 32% 1% 36% 33% 33% 21% 50% 1% 40%
Random Medium  64% 45% 64% 55% 65% 48% 68% 52% 66% 45% 60% 47%
Forest Good 55% 44% 54% 429% 56% 39% 55% 47% 60% 44% 50% 39%
Excellent  52% 34% 56% 58% 53% 57% 44% 32% 56% 24% 56% 52%
Poor 12% 39% 21% 40% 22% 33% 42% 27% 10% 31% 10% 27%
Medium  53% 33% 56% 42% 52% 40% 52% 41% 50% 38% 49% 32%
XG-Boost
Good 48% 48% 46% 55% 48% 43% 48% 42% 53% 48% 41% 51%
Excellent  53% 44% 47% 32% 50% 43% 49% 47% 55% 34% 43% 27%
Poor 30% 18% 21% 27% 18% 18% 26% 22% 31% 17% 29% 24%
Support Medium  57% 37% 60% 43% 56% 40% 63% 38% 61% 44% 57% 42%
pp
Vector
Machine Good 49% 29% 54% 34% 52% 31% 55% 25% 56% 37% 54% 34%
Excellent  44% 18% 51% 20% 48% 15% 42% 14% 55% 25% 49% 18%
Poor 31% 32% 40% 21% 26% 23% 29% 18% 31% 8% 29% 14%
K oNearest Medium  58% 36% 52% 41% 59% 44% 59% 34% 62% 37% 51% 45%
Neighbor Good 29% 43% 31% 35% 38% 42% 33% 33% 35% 40% 26% 31%
Excellent  37% 17% 38% 29% 35% 18% 41% 22% 37% 29% 31% 24%
Poor 30% 30% 35% 39% 36% 20% 30% 19% 32% 34% 35% 30%
Medium  57% 20% 61% 19% 59% 54% 53% 20% 62% 15% 62% 19%
Naive Bayes
Good 49% 33% 41% 40% 37% 34% 49% 38% 48% 40% 43% 34%
Excellent  44% 8% 49% 1% 50% 8% 51% 10% 49% 10% 53% 18%
Poor 24% 46% 14% 41% 36% 40% 30% 30% 18% 52% 21% 36%
Decision Medium  46% 51% 49% 60% 54% 44% 57% 36% 52% 35% 48% 48%
Tree Good 40% 30% 40% 41% 42% 33% 42% 41% 41% 31% 41% 33%
Excellent  34% 00% 32% 36% 32% 42% 32% 38% 28% 37% 35% 38%
Poor 30% 8% 15% 7% 20% 17% 18% 27% 27% 16% 44% 27%
Artificial Medium  57% 41% 55% 31% 57% 42% 50% 41% 58% 47% 51% 44%
Neural
Network Good 45% 41% 42% 46% 37% 37% 42% 42% 52% 38% 45% 36%
Excellent  42% 8% 38% 18% 33% 15% 24% 47% 28% 18% 30% 26%
Poor 19% 23% 24% 19% 22% 18% 36% 21% 26% 13% 26% 29%
Logistic Medium  52% 26% 52% 22% 50% 15% 48% 14% 54% 41% 49% 30%
Regression Good 40% 39% 41% 39% 40% 39% 38% 40% 42% 42% 33% 39%
Excellent  52% 51% 56% 41% 51% 37% 49% 10% 54% 41% 52% 39%
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TABLE 10. Accuracies results of the classifiers based on the shuffle 5-fold cross-validation on the different balanced datasets.

Model Unbalanced SMOTE Borderline  Random Over  gvipp pNN SVM SMOTE ~ SMOTE Tomek
SMOTE Sampler

53.86 + 6 % 4646 +4 % 4476 £ 4 % 46.76 £ 2 % 48.00 £ 2% 67.84+3% 441512 %
Artificial Neural Network

65.46 £ 5% 66.04 +3 % 67.83+5% 68.08 +3 % 63.52+4% 69.06 + 2 % 63.76 + 2%

5249+5% 5292+4% 5443+9% 51.53+3% 5276 £ 3% 7233+3% 50.15+3%
XG-Boost

7697 £ 5% 72.64 £ 3% 73.66 + 3 % 683214 % 6428 + 5% 70.86 + 4 % 72.63 + 2%

51.72+5% 46.92+4% 46.76 £ 4% 4461 3% 47.69+3 % 67.56 2% 4430+ 3%
Support Vector Machine

7589 +2% 6578 3% 6730 £ 3% 6551 4% 67302 % 69.07 £ 3% 6349+ 2%

51.58+ 6% 38.61 +3% 3938+2% 4215+3% 4261 +1% 68.70 + 3% 3830+1%
K-Nearest-Neighbor

73.58 +3 % 55.63 + 4% 65.02 + 3% 70.35 + 2% 65.01 + 3% 78.82 + 4% 62.47 + 2%

3493+9% 5538+1% 57.07 0% 5246 1% 5292+3% 73.00 £ 3 % 5276 £ 1%
Random Forest

7819+ 3% 7770 £ 3 % 7719+ 2% 7746 £ 1% 76.96 + 2 % 81.27+2% 7797+1%

4989 +5% 37.69 + 4 % 3784+ 2% 36.61 £3% 4246 £4 % 59.35+3% 36.46 +4 %
Logistic Regression

77413 % 59.70+ 4% 64.01 3% 7842+ 2% 64.00 + 5% 7035+ 4% 5842 +3%

4987+£5% 4671 £1% 4461 £3% 4415+£1% 4461 £3% 64.60 + 2 % 47.07+2%
Decision Tree

6371 1% 68.06 3% 7239+ 4% 70.09+ 3% 6932+2% 67.56 £ 4% 67.57+5%

3937+9% 33.53+4% 3523+5% 31.76 £ 8% 3338+2% 5449+ 4% 3569+ 5%
Naive Bayes

46.03 £4 % 43102 % 4615+ 4% 62.94+3% 4842 +3% 56.63+2% 41.07+4%

TABLE 11. The Anderson-Darling normality test results.

Datasets Mean Stal.ld?rd Number of P-value
Deviation samples
Iran Dataset 48.01 % 10.50 % 48 0.024
Portugal Dataset 66.52 % 8.88 % 48 <0.005
TABLE 12. The Friedman test results.
Datasets Degrees of freedom Chi-Square P-Value
Iran Dataset 24.80 0.000
Portugal Dataset 11.74 0.039

TABLE 13. Additional information from Friedman test results.

normality assumption should be checked before applying the
ANOVA test. The Anderson-Darling normality test results
on shuffle 5-fold cross-validation indicate that the p-value
is less than 0.05 (¢ = 0.05) for both datasets; therefore,
the null hypothesis is rejected, and the ANOVA test cannot
be used. Table 11 reveals the results of the Anderson-Darling
normality test for both datasets.

Since the ANOVA normality assumption is violated,
the Friedman test is applied for comparing the resam-
pling methods instead of the ANOVA test in both datasets.
Table 12 displays the results of the Friedman test.

These results show that the p-value of both datasets is less
than the significance level (@« = 0.05). Therefore, the null
hypothesis is rejected, and it can be concluded that at least
one of the resampling methods has a different effect on both
datasets.
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Iran Dataset Portugal Dataset
2 ¢
= 51 = <
= Resampling = ol = Resampling = ol
g Methods 2 ] g Methods g s
E E
& &
SVM- SVM-
1 SMOTE 66.58 48.0 1 SMOTE 69.56 37.0
2 SMOTE-ENN 4637 305 | 2 RandomOver o gy 359
Sampler
Borderline- Borderline-
3 SMOTE 46.05 29.0 3 SMOTE 67.11 335
4 SMOTE 45.87 28.0 4 SMOTE 65.17 23.0
5 SMOTE- 44.07 18.0 5 SMOTE-ENN 65.53 21.5
Tomek
¢ RamdomOver 100 145 | 6 SMOTE- 401 180
Sampler Tomek
Overall 48.83 Overall 66.65

Table 13 exposes the results of the median and sum of ranks
derived from the Friedman test in both datasets. The midpoint
of the dataset is named the median.

The data points of each resampling method are split
equally above and below the midpoint value. Furthermore,
the overall median is the midpoint of all data points. The
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median response for the SVM-SMOTE method is consid-
erably higher than the overall median in both datasets.
Moreover, the result of the sum of ranks for the SVM-
SMOTE method is better than other resampling methods in
both datasets. These results confirm that the SVM-SMOTE
method might be more efficient than the other methods.

VII. CONCLUSION

The recent improvements in numerous areas have led to the
collection of a considerable amount of data. Today, educa-
tional institutions collect information about students. One
of the main challenges for these institutions is analyzing
and predicting their students’ performance. Educational Data
mining is a robust analytical method that can be used to
discover significant and meaningful knowledge from educa-
tional data; however, it can face some difficulties such as
imbalanced educational data problems in predicting students’
performance.

This study intends to show the effect of imbalanced
data problem and find the best resampling method among
the different methods of handling the imbalanced data
problem, namely Borderline SMOTE, Random Over Sam-
pler, SMOTE, SVM-SMOTE, SMOTE-ENN, and SMOTE-
Tomek. It should be noted that two different datasets related
to students’ performance are used, the difference between
multiclass and binary classification, and structures of the fea-
tures are considered. Several classifiers are applied to inform
a better conclusion of resampling methods. All the classi-
fiers are first performed using the random hold-out method
on the imbalanced dataset. The results show that classifiers
do not have acceptable predictions while imbalanced data,
and they cannot predict some of the classes at all. More-
over, the obtained results using different evaluation metrics
indicate that the few numbers of classes will lead to bet-
ter performance with machine learning models. Also, more
numeric features help the models to have better performance.
Using the random hold-out method on different balanced
data generated by various resampling methods determine
that the performance of some classifiers is improved, and
all the classes are predicted, so the classifiers’ performance
is satisfactory. Moreover, shuffle 5-fold cross-validation is
used to achieve more reliable results with accuracy. The
results of this validation method indicate that classifiers have
a varying performance on different balanced data for both
datasets; therefore, selecting the best resampling method is
not easy. However, it seems that classifiers work better on
the data balanced by the SVM-SMOTE method in both Iran
and Portugal datasets. This paper used the Friedman test to
choose the best resampling method. The results of this test
confirm that the performance of SVM-SMOTE is better than
other resampling methods. Also, the Random Forest model
has achieved the best results among other classifiers while
using the SVM-SMOTE resampling method.

This study can be developed in many ways, and it is
possible to perform future work in the following directions.
New ensemble and hybrid classifiers can be introduced for
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having a better comparison and also achieving higher perfor-
mance. Additionally, feature selection methods as a way of
improving models’ results can be performed to get a better
perspective on the significant features.
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