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ABSTRACT In order to address the problem that high energy consumption, high memory usage and
low clustering effect in traditional data set high-dimensional clustering algorithms, we propose the high-
dimensional clustering algorithm of incomplete mixed data set based on artificial intelligence. First,
we construct the phase space reconstruction to ensure the invariance of features of incomplete mixed data
set by analyzing the incomplete mixed data set and introduce the correlation dimension to obtain the feature
correlation value. Second, we introduce the standard deviation and realize the extraction of features of
incomplete mixed data set through calculating the sparsity of sample features. Third, we conduct repeated
clustering for the mixed data set in the subspace according to the degree of correlation between incomplete
mixed data sets in the multidimensional subspace. Last, we realize the design of high-dimensional clustering
method for incomplete mixed data set in accordance with the stronger relevance in the mixed data sets.
Experimental results show that the proposed algorithm has good correlation dimension processing effects,
lower memory usage, time-consuming, lower and concentrated ensemble energy consumption (within 300J),
good clustering effects, as high as 92%, which has some advantages and practical application value.

INDEX TERMS Artificial intelligence, subspace, phase space reconstruction, correlation dimension, mixed
data set, high-dimensional clustering.

I. INTRODUCTION
Artificial intelligence covers a wide range of fields, including
computer vision, machine learning, with the main objective
to complete the tasks with machine [1], [2] that can only
be completed with human intelligence, which has higher
requirements for complexity and time [3]. The field of arti-
ficial intelligence usually involves data clustering and data
classification. Classification is divides incomplete data with
mixed values into existing categories according to the char-
acteristics or attributes of data. Clustering is to divide high-
similar things into meaningful and useful data group clusters
according to the similarity of things [4], [5].

As one of the computing methods of Artificial intelli-
gence, clustering analysis collects [6]–[8]. For the given data
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set, the data category is divided according to the similar-
ity between the data elements, so that the similarity of the
elements in the group reaches the maximum as the number
of iterations increases. The similarity of elements between
groups decreases to a minimum with the number of itera-
tions, and finally they are classified by clusters. In many
practical applications, we need to analyze a collection of data
sets like images, text documents, etc. To model such data
structures [9], [10]. At present, data cluster analysis has been
successfully applied to multiple information fields such as
social networks and image processing. At the same time as
the rapid development of artificial intelligence technology,
the capacity of computer processing and storage has also
exploded, and information system data has been continuously
updated with changes in time [11].

With the rapid growth of Artificial intelligence technolo-
gies, the capacity of computer processing and storage is also
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on the explosive rise [12]–[14]. The data are on the rise in
the process of collection, in which the incomplete mixed
data set accounts for a larger proportion [15]. The efficient
management for big data becomes a huge challenge for the
computer information management at present.

In most practical application systems, the system is often
required to be in a multi-sampling state. If the system’s
transmission signals include multiple forms such as fax and
video, the frequency domain components of these signals
are far apart. At this time, the system needs to complete the
signal’s automatic conversion according to artificial intel-
ligence. The calculation of signal information needs to be
completed in a high-dimensional space, which can further
increase the calculation accuracy of data and information.
Compared with low-dimensional space data, the data distri-
bution in high-dimensional space is usually more sparse, and
high-dimensional data sets are prone to a large number of
irrelevant attributes, resulting in increased difficulty in high-
dimensional clustering of the data set. Therefore, it is of great
importance in researching the incomplete mixed data set,
which has become the focus of many experts and scholars and
received widespread concern in numerous fields [16]–[18].

At present, certain research results have been obtained for
data clustering methods in different fields. Literature [19] has
analyzed a method named high-dimensional data clustering
(HDDC), which uses a series of Gaussian mixture models
for clustering. We estimate the intrinsic dimension of each
subgroup of data observed and conducted clustering analysis
in the low-dimensional subspace. Such kind of model has
received widespread concern due to its better classification
functions. Literature [20] has insufficient data sets and noise
data, therefore the clustering results can be easily disturbed.
It is hard to solve the commensurability of multi-type target
clustering quality in the space domain and it is complicated
to use the present algorithm to solve the high-dimensional
heterogeneous data of group intelligent sets. In order to over-
come the above problems, Literature [21] first presents group
similarity to expand multidimensional similar space region
and uses the optimal value of iteration clustering function as
the measure standard of clustering quality. In addition, it puts
forth a fuzzy high-order mixed clustering algorithm, which
not only can improve the anti-interference ability, effectively
control the convergence rate of algorithm and reduce the
computing time. In order to cope with different potential
mechanisms, risk prognosis and therapeutic reaction, and
use the information corresponding to data distribution and
facilitate visualization, Literature [22] developed a parallel
framework with high memory efficiency to decompose the
original problem into parallel multiple regression subprob-
lems. Sub-space clustering analysis is completed by combin-
ing sampling and parameter block partitioning, and a random
optimization algorithm that minimizes the objective function.
Literature [23] introduces a feature selection visual analysis
concept based on star coordinates of linear discriminant anal-
ysis. This concept generates the optimal clustering and sepa-
ration view in a linear sense for labeled and unlabeled data.

In this way, users can explore each dimension’s contribution
to the cluster.

However, many problems are prone to occur during the
operation of traditional clustering algorithms, such as high
cluster energy consumption, high memory consumption, and
low clustering effects. therefore, the paper proposed high-
dimensional algorithm of incomplete mixed data set based on
Artificial intelligence has extracted the features of incomplete
mixed data sets and distinguished the mixed data sets in the
subspace according to the correlation degree between mixed
data sets in the multidimensional subspace in order to realize
the high-dimensional clustering for incomplete mixed data
sets and provide reference for related research in this field.
The main contributions of this paper are as follows:

(1) Compared with other feature extraction methods,
the proposed algorithm can extract key features under any
degree of sparseness of incomplete mixed data sets distri-
bution through introducing standard deviation calculating.
It is the key of the extraction of incomplete mixed data
set features. Besides, the data processing occupies a smaller
memory.

(2) The algorithm carries out repeated quantitative analysis
according to the dividing basis of density until it obtains the
mixed data sets with a strong relevance. Then the clustering
analysis algorithm is introduced. At this time, there is a strong
relevance inside the mixed data sets. We can simplify the cal-
culation process to reduce the clustering energy consumption
of algorithm data set.

(3) As the algorithm cites twice the clustering analysis
method in the design process, the sub-space has changed and
the correlations factors changed accordingly. Hence, the test
for the clustering effects in the experiment proves that the
subspace clustering effect in this paper is better and can be
applied in the practice.

The organizational structure of this paper firstly discusses
the reconstruction of phase space, and introduces the cor-
relation dimension to obtain the feature correlation value.
Secondly, the standard deviation is introduced to calculate
the sparseness of the sample features, and the key features
of the incomplete mixed data set are extracted. Then, after
extracting the key features, the clustering analysis of data
sets in multi-dimensional subspace is described, and the clus-
tering algorithms of data sets in different subspaces and the
same subspace are given; Finally, repeated cluster analysis
is performed on the mixed data sets in the subspace, and
high-dimensional clustering is achieved based on the strong
correlation between the data sets.

II. RELATED WORK
At present, there are many algorithms for high-dimensional
clustering of incomplete mixed data sets. Literature [24] ana-
lyzes under the circumstance whether the use of emergent
self-organizing feature mapping can avoid the integration of
high-dimensional biomedical data clustering, that the inter-
active RI-based bioinformatics tools are used to recognize
the subgroup structure directing different disease subtypes,
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presents the data sets with different degrees of complexity to
the analysis with a large number of neurons and visualises
the distance structure in the high-dimensional feature space
with u matrix. Literature [25] analyzes that the image data
sets have many structures, therefore it is possible to disclose
the binary grouping between images by projecting them into
a random one-dimensional linear subspace. When the points
to be clustered are complex corresponding to the image,
on this basis, it presents a method of quantizing data sets
clustering. Through comparing the clustering performance
of image data sets and clusters generated by synthesis and
verifying the clustering performance of the method project-
ing on the random line based on data, we get the conclu-
sion according to probability density of measure: As the
structures we found in the image data set do not meet the
traditional clustering concept, we further propose a rapid
method for high-dimensional data clustering with a layered
approach. Literature [26] analyzes the background that the
mining of uncertain data receives more and more attention,
studies the problems of using the extremum learning machine
to classify uncertain data and presents NU-ELM algorithm
based on the uncertain data of non-uniform distribution.
By calculating the probability critical value, we improved the
efficiency of algorithm. Finally, through a large number of
simulation experiments, we varied the effectiveness of the
algorithm, which thus becomes an effective way of solving
uncertain data classification, reducing execution time and
improving efficiency. Literature [27] puts forth aMonte Carlo
method to transform the high-dimensional potential energy
surface on the discrete grid points into the form of product
sum and then into more accurate Tucker form. With the vari-
able method, it substitutes the numerical value accurate inte-
gration with Monte Carlo integration, which largely reduces
the cost of numerical calculation and avoids the evaluation
for potential on all grid points. Besides, it allows processing
for surface with the degree of freedom up to 15 to 18, which
further proves that the error of the method can be controlled
and eliminated in a certain range. Literature [28] assumes
that under the circumstance that the signal is in the union of
sub space, the standard compression perception theory can
carry out robustness recovery in low measurement quantity.
However, it is limited to signal regularity with predetermined
topology type and proposes a generalized model of decom-
posing the signals into data-driven subspace union for struc-
tured sparse representation, and thus the optimal structure and
basis of subspace based on sample signals are obtained. Liter-
ature [29] uses association rule method to analyze the mixed
data sets of retailers so as to guide category management,
store layout and display, commodities promotion. But in the
face of large amount volumes of e-commerce website, it still
has the problem of low efficiency. In this end, we propose
the fast clustering algorithm of sparse network of commodity
related big data. First, we use the single step linked list struc-
ture to storage the joint purchase relationship matrix of retail
goods. Second, we trim the low degree commodity nodes of
sparse network of commodity related big data to reduce the

searching space. Third, we use the fuzz K-means (FKM) clus-
tering to conduct fast clustering for sparse network of com-
modity related big data and conduct clustering for remaining
nodes with the thought of high connectivity value commodity
node being divided by low connectivity value commodity
nodes. Finally, we apply the proposed algorithm into the
analysis of Amazon commodity transaction data and obtain
good results. Literature [10] proposed a clustering algorithm
for incomplete data in low-order subspaces, and achieved
good results.

Although the above methods have obtained some research
results, there are still some problems to be solved, such as
clustering high energy consumption, bigger internal memory
and poor clustering effects. Therefore, this paper proposes the
high-dimensional clustering algorithm of incomplete mixed
data set based on Artificial intelligence. First, we introduce
correlation dimension and standard deviation to extract key
features. On this basis, we realize data high-dimensional
clustering in accordance with relevance of mixed data sets
in the multidimensional subspace in order to improve the
disadvantages of traditional clusteringmethods andwe obtain
better clustering results to support the research of data
clustering.

III. High-DIMENSIONAL CLUSTERING ALGORITHM OF
INCOMPLETE MIXED DATA SETS BASED ON ARTIFICIAL
INTELLIGENCE
A. KEY FEATURE EXTRACTION OF INCOMPLETE MIXED
DATA SETS
1) INTRODUCING CORRELATION DIMENSION TO OBTAIN
FEATURE CORRELATION DIMENSION
In ordinary circumstances, incomplete mixed data sets are
short of obvious rules and sequence andmore complex.While
the correlation dimension is representation of the distribution
density of incompletemixed data sets in themultidimensional
space [30]. Therefore, we introduce correlation dimension
to obtain the correlation value of key features of incomplete
mixed data sets. In the process, we first construct the phase
space reconstruction to use it to guarantee the invariance of
incomplete mixed data set features. The specific process is as
follows:

First, normally the sequence of incomplete mixed data sets
is the non-linear time series [31]–[33]. As its focus is phase
space reconstruction, we use it to guarantee the invariance
of incomplete mixed data set features. The time series of
incomplete mixed data set is represented by {q1, q2, . . . , qN }
and the formula of reconstructed phase space is:

Q = [Q1,Q2, · · · ,QN ]

=


q1 q2 · · · qN
q1+τ q2+τ · · · qN+τ
...

...
. . .

...

q1+(r−1)τ q2+(r−1)τ · · · qN+(r−1)τ

 (1)

where, τ represents time delay, and r represents the
embedded dimension in the incomplete mixed data sets.
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When r ≥ 2d ′+1, the characteristics of geometrical structure
of incomplete mixed data set will be fully opened and d ′ rep-
resents the chaotic dimension of incomplete mixed data sets.
As a mode of presentation of density degree of incomplete
mixed data sets in the multidimensional space, correlation
dimension mainly represents the relevance of incomplete
mixed data set samples.We introduce a correlation dimension
number for phase space reconstruction, so that we can get a
phase space vector [34]–[36].

The max quantity difference of the Qi sum Qj of two
random phase space vectors of incomplete mixed data sets
represents the space between them. The formula is as below.∣∣Qi − Qj∣∣ = max

1≤δ≤r

∣∣Qiδ − Qjδ∣∣ (2)

The space between them is lower than the vector of positive
number l, it means there is a correlation vector. But the
presence of correlation vector does not mean the incomplete
mixed data sets have the relevance feature [24], [37], [38],
and we go to the next step.

There are K points in the phase space of incomplete mixed
data sets. We can use it to obtain the logarithm of relevant
vectors of incomplete mixed data sets. The proportion of all
the possibleK 2 combinations, namely the correlation integral
Sk (l) is expressed as.

Sk (l) =
1
K 2

k∑
i,j=1

H (
∣∣Qi − Qj∣∣) (3)

where, H (·) represents Heaviside function.
When l → 0, the correlation dimension is introduced.

In formula (3), there is some relevance between the corre-
lation integrals Sk (l) and l, shown as:

G = C lim
i→∞

Sk (l)× 100% (4)

where, C represents the correlation dimension of incomplete
mixed data sets. Selecting a reasonable l, and constructing
the self similar structure of chaotic attrictor of incomplete
mixed data sets, we get the approximate value Cl of feature
correlation:

Cl =
G lg Sk (l)

lg l
(5)

In practical application, when analyzing the double-
logarithmic lg l − lg Sk (l) of incomplete mixed data sets,
we usually neglect lines with the slope of 0 or∞ [39]–[41].
Selecting the best fitting straight line, the slope or the corre-
lation value is expressed as Cl in the correlation formula.

2) INTRODUCE STANDARD DEVIATION TO COMPLETE KEY
FEATURE EXTRACTION
Standard deviation is the representation of dispersion level
of incomplete mixed data set sample points. When different
data sample points of incomplete mixed data sets are not
centrally distributed in space, namely the corresponding cor-
relation dimension relatively low, the standard deviation of

data samples of incomplete mixed data sets is large, specifi-
cally expressed as the sparseness of sample distribution of its
correspondent incomplete mixed data sets. Therefore, when
the feature correlation value is obtained, we introduce calcu-
lation of standard deviation as the key of feature extraction
of incomplete mixed data sets and sparseness of processing
incomplete mixed data sets.

Assume that the spatial scale of the incomplete mixed data
set is in the range of [Q1,QN ], using p (q) to represent the
key feature data values, and the standard deviation calculation
formula is as follows:

φ=

√√√√√ 1
Q1 × QN

QN∑
q=Q1

p (q)− 1
Q1 × QN

QN∑
q=Q1

p (q− 1)


(6)

Then the distribution relationship Xi of the data set can be
expressed as:

Xi = α
φσi

Cp
(7)

where, α represents the frequency doubling factor of incom-
plete mixed data sets. We make a new description for the
sparseness of data set distribution relationship Xi according
to the feature value σi processed by standard deviation of
different incomplete mixed data set sample points.

Through the analysis above, we can regard the feature
correlation valueCp as the sample points of incompletemixed
data sets, introduce standard deviation algorithm and con-
duct differential processing of the distribution relationship of
incomplete mixed data sets, namely the sparseness to enlarge
the correlation dimension and realize the extraction of key
features of incomplete mixed data sets.

B. HIGH-DIMENSIONAL CLUSTERING ALGORITHM OF
INCOMPLETE MIXED DATA SET BASED ON ARTIFICIAL
INTELLIGENCE
On the basis of extracting key features of incomplete mixed
data sets, we distinguish the mixed data sets in the subspace
by using the relevance of mixed data sets in the multidi-
mensional subspace so as to realize the high-dimensional
clustering of incomplete mixed data sets [42], [43].

1) CLUSTERING ANALYSIS OF MULTIDIMENSIONAL
SUBSPACE DATA SET
First, we use the clustering analysis algorithm of Artificial
intelligence technology to distribute the data samples of
incomplete mixed data sets in themultidimensional subspace.
In the same subspace, the greater the relevance of two mixed
data sets, the more suitable for clustering; when the relevance
is small, we should conduct secondary division for data sam-
ples of mixed data sets in the same subspace to complete
clustering [44], [45].When the incompletemixed data sets are
in a different subspace, we need to calculate the distribution
relationship of incomplete mixed data sets or the sparseness
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for differential processing and identify the subspace accord-
ing to the correlation property of subspace [46], [47].

Set up two mixed data sets Vi and Vk in two different sub-
spacesM i andM k and use D(i, k) to represent the Euclidean
distance of two different subspaces and d(i, k) to represent
the Euclidean distance of two mixed data sets [48], [49]. The
high-dimensional clustering formula of two mixed data sets
of two different subspaces:

W (V i,V k ) =
(
M i,M k

)
=
ε

2

M1

...

Md

P(Vi)P(Vk )

× log2
√
D(i, k)2 + d(i, k)2 (8)

where, ε represents the clustering factor of incomplete mixed
data set subspace, P(Vi) and P(Vk ) represent the clustering
frequency of the incomplete mixed data sets Vi and Vk .
For clustering analysis of mixed data sets in the same

subspace, it is necessary to distinguish between the data sets
using the degree of correlation between the data sets. The
correlation factor g(i, k) of the mixed data sets Vi and Vk in
the same space is:

g(i, k) =

√√√√√√
 x11 · · · xi1
... · · ·

...

xk1 · · · xki

 d(i, k)

− ln 2 1
m

 x11 · · · x1k
... · · ·

...

xi1 · · · xik


(9)

According to the correlation factor g(i, k) obtained by the
above formula, a high-dimensional clustering formula of two
mixed data sets Vi and Vk in the same subspace is given,
expressed as:

W (V i,V k ) = (P(Vi)− P(Vk ))g(i, k)d(i, k)×
eg(i,k)

x11 · · · xi1
... · · ·

...

xk1 · · · xki



x11 · · · x1k
... · · ·

...

xi1 · · · xik


(10)

where, e represents the spatial correlation coefficient.

2) THE PROPOSED ALGORITHM
The specific steps of high-dimensional clustering algorithm
of incomplete mixed data set based on Artificial intelligence
are as follows:

Input: Incomplete mixed data sets, and input key features
of data sets.

Output: Results of high-dimensional clustering of incom-
plete mixed data sets.

Initializing incomplete mixed data sets, specific steps of
clustering as follows:

(1) Calculate the high-dimensional clustering results of the
mixed data set in the subspace according to formulas (9)
and (10);

(2) In actual sample data, the sample ranges of all feature
distribution clusters are uneven, which results in the differ-
ence of sample density of all clusters. We need to divide the
data density, namely the qualitative division based on den-
sity, divides into different types of data sets and recalculate
correlation factor g. In the same space M i, set the threshold
T (V ) for the relevance of different incomplete mixed data
sets. When the correlation factors of incomplete mixed data
sets g > T (V ), it means the two incomplete mixed data sets
have a stronger relevance and the high-dimensional clustering
results of mixed data set Vi in space M i can be expressed as
follows:

fM i (Vi) =

V1 · · · Vn
... · · ·

...

Vn · · · V2n

W (V i,V k )

− ln(

√√√√ n∑
i=1,k=1

(P(Vi)− P(Vk ))) (11)

(3) When the correlation factors of mixed data set
g > T (V ), it means the two mixed data sets have a weak
relevance. We need to conduct secondary division back to the
previous layer until we get the mixed data set with a stronger
relevance, namely g > T (V );
(4) We introduce clustering analysis algorithm again. Then

there is a stronger relevance inside the mixed data sets and the
high-dimensional clustering results of incomplete mixed data
sets can be expressed as:

fM i (Vi) =

V1 · · · Vn
... · · ·

...

Vn · · · V2n

W (V i,V k )

(πe2 − 1)

+
e
2

n∑
i=1,k=1

(P(Vi)− P(Vk )) (12)

(5) End.
To sum up, the flow chart of high-dimensional clustering

of incomplete mixed data set based on Artificial intelligence
is shown in Figure1.

Till now, we completed design of high-dimensional
clustering algorithm of incomplete mixed data set based on
Artificial intelligence.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. EXPERIMENTAL ENVIRONMENT AND DATA SET
To verify the comprehensive effectiveness of high-
dimensional clustering algorithm of incomplete mixed data
set based on Artificial intelligence, we need to conduct many
experimental tests. The experimental procedure is written in
C ++ and run on window 10, memory 4GB, CPU 2.89GHz.
We compare the proposed algorithm with the experimental
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FIGURE 1. High-dimensional clustering of incomplete mixed data sets.

TABLE 1. Experimental data description.

results in Literature [20], Literature [25], Literature [26],
Literature [27] and Literature [28].

Data source is the UCI (http://archive.ics.uci.edu/ml/
index.php)standard database. We select four data sets in the
database Glass, Ecoli, Segment and Oil.

B. EXPERIMENTAL INDICATORS
We carry out experiment according to the given steps with
the proposed algorithm. In this process, the verification of
comprehensive effectiveness of high-dimensional clustering
algorithm of incomplete mixed data set based on Artificial
intelligence can set five experiment indicators:

1) THE PROCESSING EFFECTS OF CORRELATION
DIMENSION
According to the text, in the processing effects of correlation
dimension, the correlation plays an important role. We use
the intensity of correlation distribution to judge the process-
ing effects of correlation dimension. The more intensive the
correlation distribution, the closer the connection degree and
the better the processing effects of correlation dimension.

2) MEMORY USAGE
The formula for memory usage:

ρ(l) =
AVE(l)
Cl

(13)

where, ρ(l) is the memory of present data; Cl represents the
data storage total load; AVE(l) is the data actual load;

3) CALCULATION TIME OF STANDARD DEVIATION
When there is a weak correlation between correlation factors
of incomplete mixed data sets, or the correlation factors are
weak, we need to calculate the standard deviation of mixed
data sets. The efficiency in the clustering phase is the main
indicator to measure the entire efficiency of the algorithm.
The efficiency is divided into speed and time-consuming.
Under the data volume, high speed and low time-consuming,
the calculation time-consuming of standard deviation is set as
one of the indicators.

4) CLUSTERING ENERGY CONSUMPTION
Through the analysis of features of incomplete mixed data
sets, the proposed algorithm mainly improves the problems
in the relevance of nodes in the node establishment stage
in order to distribute the node characteristics in the multidi-
mensional subspace to each node evenly. As the energy con-
sumption is different in the distribution process, the clustering
energy consumption is set as one of the indicators.

5) EFFECTS OF SUBSPACE CLUSTERING
The cluster selected in the subspace clustering process is
one of the evaluation standards of clustering effects. The
clustering effect of each cluster in the subspace is the overall
clustering effect of the subspace.

Using the data clustering success rate under different clus-
ter conditions to verify the subspace clustering effect. The for-
mula for calculating the clustering success rate is as follows:

fsucess =
Numsame
Numtotal

(14)

where,Numsame is the number of times the same attribute data
is clustered in the same category data set. Numtotal is the total
number of clusters of the data.

C. EXPERIMENTAL RESULTS
1) THE TEST FOR PROCESSING EFFECTS OF CORRELATION
DIMENSION
The test for processing effects of correlation dimension is car-
ried out for proposed algorithm and those in Literature [20],
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FIGURE 2. Test results of correlation dimension processing effect.

TABLE 2. Comparison of memory consumption of different clustering
algorithms.

Literature [25], Literature [26], Literature [27] and Litera-
ture [28]. It is shown in Figure2.

From Figure 2, we can see that the connection of correla-
tion degree of the proposed algorithm is the most intensive
and the number is the largest, which means that the proposed
algorithm has a great advantage in the test of processing
effects of correlation dimension and good processing effects
of correlation dimension. This is because before using the
correlation dimension to obtain the data eigenvalue, we first
construct the phase space reconstruction to ensure the invari-
ance of data set features.

2) TEST OF MEMORY USAGE
Contrast experiment for clustering memory usage (MB) is
carried out between the proposed algorithm and those in Lit-
erature [20], Literature [25], Literature [26], Literature [27]
and Literature [28]. The experimental results are shown in
table2. In table2, CPU represents memory usage, unit MB;
A represents the proposed algorithm; B represents algorithm
in Literature [20], C represents algorithm in Literature [25],
D represents the algorithm in Literature [26], E represents the
algorithm in Literature [27] and F represents the algorithm in
Literature [28].

Table2 shows the clustering memory usage under different
data sets. The less the clustering memory usage, the better the
performance of the data set clustering of the algorithm and the
more suitable for clustering for incomplete mixed data sets.

FIGURE 3. Comparison of standard deviation calculation time of different
algorithms.

From table 2, we can see the memory usage of the proposed
algorithm is less, but thememory usage of algorithms in Liter-
ature [20], Literature [25], Literature [26], Literature [27] and
Literature [28] used a large amount of memory for algorithm
clustering, with a maximum of 111MB. Therefore, the pro-
posed algorithm has great advantages for high-dimensional
clustering of incomplete mixed data sets.

This is because the phase space reconstruction is con-
structed in this paper to ensure the invariance of incom-
plete mixed data set features, avoiding the change of data
set characteristics, clustering is very difficult and takes
up a lot of memory, therefore it can save the memory
occupied by the algorithm, which is better than other
algorithms.

3) COMPARISON OF STANDARD DEVIATION
CALCULATION TIME
The contrast experiment for calculation time of standard
deviation is carried out between the proposed algorithm
and those in Literature [20], Literature [25], Literature [26],
Literature [27], Literature [28] and the results are shown
in Figure3.

From Figure3, we can see that when the four algorithms
are in the same data quantity, the calculation time of standard
deviation of the proposed algorithm is lower that of the
algorithms in Literature [20], Literature [25], Literature [26],
Literature [27] and Literature [28], no more than 6s. The
calculation time in Literature [25] is the highest and the calcu-
lation time in Literature [20] is up to 20s and not stable. The
calculation time in Literature [26] and [27] is high. Although
the calculation time in Literature [28] is stable but also
higher than that of the proposed algorithm, averagely 12s.
Through comparison, we see that the proposed algorithm has
higher calculation efficiency of standard deviation and we
verified that the proposed algorithm is effective. It shows that
the proposed algorithm calculates the standard deviation with
sparseness of data features and receives good results, which
directly influences the data clustering efficiency and reduces
time consuming.
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FIGURE 4. Comparison experiment of clustering energy consumption of
different algorithms.

FIGURE 5. Comparison results of spatial clustering effect.

4) COMPARISON OF CLUSTERING ENERGY CONSUMPTION
The contrast experiment for clustering energy consumption
is conducted between the proposed algorithm and those in
Literature [20], Literature [25] and Literature [26] and the
results are shown in Figure4.

From Figure4, it is shown that for nodes clustering, we can
get the clustering effects of the above five algorithms. The
clustering energy consumption of the proposed algorithm is
obviously low and centrally distributed, with energy con-
sumption within 3000J. But the energy consumption in Lit-
erature [20], Literature [25] and Literature [26] is more
than 300J. The proposed algorithm is obviously lower than
the algorithms in Literature [20], Literature [25] and Litera-
ture [26] in energy consumption. It is mainly because the pro-
posed algorithm conducts repeated clustering for the incom-
plete mixed data sets in subspace based on the relevance and
realizes clustering in data space with a stronger relevance.
The algorithm is easy to realize and has higher efficiency for
high-dimensional clustering of incomplete mixed data sets,
therefore its energy consumption of clustering is low. It has
the practicality..

5) COMPARISON OF SUBSPACE CLUSTERING EFFECTS
The cluster selected in the process of subspace clustering is
one of the evaluation standards of clustering effects. We con-
duct comparison of subspace clustering effects of the algo-
rithm with those in Literature [20], Literature [25], Litera-
ture [26], Literature [27] and Literature [28]. The results are
shown in Figure5.

In Figure5, with the increase of the number of clusters
in subspace, the curves of all algorithms also change vari-
ously. Compared with other algorithms, the proposed algo-
rithm decreases slowly and has good clustering effects. The
clustering success rate is up to 92%. Next is the algorithm
in Literature [25], up to 78%, and the clustering success
rate in Literature [25] and Literature [26] is less than 60%,
and that in Literature [20] and Literature [28] is the lowest,
Literature [20] is about 50%, and the clustering success rate of
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Literature [28] is about 42%. It shows that the proposed algo-
rithm has obvious advantages in subspace clustering effects.
The reason is that the proposed algorithm has used twice
the clustering analysis method in the research process, which
changes the subspace and the correlation factors. Therefore,
it obtains better clustering effects.

V. DISCUSSION
We propose a high-dimensional clustering algorithm for
incomplete mixed data set based on artificial intelligence.
The characteristics of incomplete mixed data sets are
extracted, and the mixed data sets in the subspace are dis-
tinguished according to the degree of association between
the mixed data sets in the multidimensional subspace, so as
to achieve high-dimensional clustering of the incomplete
mixed data sets. The proposed algorithm has better cor-
relation dimension processing effect, with lower memory
consumption and time consumption, and the cluster energy
consumption is concentrated and lower.

Cluster analysis can be used as an independent tool to
obtain the distribution of the data. By observing the charac-
teristics of each cluster, focus on specific clusters for further
analysis to obtain the required information. The application
of cluster analysis in data mining, pattern recognition, image
processing, computer vision and other fields has attracted
attention. Therefore, high-dimensional clustering of incom-
plete mixed data sets in this paper is of great significance, and
some related literature has achieved some results. To tackle
this challenging problem, [50] proposes a novel intelligent
weighting k-means clustering (IWKM) algorithm based on
swarm intelligence. Finally verify the clustering performance
of high-dimensional multi-view data. The setting the coef-
ficients of criteria items without prior knowledge will lead
to inaccurate and poor robust clustering results. To address
this problem, [51] propose to optimize the multiple clustering
criteria simultaneously without any predefined coefficients
by a multi-objective evolutionary algorithm. These literatures
have achieved certain results, but comparedwith the proposed
algorithm, it has obvious advantages in clustering with high
energy consumption, high memory consumption, and low
clustering effects, and has certain advantages and practical
application value.

However, the research still has some deficiencies. It has
not carried out identification research for the features of
incomplete mixed data. In the future, we can further combine
the algorithm with classifier of higher classification accuracy
for detailed analysis of features of incomplete mixed data and
research of the high-dimensional clustering of incomplete
mixed data in order to lay a foundation for further research.

VI. CONCLUSION
The current high-dimensional algorithms can group data on
one level fairly well, but they are limited to handling linear
structure or overlapping non-linear structure. Their needs for
theoretical and practical incomplete mixed data sets are real.
Therefore, this paper puts forth the high-dimensional cluster-

ing algorithm of incomplete mixed data set based on artificial
intelligence and carries out test experiments in processing
effects of correlation dimension, memory usage, calculation
time of standard deviation and subspace clustering effects.
The experimental results show that the algorithm is much
better than the algorithms in other literature, with better clus-
tering effects. Its theory application value provides a certain
reference for the research in this field.
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