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ABSTRACT The traditional human behavior recognition algorithm is easy to ignore the spatial constraint
problem of feature blocks, which leads to poor recognition effect and low correct rate. Therefore, we
proposed a human motion target recognition algorithm based on Convolution Neural Network (referred to
as the ‘‘CNN’’) and global constraint block matching. First, key frames of the human motion video were
extracted, second, the local feature and global feature of key frames were analyzed, and CNN was used to
perform feature fusion, then, according to the result of the feature fusion, a feature block was formed and the
closest matching feature block is obtained, using the definition of spatial constraint, we considered the spatial
data of human motion in the vertical direction, calculates the spatial constraint weight, and further completes
the matching. Finally, the score of matching block and the spatial constraint weight were calculated, and the
human motion targets are recognized based on the cumulative score. The experimental results show that the
proposed algorithm has a high key frame extraction accuracy of more than 90% and less time consumed
in feature fusion, high matching accuracy of feature blocks of more than 80%, and high feature blocks, the
F-measure of human behavior recognition is 0.95 on average, and the overall recognition performance is
good.

INDEX TERMS Convolutional neural network, global constraint block, feature block, spatial constraints,
matching, human motion target, recognition.

I. INTRODUCTION
In fact, the problem of human motion target recognition
is the acquisition of human features and the reproduction
of silhouettes in the multi-camera system. Human motion
target recognition belongs to the research field of computer
vision [1], [2]. Computer vision is a process used to simulate
human vision [3], [4]. It can help humans better understand
video information, and it is currently widely used in human-
computer interaction, artificial intelligence [5], [6], intelli-
gent video surveillance, and sports, especially sports video
analysis [7], [8]. Computer videos usually contain a large
amount of human information, and human motion target
recognition is an important way to promote computer to
understand and master human motion [9], [10], which is
the research focus of computer vision. However, the video
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contains a huge amount of image and data information and
has diverse types of environment; due to the characteristics,
viewing angle and light, it is relatively difficult for different
cameras to accurately recognize the human motion target in
actual work [11]. Therefore, how to obtain comprehensive
human information and effectively complete human motion
target recognition is a key issue in the research field of
computer vision [12], [13].

CNN is a commonly used artificial neural network
model [14]–[16]. Due to the large number of training data
samples and the advantage of sharing weights, it can greatly
reduce the complexity of neural network operations, show
certain advantages in the field of machine vision and have
wide application in image analysis [17]–[19]. At present,
many CNN-related research results have been achieved.
By using two-way long-term and short-term memory units.
Literature [20] obtained video features, adopted multi-
layer CNN to fuse behavior features, and got the behavior
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classification results through multiple convolution layers
processing, and thus completed the behavior recognition.
Literature [21] proposed a deep CNN for background reduc-
tion, obtained the network parameters from the training video
data, constructed the optimization background model in the
video, and applied it to CNN processing; by using spatial
mediation filtering as the post-processing of the network
output, the study constructed a better deep CNN. By using the
neural network language model and the CNN shape model,
Literature [22] improved the handwritten Chinese text recog-
nition algorithm, evaluated it under the same character seg-
mentation and classification technology, and achieved good
results. Based on the topic-enhanced CNN, Literature [23]
identified user interests, constructed a dual-channel CNN
model to obtain information, used the Maximum Likelihood
Estimation, and completed the recognition by combiningwith
the information obtained, thereby alleviating the negative
impact of noise words. After combining the residual CNN
with the weighted loss function, Literature [24] analyzed with
the three-dimensional model as the goal; first, the multi-view
was converted into a two-dimensional view; then, the network
depth was widened using the residual network; finally, the
feature separation was achieved through the computation
of weighted loss function, and the CNN optimization was
achieved.

Based on the above existing research contents, this paper
proposes a human motion target recognition algorithm based
on CNN and global constraint block matching, and carries
out the study of recognition by combining the CNN with
the global constraint block matching approach, in order to
attain more efficient recognition effects. First, the proposed
algorithm is used to extract key frames of the human motion
target; second, the features of key frames are fused, and the
feature blocks are matched; finally, the human motion target
recognition is completed by calculating the matching block
score and the space weight score. The experimental results
show that the proposed algorithm has superior performance,
and it provides a reference for future research on computer
vision. The main contributions of this paper are as follows:
(1) Combining CNN with the global constraint block

matching method, human motion target recognition is
completed;

(2) Key frames of humanmotion video are extracted, the fea-
tures of key frames are obtained based on the local feature
and global feature, and the feature fusion is completed;

(3) The vertical spatial information of human body is consid-
ered in an innovative manner, the matching effect of the
feature block is improved, providing a basis for efficient
target recognition.

(4) The experimental research is conducted by relying on
UCFmotion data sets, the algorithm verification analysis
is finished by setting the spatial constraint weight map,
key frame extraction accuracy, time of feature fusion,
feature block matching accuracy, behavior recognition
confusion matrix and behavior recognition F-measure,
thereby enhancing the reliability of experimental results.

II. RELATED WORK
At present, many results had been produced in the research
on behavior recognition. Foreign scholars Devanne et al. [25]
proposed an approach to analyze and understand human
behavior from depth video, decomposed targets using a cross-
time human body posture for shape analysis, and constructed
short time period of basic motions; each segment described
the change in posture in terms of human motion and the
appearance of the depth around the knuckles of the hand;
finally, the Naive Bayesian Classifier was used to capture
the dynamic characteristics of basic motion features and to
change human behaviors; the method was proved to have
good overall performance, yet with poor feature matching
effect. Coupeté et al. [26] proposed an online gesture recogni-
tion technology that enabled human-robot collaboration in an
industrial context; the effectiveness of the method had been
revealed in several documents, but it has poor feature fusion
effect. Ding et al. [27] proposed a linear dynamic system of
three-dimensional skeleton motion recognition for modeling
time series tensor observations, estimated the parameters of
linear dynamic system as a motion description using Tucker
decomposition, and did an in-depth analysis of motion recog-
nition; however, the target motion recognition rate still needs
to be improved. Chen et al. [28] proposed a method of CNN
acceleration using hardware/software co-design technology,
and created an embedded system using the ARM processor
and FPGA structure, so as to balance diversity and flexibility;
the method has better overall effect especially for the system
research with limited resources, but the accuracy rate of target
recognition needs to be further improved.

At home, many results had also been produced
in the research on CNN and behavior recognition.
Liangliang et al. [29] proposed an improved video represen-
tation method of feature graph strings to obtain ordered
behavior video feature strings, matched human behavior and
completed recognition based on the graph matching method
and dynamic time warping method, proving that the method
had low recognition accuracy. Lifei et al. [30] combined
double flow network and CNN for behavior recognition,
obtained the spatial-temporal features of the video using
the multi-scale input 3D convolution fusion network, fused
the data of different scales, and completed the behavior
recognition by building the double flow model, proving that
the algorithm had poor data fusion effect. Guisheng et al. [31]
extracted the structural information and inherent features of
the sketch using the convolution kernel, increased the depth
of the network, and enhanced the data diversity, proving
that the method could improve the recognition accuracy.
Guoliang and Xiaoxiang [32] proposed a behavior recog-
nition method based on mobile phone’s multi-source sen-
sor, extracted the current behavior feature using the sensor,
obtained the feature vector, and verified the performance of
the algorithm based on different feature matching behaviors,
proving that the algorithm showed good recognition effect
over persistent motions yet its accuracy rate should be further
improved.
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In order to address the problems of above research
methods, the CNN was combined with global constraint
block matching to complete human motion target recogni-
tion, and the global constraint block is matched with the
feature block from the perspective of spatial information in
the vertical direction of the human body, thereby improving
the matching effect and providing a good basis for subsequent
target recognition.

III. HUMAN MOTION TARGET RECOGNITION
ALGORITHM BASED ON CNN AND GLOBAL
CONSTRAINT BLOCK MATCHING
A. EXTRACTION OF KEY FRAMES FROM THE HUMAN
MOTION VIDEO
Human motion is characterized by certain continuity, leading
to a large number of redundant frames in motion video [33].
In order to quickly obtain valid information, the motion
abrupt frame will be used as a key frame for extracting key
information from the human video [34], [35].

The human motion video is described as s, the first frame
is set as a reference frame s0, and the other frames are com-
pared with the reference frame by taking the motion angle
and position as indicators. If there is a large difference, the
frame is regarded as a key frame, otherwise it is deemed as a
redundant frame. The specific expression is as follows:∣∣dsi − ds0 ∣∣ > thd_ pos (1)∣∣ϕsi − ϕs0 ∣∣ > thd_ang (2)

where, ds0 and dsi represent the reference frame position
and the i-th frame video human motion position respectively.
ϕs0 and ϕsi represent the reference frame angle and the i-th
frame video human motion angle respectively. thd_pos is the
moving target position difference threshold. thd_ang is the
threshold value of moving target angle difference.

If any of the above formulas (1) and (2) satisfy one of the
conditions, that is, the distance between the current frame and
the reference frame is greater than the threshold of the posi-
tion difference, or the motion offset angle of the current frame
and the reference frame is greater than the threshold of angle
difference, then the frame is deemed as a key frame [36], [37].

B. CNN-BASED KEY FRAME FEATURE FUSION
CNN is a typical deep learning neural network [38], [39].
It consists of the convolution layer, pooling layer, normalized
layer and Concat layer. The convolution layer extracts image
features by using the convolution kernel, which has more
neurons than the shallow neural network. In addition, CNN
can extract data and the extraction process can be designed
independently [40], [41], so this approach shows certain
advantages in data analysis. The pooling layer completes
data downsampling and reduces the dimensions; the nor-
malized layer establishes a competition mechanism through
the local neurons, and improves the generalization ability
of the network; the Concat layer can avoid data over-fitting
problems [42], [43].

Usually, there are highly complex data features in the last
layer of CNN [44], [45]. In order to obtain better results
with generalization capabilities and comprehensively obtain
the key frame features, this study independently designs a
method of extracting the local feature and the global feature
by using the convolution layer of CNN, and then inputs the
feature extraction results into CNN for fusion processing, as
follows:

1) LOCAL FEATURE
Local feature is a description of human appearance, partial
occlusion and visual changes, and it can be reflected by
interest point detection.

Suppose that P = {p1, p2, . . . , pn} is the corresponding
spatial-temporal interest point at any time in the sequence
g (x, y) of the human motion key frame, and the total number
is n, then the interest point can be represented by pi (xi, yi).

The center point of human motion in the key frame is set to
the pole L, and the interest point pi (xi, yi) can be converted
into the following coordinate form in the coordinate system
of the pole L, which is expressed by the following formula:

ri =
√
(yi − yo)2 + (xi − xo)2

αi = arctan
(
yi − yo
xi − xo

) i = 1, 2, . . . , n (3)

where, ri represents the translation distance of the interest
point pi (xi, yi), αi is the angle formed by the pole L and
the interest point pi (xi, yi), and (xi, yi) and (xo, yo) are the
coordinates of interest point and the center point of human
body, respectively.

2) GLOBAL FEATURE
In the global feature extraction, this paper starts with the
contour line of human body and uses the curvature function
for description. Besides, the study describes the human con-
tour line in the key frame sequence, and randomly samples
M points from the contour line. The coordinate form of these
sampling points is denoted as (ai, bi).
A sampling point c (a1, b2) is selected. The curvature is

defined as the change rate of tangential angle of the sampling
point relative to the arc length, and the curvature function is
expressed as:

q(c) =
d
dc
θ (c) (4)

where, θ (c) is the tangential angle.
Fourier transform coefficient F is used to describe the

curve function. Since Fourier transform coefficient is sym-
metric, only the coordinate system of positive frequency
needs to be considered, thereby improving the computation
efficiency [46], [47]. The global feature based on the curva-
ture function is described as:

G = {q (c) · |S1| |S2| . . . |SM |} (5)

where, Si represents the curvature function.
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3) CNN FEATURE FUSION PROCESSING
In this study, the Concat layer is added to the CNN, the last
three fully connected layers are deleted, and the extracted
local and global key frame features are input into it. As a
result, the key frame feature fusion processing is performed
based on the CNN designed above [48], [49].

In this study, 20 frames of training video images are
randomly selected, the video image set is represented as
(λo, λ1, . . . , λi−1), and the size of single frame image in
the video sequence is designed as 225 × 225. At this time,
the input data scale in CNN is 20× 225 × 225× 3 (20 is the
video image sequence length and 3 is the channel), and the
CNN model parameters are trained under this condition, and
a total of 6 convolution layers are designed. Among them, the
step length of the first convolution layer is 2; the step length
of the second convolution layer is 2; the step lengths of the
third, fourth and fifth convolution layers are 1; the step length
of the sixth convolution layer is 1. In order to ensure the non-
linearity of the model, an activation function is added after
each convolution layer; in order to speed up the training speed
of the neural network, a normalized layer is also added after
each pooling layer [50], [51].

The fifth convolution layer represents the deep feature
map. In this study, this shallow feature map of the third
convolution layer is fused with that of the fifth convolution
layer [52], [53]. This fusion process is implemented based on
the Concat layer. The feature fusion calculation formula is as
follows:

fi = H ([λ0, λ1, . . . , λi−1]) (6)

where,H (·) is nonlinear transform function, and fi represents
the results of key frame feature fusion.

C. TARGET RECOGNITION BASED ON GLOBAL
CONSTRAINT MATCHING BLOCK
1) MATCHING OF HUMAN MOTION TARGET
FEATURE BLOCK
Human motion target recognition needs to be completed
by matching different key frame feature blocks. This study
extracts the matching blocks of two different images, cal-
culates the distance between the two matching blocks, and
obtains the closest matching block to complete the human
motion target feature block matching.

Subsequently, the features obtained after the key frame
fusion are combined into two different feature block
sets F {F1,F2, . . . ,Fn} and F ′

{
F ′1,F

′

2, . . . ,F
′
n
}
, where,

Fn = { f1, f2, . . . , fn} ,F ′n =
{
f ′1, f

′

2, . . . , f
′
n
}
.

A set of human motion image key frame feature sequences
are selected in the feature block set F {F1,F2, . . . ,Fn} , and
a rectangular coordinate system is set; the l-th center coor-
dinate of the image feature block is set to (u, v) and the
same vertical coordinate (u, v); under different conditions of
the abscissa u (the maximum value of u is U ), the feature
block F ′ (l, u) of the l-th image in the feature block set

F ′
{
F ′1,F

′

2, . . . ,F
′
n
}
is represented as:

F ′ (l, u) =
{
glu,v

}
, u = (1, 2, . . . ,U ) (7)

where,
{
glu,v

}
represents the l-th image feature point set.

In order to avoid the impact of spatial changes in video
image sequences on human motion target recognition, this
study, based on the abscissa of the search space, allows a
certain fluctuation direction of the ordinate and expands the
search range within a reasonable range. The search area can
be defined as:

Area(u) =
{
glu,v|v = v− 1, . . . , v . . . , v+ 1

}
(8)

where, The value of v ranges from v+ 1 < V and v− 1 > 0,
and V represents the maximum vertical coordinate of the
image feature block.

The l-th image feature block is used as the feature
block F ′ (l, u) to be matched in the feature block set
F ′
{
F ′1,F

′

2, . . . ,F
′
n
}
, and the closest matching feature block

MF ′(l,u) obtained by F ′ (l, u) search is:

MF ′(l,u) = argmin
{
g|g = d

(
glu,v

)
, glu,v ∈ Area(u)

}
(9)

where, g represents the distance between feature blocks.
d
(
glu,v

)
represents the distance between the center point of

the l-th image feature block and the center point of the
adjacent feature block.

2) CALCULATION OF SPATIAL CONSTRAINT WEIGHT
From the perspective of mathematics, constraint is one of the
effective methods to solve the optimal solution. After com-
pleting the matching of human motion target feature blocks,
this paper uses the definition of spatial constraint to limit
the scope of target recognition, weaken invalid matches, and
further increase the strong matching relationship, which lays
the foundation for improving the accuracy of human motion
target recognition. Spatial constraint means that a feature
block selects the nearest feature block in the same row of the
image, and a distance vector is formed; the feature block of
another image selects the nearest feature block in the same
way and a distance vector is formed; the difference between
two distance vectors is calculated according to Euclidean
distance, and the spatial constraint weight can be obtained
based on the results.

Since human motion is usually upright and the vertical
spatial data is closer for the same human motion target, this
paper calculates the spatial constraint weight of the human
motion feature block from the vertical direction, thereby
compensating for the poor matching effect of feature block
and make the calculation result more comprehensive. The
calculation process is as follows:

Assuming that the feature block in the feature block
set F ′

{
F ′1,F

′

2, . . . ,F
′
n
}

of the l-th image is F ′ (l, u), this
study selects the closest feature block F ′ (k, u) in the same
row in its own image, and gives the Euclidean distance
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d
(
F ′ (l, u) ,F ′ (k, u)

)
of the two image feature blocks. Based

on the Euclidean distance, the distance dl,k of the two image
feature blocks can be calculated:

dl,k = min


d
(
F ′ (l, u) ,F ′ (1, u)

)
,

d
(
F ′ (l, u) ,F ′ (2, u)

)
,

. . . . . . . . . . . . . . . . . . ,

d
(
F ′ (l, u) ,F ′ (k, u)

)
 (10)

The distance between the feature blocks of the two images
calculated according to Formula (10), which represents the
closest distance required by the feature block F ′ (l, u) to
search for similar feature blocks. In order to directly and
accurately represent the similarity of the two feature blocks in
the spatial structure, a quantitative numerical method is used
to represent them, and the spatial constraint weight w

(
F ′
)
of

matching feature block was calculated:

w
(
F ′
)
=

Q∑
k=1

(∣∣F ′ (l, u)− F ′ (k, u)∣∣ ) (11)

where, Q represents the foreground area of motion target
recognition. The smaller the spatial constraint weight w

(
F ′
)
,

the higher the similarity between the two feature blocks in the
vertical direction and the higher the matching rate.

3) TARGET RECOGNITION
The key to human motion target recognition research lies
in the matching of two images. This matching problem is
represented by amatching score, which can get more accurate
results. In this study, human motion target recognition is
mainly calculated from the matching block score and the
spatial constraint weight score, and then the target recognition
is completed according to the cumulative result of the score.
The specific steps are as follows:

Input: According to the feature fusion results calculated
through CNN, enter image feature block matching data and
weight calculation result.

Output: The result of human motion target recognition is
represented by the matching score.

The motion target data information is initialized, the
human motion target is identified and studied, and it is
described with the following algorithm:

1) In human motion target recognition, due to environmen-
tal factors such as background and lighting, the inac-
curate target matching issue is prone to occur, that is,
inaccurate distance calculation occurs in the matching
block search. To avoid this problem, the distance prob-
lem is converted into a scoring problem for calculation.
Besides, Gaussian functions need to be used in the con-
version process; Calculated as follows:

G(l, k) = exp

(
−
d
(
F ′ (l, u) ,F ′ (k, u)

)
χ2

)
(12)

where, χ is the bandwidth of the Gaussian function.

2) The score of the feature block F ′ (l, u) for its matching
block F ′ (k, u) is expressed as:

score
(
F ′ (l, u) ,F ′ (k, u)

)
= G (l, k) (13)

3) According to the spatial constraint weight calculation
method in Section III(C (2)), the spatial weights of
two different images are calculated, and the weight
calculation results are converted into a numerical form
w1
(
F ′
)
suitable for being expressed by score. Such as

formula (14).

w1
(
F ′
)
= exp

(
−
w
(
F ′
)2

2χ2

)
(14)

4) The score of spatial constraint weight can be obtained
according to the last step. Such as formula (15).

score′
(
F ′ (l, u) ,F ′ (k, u)

)
=

Q∑
k=1

(
score

(
F ′ (l, u) ,F ′ (k, u)

)
,w1

(
F ′
))

(15)

5) The final cumulative score can be obtained by combin-
ing the score of matching block and the score of spatial
constraint weight:

Stotal = score
(
F ′ (l, u) ,F ′ (k, u)

)
+ score′

(
F ′ (l, u) ,F ′ (k, u)

)
(16)

The higher the cumulative score Stotal , the more likely
two images are to be the same target

6) End.
According to the above steps, human motion target recog-

nition based on the CNN and the global constraint block
matching can be completed.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
In order to verify the effectiveness of the research algorithm in
this paper, an experimental analysis is required. The specific
arrangements are as follows.

A. EXPERIMENTAL ENVIRONMENT AND DATASET
In this experiment, Windows 10 operating system is used,
and the Opencv open source computer vision database is
adopted for software, which are more convenient to complete
motion recognition. In addition, the experiment is carried out
in a GPU accelerated environment by using a deep learning
database with a python interface.

The experimental data is selected from the UCF
(https://www.crcv.ucf.edu/data/UCF101.php) motion data
set. This data set contains a large number of videos, diverse
scenes and a variety of motions, such as kicking, diving,
running, walking, and archery; it also contains rich human
motion data, and most data in this data set are taken from
real scenes. Therefore, this data set has great practical sig-
nificance for experimental analysis. The experimental data
parameter settings are shown in Table 1.
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TABLE 1. Experimental data parameter settings.

FIGURE 1. Human motion target recognition process.

A total of 20 million human motion videos are selected in
the experiment, of which 10 million videos are used as the
test set and 10 million videos are used as the training set.
Before testing the experimental data, this study first extracts
the optical flow and RGB frames of video data, processes
them in advance, clips the video data into short videos at a
frame rate of 25 frames per second, and adjusts the pixels
to 227∗227, thereby ensuring that the human motion image
features are not lost.

B. EXPERIMENTAL INDICATORS
The following experimental indicators are selected to verify
the algorithm in this paper, as follows:

1) Spatial constraint weight map: This study selects the
vertical direction and uses the definition of spatial con-
straint to further enhance the matching degree of human
motion target, providing a basis for target recognition.
This is the key content of the algorithm research in

this paper. In order to verify the effectiveness of the
algorithm, the walking human targets are selected from
the database as objects, and the spatial constraint weight
map is designed to compare the performance of the
algorithm;

2) Accuracy of key frame extraction: Key frame extraction
is the first step of the algorithm calculation in this paper,
which can effectively avoid the interference of useless
information. The key frame extraction accuracy is used
as an indicator. The proposed algorithm is then com-
pared with the algorithms [12], [13], [15], [16] and [17],
and the calculation formula for the key frame extraction
accuracy is as follows:

Daccu =
ti
t
× 100% (17)

where, t represents the actual number of key frames,
and ti represents the number of key frames extracted
according to the proposed algorithm.

3) Feature fusion time consumption: This paper uses the
CNN to complete the key frame feature fusion, which
lays the foundation for feature block matching. Accord-
ing to Formula (6), this study obtains the feature fusion
result, calculates the feature fusion time, compares the
proposed algorithm with algorithms in literature [12],
[13], [15], [18] and [19], so as to verify the performance
of the proposed algorithm.

4) Feature block matching accuracy: Before the recog-
nition of human motion target is completed, feature
block matching is required, so feature block matching
accuracy is a direct factor that determines the target
recognition effect. In this experiment, feature block
matching accuracy is used as an indicator to verify the
performance of the proposed algorithm. The formula for
feature block matching accuracy is as follows:

Accuracy =
Mmate

Mact
× 100% (18)

where, Mmate is the value of the algorithm matching
result, andMact is the value of the actual matching result.

5) Behavior recognition confusion matrix: The confusion
matrix is a standard format for accuracy evaluation.
In this experiment, a behavior recognition confusion
matrix is established, and the correct recognition rate is
calculated through the confusion matrix analysis;

6) F-measure for behavior recognition: F-measure is a
statistic amount and it is a weighted harmonic mean of
recall rate and accuracy. In order to verify the accuracy
of the recognition results in this paper, the F-measure
of the proposed algorithm is compared with that of the
algorithms in literature [10], [11], [15], [18] and [19].

F-measure =
R · Accu
R+ Accu

(19)

where, R represents the recall rate of behavior recognition,
and Accu represents the accuracy of behavior recognition.
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C. EXPERIMENTAL RESULTS
1) SPATIAL CONSTRAINT WEIGHT MAP
A pedestrian walking image is selected from the database
as the original image. In this study, a spatial constraint
weight map is established, and the proposed algorithm is
compared with Literature [12] and Literature [19]. It is shown
in Figure 2.

FIGURE 2. Spatial constraint weight map.

Figure 2 (a) is a group of images composed of three images,
which are defined as A1, B1, and C1 from left to right.
Similarly, the three images in Figure 2 (b) are defined as A2,
B2, and C2 in this order, the three images in Figure 2 (c) are
defined as A3, B3, and C3 in this order.

In Figures 2 (a), (b), and (c), the images A1, A2, and A3
are the same, and they are all original images.B1, B2, B3
represent pedestrian images similar to the original image,
C1, C2, and C3 are an evaluation image of the similarity of
the two pedestrians. Among them, the more and denser the
square spots, the smaller the spatial constraint weight, and the
greater the similarity between the two pedestrians. According
to Figure 2, most of the pedestrians obtained from the match-
ing of different algorithms are close to the features in the
original image, but the behaviors obtained from the matching
of proposed algorithm are consistent with the pedestrians
in the original image; as a result, the pedestrians obtained
by matching through the algorithms in Literature [12] and
Literature [19] are still quite different from those in the origi-
nal image. This is because this paper considers the differences
in the vertical pedestrian structure, which makes up for the
poor feature block matching and obtains good results.

2) KEY FRAME EXTRACTION ACCURACY RATE
The proposed algorithm is compared with the algorithms in
Literature [12], [13], [15], [16] and [17] in terms of key frame
extraction accuracy rate.It is shown in Figure 3.

FIGURE 3. Comparison of key frame extraction accuracy.

According to Figure 3. During the experiment, the key
frame extraction accuracy rate of the proposed algorithm
is always above 90%. In comparison, the algorithm in
Literature [12] has an extraction accuracy rate of about 60%;
the algorithm in Literature [13] has a high extraction accu-
racy rate of 60%-80%, the algorithm in Literature [15] and
Literature [16] accuracy rate are about 60%, the algorithm
in Literature [17] has the maximum extraction accuracy rate
of 70%. According to the data description, the proposed algo-
rithm has a high key frame extraction accuracy rate, which
indicates that the motion target position difference threshold
and angle difference threshold of the proposed algorithm are
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selected in an appropriate manner, and they can accurately
complete the key frame feature extraction.

3) FEATURE FUSION TIME CONSUMPTION
Time consumption is an important way to measure the quality
of the fusion result. In this study, the feature fusion time
consumption of the proposed algorithm is compared with the
algorithms of other literature. It is shown in Figure 4.

FIGURE 4. Time-consuming comparison of feature fusion.

With the increase of the data amount, the key frame feature
fusion time consumption of the algorithm has shown an over-
all upward trend. Among them, the time consumption of the
algorithm in Literature [19] rises significantly and reaches the
highest; the feature fusion time consumption of the algorithm
in Literature [19] is 47s when the data amount is 10 million;
followed by the algorithm in Literature [15], the maximum
time consumption also reaches 47s; the time consumption
of the algorithm in Literature [12] rises significantly before
the data amount is 60 million and reaches a steady state
after the data amount is 60 million, with the maximum time
consumption of around 32s; the time consumption curves in
Literature [13] and Literature [18] are relatively flat, with
the maximum time consumption of 12-15s. according to the
figure, the proposed algorithm has a smooth time consump-
tion curve and time consumption is 12-15s, indicating that the
proposed algorithm is obviously better than other algorithms
in the above literature. This is because CNN is used in this
study for feature fusion, and the CNN model parameters are
trained to help the algorithm quickly complete key frame
feature fusion.

4) FEATURE BLOCK MATCHING ACCURACY
Feature block matching is a prerequisite for human motion
target recognition. To verify the performance of the proposed
algorithm, this paper compares the proposed algorithm with
the algorithms in Literature [13], [19] and [20] in terms of
feature block matching accuracy. It is shown in Figure 5.

Figure 5 can be seen that the average value of the feature
block matching accuracy of the proposed algorithm is more
than 80%, while the feature block matching accuracy of
the algorithms in literature [13], [19], and [20] is low with
an average value of about 60%, so the proposed algorithm

shows obvious advantages. This is because after matching
the feature block, this paper calculates the spatial constraint
weight and calculates the weights from the vertical direction,
which improves the matching accuracy.

5) BEHAVIOR RECOGNITION CONFUSION MATRIX
The confusion matrix, called the error matrix, is represented
by n rows and n columns. In this study, each measured value
is compared with the predicted value. The sum of each row
represents the true number of samples in that category, and
the sum of each column represents the number of samples
identified as that category. Besides, this experiment uses the
behavior recognition confusionmatrix to represent the behav-
ior recognition rate of the algorithm. It is shown in Table 2.

TABLE 2. Behavior recognition confusion matrix.

According to the behavior recognition confusion matrix
in Table 2, this study visualizes the human motion target
recognition results, and uses diagonal elements to represent
the correct recognition rate. It can be seen from Table 2
that for five motions of kicking, diving, running, walking
and archery, the correct recognition rates of the proposed
algorithm are 0.95, 0.90, 0.85, 1.00 and 0.90, respectively,
indicating that the proposed algorithm has very good human
motion target recognition capabilities.

6) F-MEASURE OF BEHAVIOR RECOGNITION
F-measure for behavior recognition of the proposed
algorithm is calculated and compared with the F-measure
calculated by the algorithms in literature [10], [11], [15],
[18] and [19].

According to the F-measure comparison results of behav-
ior recognition in Table 3, under the condition that the
video frame takes different values, the proposed algorithm
always has the largest F-measure of behavior recognition,
with an average value of about 0.95. In contrast, the average
value of F-measure calculated according to the algorithm in
Literature [10] is about 0.78; the value calculated according
to the algorithm in Literature [11] is about 0.72; the value
calculated according to the algorithm in Literature [15] is
about 0.77; the value calculated according to the algorithm in
Literature [18] is about 0.82; the value calculated according
to the algorithm in Literature [19] is about 0.86. According to
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FIGURE 5. Comparison of feature block matching accuracy.

the data analysis, the proposed algorithm shows significant
advantages in F-measure and has certain advantages in human
motion target recognition.

V. DISCUSSION
In order to further promote the development of computer
vision research, to more fully understand the motion video
information, and to obtain a more effective human body
target recognition method, this paper proposes a human body
target recognition algorithm based on convolutional neural
network and global constraint block matching. The experi-
mental results show that the proposed algorithm has a good
fusion of human features, the target matching result is consis-
tent with the original image, the recognition accuracy is high,
and it can effectively avoid problems such as the number of
images, camera angle, and light.

Humanmotion recognition has attracted attention due to its
extensive application in human-computer interaction, visual
surveillance, and video indexing. Therefore, the study of
human motion target recognition in this paper is of great
significance, and some related literature has achieved some
results.

TABLE 3. Comparison of F-measure of behavior recognition.

Abdelbaky and Aly [54] proposed a new method for
human motion recognition based on principal component
analysis network, which uses the motion energy template
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to appropriately represent the time information of the input
video, and calculates a plurality of short-term motion energy
image templates to capture human motion information.
Yanhu et al. [55] described the visual behavior recognition
deeply based on the evolution of database. Han et al. [56]
used human-computer interaction to study human behavior
and human intention recognition.

These literatures have achieved certain results, but com-
pared with the proposed algorithm, it has obvious advantages
in key frame extraction, feature fusion, feature block match-
ing, human behavior recognition, etc., which can provide data
basis for human behavior research and help further computer
research and development.

However, in the research of the recognition algorithm in
this paper, the influencing factors such as human motion
posture were not considered, and the comprehensiveness of
the research results is insufficient. In the next research, we
need to comprehensively consider more influencing factors
of human motion recognition, obtain more comprehensive
research results, and provide a reference basis for computer
vision research.

VI. CONCLUSION
Human motion target recognition is one of the key research
topics in the field of computer vision. In order to solve the
shortcomings of traditional target recognition algorithms, this
paper proposes a human motion target recognition algorithm
based on the CNN and the global constraint block match-
ing, extracts motion video key frame, fuses the key frame
features based on the CNN, completes feature block match-
ing according to the definition of spatial constraint, thereby
realizing human motion target recognition. 10 million data
were selected from the UCF motion data sets as a test set to
verify the proposed algorithm process and research results.
The key frame extraction accuracy of the proposed algorithm
is as high as 98%, and the feature fusion takes less than 15s,
which is much lower than other literature algorithms.The
experimental results show that the proposed algorithm takes
into account the differences in pedestrian structure in the
vertical direction and makes up for the lack of feature block
matching. The matching image is consistent with the original
image, and the average value of the feature block matching
accuracy is more than 80%. The correct recognition rate of
human moving targets is not less than 0.85, and the overall
recognition effect is better.
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