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ABSTRACT To meet the requirements of high accuracy and high efficiency in three-dimensional (3D)
measurement, a phase difference-3D coordinate mapping model is proposed based on extreme learning
machine (ELM) network. First, the reconstruction model of the ideal measurement system is set following
the geometric structure of the system. Subsequently, by generalizing camera and world coordinates, a
generalizedmeasurement model is built. Lastly, ELMnetwork is employed to solve themapping coefficients.
During measurement, only one phase difference map is required to complete the 3D reconstruction of the
object, which simplifies the data processing process and saves time. The result indicates that the mean
square errors (MSEs) of the X, Y and Z of the testing sample are 3.5955×10−4 mm, 9.5113×10−4 mm and
4.4×10−3 mm, respectively. Moreover, the reconstruction experiments of objects with different geometric
structures are performed to demonstrate the general application of the proposed method.

INDEX TERMS Phase difference, structural light, 3D reconstruction, ELM network.

I. INTRODUCTION
3D imaging technology can be split into contact and non-
contact measurement. In terms of the contact measurement,
the coordinate measuring machine and articulated arm mea-
suring machine are primarily included. The non-contact mea-
surement covers optics [1]–[3], X-ray [4], [5], acoustics [6],
[7] and magnetics [8], etc. The former measurement tech-
nology is not limited by the light and color of the object;
it exhibits high accuracy. Nevertheless, the contact measure-
ment technology has great limitations in the industry applica-
tion since its probe cannot traverse the surface of the object,
and it can easily damage the object. In contrast, the non-
contact measurement primarily based on computer image
processing has broader applications. To be specific, the 3D
measurement based on digital fringe projection [9]–[11], as
a type of surface measurement technology, exhibits several
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advantages (e.g., fast measurement speed, high resolution,
as well as simple system structure); it has been extensively
applied in manufacturing and other fields.

Digital fringe projection technology is explained as fol-
lows. First, a group of digital coded fringes is protected onto
the object surface with the use of a projector. Subsequently,
the camera is adopted to acquire the deformed 2D fringe
images. Lastly, given the pixel coordinates and phase infor-
mation covered in the camera image, the 3D measurement of
the object is achieved. According to whether a reference plane
exists in the measurement system, the digital reconstruction
method can fall into phase difference-coordinates [12]–[14]
and phase-coordinates mapping models [15]–[17].

In fact, the phase difference mapping model has been built
by setting the geometric relationships between the object,
reference plane, camera and the projector. The model built
in the early stage raises high requirements on the geometric
constraints of the system structure [18], [19] (for example, the
line between the optical center of the projector and the optical
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center of the camera is required to parallel to the reference
plane), which limits its practical application. To generalize
the model, An et al. [12], [13] substituted additional geomet-
ric parameters (e.g., the angle between the camera optical
axis and the world coordinate axis) into the measurement
system. The unknown coefficients in the mapping model can
be solved by the least square algorithm based on a sufficient
number of samples. However, considering the lens distor-
tion [20], high order items of pixel coordinates are required
in the model, thereby to some extent limiting the accurate
calibration of the parameters. Cai et al. [14] proposed an
optical field imaging method by installing a microlens array
in front of the imaging sensor, in which each ray has its own
phase-depth mapping coefficient. The method can achieve
3D reconstruction with high dynamic range, whereas the
low spatial resolution causes the reconstruction result to lose
some details.

In the phase mapping model, the projector is considered
the reverse camera employed for building a binocular stereo
vision system. Li et al. [15], [16] adopted camera calibration
method to calibrate the projector. On the whole, the cali-
bration accuracy of the projector is lower than that of the
camera due to the gamma effect [21]. The binary defocus-
ing technique proposed by Li et al. [22] can eliminate the
gamma effect on calibration and accurately calibrate the inner
parameters of the projector. However, the time-consuming
corresponding points search causes low efficiency of 3D
reconstruction. Based on the epipolar geometry constraint
[23], Cai et al. [17] established a coefficient look-up table
(LUT) to map the absolute phase to 3D coordinate. The
result shows that the methods can be as accuracy as the
stereo vision method, while exhibits higher reconstruction
efficiency. However, the mapping coefficient of each imaging
point should be solved, which makes the calibration process
complex.

As revealed from the mentioned analysis, the direct cali-
bration of the system parameters makes the calibration pro-
cess flexible, whereas the measurement accuracy requires
enhancement. If the mapping model is built for each imag-
ing point, the complexity of the calibration process will
increase. Moreover, the selection of calibration algorithm
significantly impacts the measurement accuracy. Given the
high requirements of accuracy and efficiency for 3D mea-
surement, a concise and efficient measurement method is
proposed in this paper. The sample database is directly
established according to the collected image information
and the measured 3D coordinate. Moreover, the ELM net-
work with good generalization performance is adopted to
calibrate system parameters. First, based on the principle
of camera imaging and projection, the mapping model in
general measurement system is deduced in detail. Then, the
principle of ELM network used in nonlinear fitting and
the calibration process of the system are introduced. Lastly,
the effectiveness of the proposed method is verified by build-
ing the measurement system and analyzing the experimental
results.

FIGURE 1. Ideal measurement system: camera coordinate system (CCS)
and projection coordinate system (PCS) are built based on imaging plane
and projection plane, respectively; the axes of world coordinate system
(WCS), CCS and PCS are parallel to each other.

II. 3D RECONSTRUCTION BASED ON DIGITAL FRINGE
PROJECTION
A. IDEAL MEASUREMENT SYSTEM
In the measurement system (Fig. 1), OC and OP refer to the
projection points of the lens optical center C and P, respec-
tively. The plane XWOWYW is taken as the reference plane
(RP), D denotes a point on the measured object, and B refers
to its projection point on RP. C’ and P’ indicate the projection
points of C and P on RP, respectively. A, E represent the
intersections of RPwith lines PD and CD, respectively. Based
on the similar triangles EBD∼EC’C and ABD∼AP’P, the
coordinates of D in WCS can be expressed as:
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In Eq. (1), the superscript W denotes the coordinates in
WCS. XW

C ,Y
W
C ,Z

W
C ,X

W
P and ZW

P represent the structural
parameters of the system, which are constants. According to
the PCS-WCS and WCS-CCS mapping model deduced in
Sect. 3 of Ref. [24], the following results are obtained:
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where lP and lc denote the lens focal length of the projector
and camera, respectively. ϕAE is the phase difference between
A and E. T0 is the period of projected sinusoidal fringe
pattern. (XC

D’,Y
C
D’) is the coordinate of D’ in CCS.

In Fig. 1, the phase of D’ is identical to that of A. Nev-
ertheless, when there is no object to be measured, the phase
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FIGURE 2. Imaging plane: (a) ideal imaging plane ui oi vi ; (b) ideal
imaging coordinate system ui vi wi and actual imaging coordinate
system uavawa.

of D’ is equated with the phase of E. By substituting 1ϕAE
for 1ϕD’(1ϕD′ denotes the phase difference of D’ between
the actual measurement and the RP measurement), and com-
bining Eqs. (1) and (2), the world coordinates of D can be
expressed as Eq. (3).
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where fX, fY and fZ represent the mapping functions of
(XC

D’,Y
C
D’,1ϕD’) to X

W
D , YW

D and ZW
D , respectively.

B. GENERALIZATION OF MEASUREMENT SYSTEM
1) GENERALIZATION OF CAMERA COORDINATE
It is assumed that the physical size of each camera pixel
along the ui-axis and vi-axis are denoted as dx and dy, the
camera coordinate of D’ is then expressed as Eq. (4). Where
the superscript i denotes the pixel coordinates in the ideal
imaging coordinate system (Fig. 2(a)).XC
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dx
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(4)

As revealed in Fig. 2(b), since C, D’ and D’’ are collinear,
Eq. (5) can be yielded.
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R1 and T1 are assumed as the rotation and translation
matrices of the coordinate system uavawa to uiviwi. Subse-
quently, the mapping relation between the coordinates of D’’
in the two imaging coordinate systems is defined in Eq. (6). uiD’’

viD’’
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Given the distortion of camera lens [17], there exhibits
polynomial relation between the undistorted imaging coor-
dinate (uaD’’, v

a
D’’) of point D’’ and the distorted imaging

coordinate (uD’’, vD’’) (i.e., the pixel coordinate on the image
captured by the camera). Subsequently, combine Eqs. (4)-(6)
to get Eq. (7), where fPu and fPv indicate non-linear functions.

XC
D’ = fPu (uD’’, vD’’)

YC
D’ = fPv (uD’’, vD’’)

1ϕD’ = 1ϕD’’

(7)

2) GENERALIZATION OF WORLD COORDINATE
(XD, YD, ZD) is assumed as the coordinate of D in the
general WCS, R and T represent the rotation and translation
matrix from the ideal WCS to the general WCS, respectively.
Subsequently, the general coordinates of D can be obtained
by linear transformation of its ideal coordinates, as expressed
in Eq. (8). XD

YD
ZD

 = R

XW
D

YW
D

ZW
D

+ T (8)

3) GENERAL EXPRESSION OF MEASUREMENT MODEL
By substituting Eqs. (3) and (7) into Eq. (8), and by extending
the measurement model of D to the whole imaging plane, Eq.
(9) can be yielded.

X = FX (u, v,1ϕ)
Y = FY (u, v,1ϕ)
Z = FZ (u, v,1ϕ)

(9)

FX, FY and FZ represent the nonlinear mapping functions
from (u, v, ϕ) to X, Y and Z, respectively. Accordingly, once
the mapping function is determined, the 3D information of
the object can be determined in accordance with the image
information captured by the camera.

III. ELM NETWORK FOR IMAGING SYSTEM
A. ELM PRINCIPLE FOR NONLINEAR FITTING
ELM refers to a special type of artificial neural network,
as employed to solve classification and regression problems
[25], [26]. It exhibits the performance comparable to that of
the error back propagation algorithm-based classical multi-
layer perceptron training, whereas the training time can be
narrowed by 6 orders of magnitude. During the ELM net-
work training, the connection weight and threshold values
between input and hidden layers are randomly generated.
Only by setting the number of hidden layer neurons can the
unique optimal solution be obtained. Besides, the solution
exhibits fast learning speed and prominent generalization
performance.

The structure of an ELM network withm input vectors (g1,
g2, . . .gm) and n output vectors (s1, s2, . . . sn) is illustrated in
Fig. 3, where l denotes the number of neurons in the hidden
layer. hij indicates the connection weight between the i-th
input neuron and j-th hidden layer neuron, and bj represents
the threshold value of j-th hidden layer neuron, all of which
are randomly generated. Node ‘‘1’’ is the unit input node, and
the value multiplied by threshold bj is the bias of the hidden

68976 VOLUME 8, 2020



S. Lv et al.: Phase Difference-3D Coordinate Mapping Model of Structural Light Imaging System

FIGURE 3. The structure of ELM network.

layer neuron. β jk refers to the connection weight between the
j-th hidden layer neuron and the k-th output neuron, acting as
the parameter to be solved.
f (•) is assumed as the activation function, the inputs and

outputs of the hidden layer can be expressed as:
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Next, the output of the network is written in Eq. (12).
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If the actual output of the training sample is T, the loss
function is defined as J= β(Q-T)T(βQ-T). For an activation
function f (•), which is infinitely differentiable in any inter-
val, when the l is equated with the number of training sam-
ples, ELM can approximate the result of samples with zero
error for any H and B. Under the large number of samples,
to reduce the calculation amount, l is generally smaller than
the number of samples, and the training error of ELM can
approximate any small error ε > 0. The connection weight β
between the hidden layer and the output layer that minimizes
the loss function can be calculated by Eq. (13), Q+ denotes
the Moore-Penrose generalized inverse matrix of Q.

β̂ = SQ+ (13)

B. SYSTEM CALIBRATION
Figure 4 shows that the calibration of the imaging system is
split into ELM network training and ELM network testing.
In the part of network training, a group of network parame-
ters exhibiting better performance are determined based on

FIGURE 4. System calibration: the input vector of ELM network is the
pixel coordinate (u, v) and phase difference 1ϕ of the imaging point, and
the output vector is the 3D world coordinate (X, Y, Z) of the corresponding
object point.

the training samples. Network testing aims to employ the
testing samples to verify the performance of the obtained
ELM network. If the test error satisfies the requirements, the
network is suggested to apply to 3Dmeasurement. Otherwise,
the number of hidden layer neurons is reset, and the solving
process continues.

The specific system calibration is illustrated as follows.
(1) Network initialization. The activation function f (•)

and the number of neurons in the hidden layer l are
determined.

(2) Given the number of neurons in the hidden layer, the
connection weight H and threshold B are randomly
generated.

(3) Based on training sample, the weight β is calculated by
Eq. (13).

(4) If the training error ε1 < the allowable error εh, the
network parameters (f (•), l, H, B, β) will be recorded,
and then step (5) continues. Otherwise, l will be reset,
and then it turns to step (2).

(5) The output of the testing sample is calculated based on
the obtained network parameters (f (•), l, H, B, β) and
the input of the testing sample.

(6) The output of the testing sample calculated by the net-
work is compared with the theoretical output. If the
testing error ε2 < εh, the ELM network is saved for
subsequent application; otherwise, l is reset, and turn
to step (2).

According to the imaging model presented in Sect. 2, the
pixel coordinate (u, v) and phase difference1ϕ of each point
are inputted by ELM network, while the output is the 3D
world coordinate (X, Y, Z). With the use of training error and
testing error for the double check of the performance of the
ELM network, the measurement accuracy of the model can
be effectively ensured in the practical application.

IV. EXPERIMENT AND ANALYSIS
To verify the performance of the proposed method, the
fringe projection 3D measurement system is built using
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FIGURE 5. Calibration plate.

a CMOS camera (MER-500-14GM) and a DLP projector
(IN2128HDx).

A. SYSTEM CALIBRATION AND TESTING
Figure 5 depicts a calibration plate printed with 15 × 19
white standard circles (the center distance is 15 mm). The
calibration plate exhibits the size of 275mm×335mm, which
is fixed vertically on the slide rail (SGX57H56, accuracy
of 0.05mm). This study takes the calibration plate as the
reference plane, takes the center of the lower left circle as
the origin, and takes the direction of the roller movement as
the Z -axis to build WCS.

In this study, the standard 4-step phase-shifting algorithm
is adopted to calculate the wrapped phase. The four sinusoidal
patterns captured by camera are expressed as:

I1 = I’+ I’’ cos (ϕ − π)
I2 = I’+ I’’ cos

(
ϕ − π

/
2
)

I3 = I’+ I’’ cos (ϕ)
I4 = I’+ I’’ cos (ϕ + π/2)

(14)

where I1 ∼I4 denote the reflected intensities, I′ is the back-
ground intensity, I’’ is the modulated intensity. ϕ is the abso-
lute phase associated with the height of the object. Based on
the trigonometric function algorithm, the wrapped phase ϕw
of the detecting area is calculated by Eq. (15).

ϕw = arctan
I4 − I2
I1 − I3

(15)

Given the significant difference of the light intensity on
the surface of the calibration plate, to ensure the accuracy of
the absolute phase, two phase-coding patterns are employed
to solve the phase order N [27]. Next, the absolute phase is
calculated by Eq. (16).

ϕ = ϕw + 2π · N (16)

Figures 6(a)-6(f) shows the sinusoidal and phase-coding
patterns acquired by the camera when the calibration plate
is placed at the position of Z=0mm. Figures 6(g) and 6(h)
are the calculated phase order and unwrapped phase maps,
respectively.

Figure 7(a) presents the captured image of the calibration
plate at Z=82.425mm, and the enlarged image gives the

FIGURE 6. Calibration plate with Z=0mm: (a-d) 4-step phase-shifting
patterns; (e-f) phase-coding patterns; (g) phase order map;
(h) unwrapped phase map.

FIGURE 7. Calibration plate with Z=82.425mm: (a) circle center
identification; (b) bilinear interpolation method for phase difference
calculation (u1, u2, v1 and v2 are integer pixel coordinates adjacent to
the circle center).

partial result of circle center recognition (marked with red
dot) with the gray centroid method. Since the solved center
coordinates are not necessarily integer, the bilinear interpo-
lation method is adopted to calculate the phase difference
of non-integer coordinates based on the phase difference of
adjacent pixels. Linear interpolation is first performed in the
direction of u and then in the direction of v. The calculation
process is illustrated in Fig. 7(b), and the calculation formula
is written in Eq. (17).

1ϕ =
v− v1
v2 − v1

·

(
u− u1
u2 − u1

1ϕ22 +
u2 − u
u2 − u1

1ϕ12

)
+
v2 − v
v2 − v1

·

(
u− u1
u2 − u1

1ϕ21 +
u2 − u
u2 − u1

1ϕ11

)
(17)

Within the measuring range of 0-350 mm, 9 groups of
circle center data of calibration plate at different positions are
taken as the training samples. Another 3 groups of calibration
plate data act as the testing samples. The network perfor-
mance when the number of neurons in the hidden layer meets
the interval [20, 200] (with an interval of 10) is presented in
Fig. 8. This figure reveals that in the initial stage, the MSE
of the prediction results decreases rapidly as the number of
neurons rises. At the number of neurons more than 100, the
network performance tends to be stable, or the error becomes
larger. Since too many neurons in the hidden layer are not-
so-obvious to enhance the performance of the network while
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FIGURE 8. ELM network performance.

FIGURE 9. Absolute error of network output: (a)-(c) error of training
sample; (d)-(f) error of testing sample.

extending the calculation time, the number of neurons in the
hidden layer is set to 100.

With 100 neurons in the hidden layer, the MSEs of the
predicted X, Y and Z of the training sample are 1.1118 ×
10−4mm, 5.3353 × 10−4 mm and 2.7 × 10−3 mm, respec-
tively. The MSEs of the X, Y and Z of the testing sample are
3.5955× 10−4 mm, 9.5113× 10−4 mm and 4.4× 10−3 mm,
respectively. As revealed from the absolute error of network
output presented in Fig. 9: (1) the Z coordinate exhibit lower
prediction accuracy than the X and Y coordinates, probably
associated with the accuracy of the slide rail and the fact

FIGURE 10. Four mapping models based on phase difference-3D
coordinate and phase- 3D coordinate.

FIGURE 11. The performance curves of the three comparative mapping
models: (a) method ­; (b) method ®; (c) method ¯.

that its moving direction is not rigorously perpendicular to
the calibration plate; (2) the testing sample exhibits slightly
higher error than the training sample, whereas the difference
is slight on the whole.
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TABLE 1. Result comparison of the four measurement methods when the number of neurons in the hidden layer is 100.

FIGURE 12. 3D reconstruction result: (a)-(b) physical map and
reconstructed map of the cone; (c)-(d) physical map and reconstructed
map of the sphere; (e)-(f) physical map of the two bird sculptures and top
view of reconstructed map.

B. SYSTEM EVALUATION
Li et al. [16] proposed to use back propagation (BP) network
to develop the mapping relationship between the imaging
coordinates (xc, yc, xp) and 3D coordinate (X, Y, Z) of the
measured object. The parameter xp is calculated based on
the absolute phase, i.e., the mapping model belongs to a
phase-3D coordinate mapping model based on BP network.
As suggested from the experimental result, the measurement
accuracy based on BP network is higher than that achieved
with the general parameter calibration method. Based on
the existing research, to verify the advantages of the pro-
posed method, three groups of comparative models are set
up (Fig. 10). Method ¬ is the method employed in this study;

method ® is the phase-3D coordinate mapping model based
onBP network proposed;methods­ and¯ refer to the phase-
3D coordinate mapping model based on ELM network and
the phase difference-3D coordinate mapping model based on
BP network, respectively.

Several parameters of BP network are set as follows: the
expected error is 10−7, the maximum number of iterations
is 200, the training method is Levenberg-Marquardt algo-
rithm, and the activation function of hidden layer is ‘‘logsig’’
function. The performance curves of the three comparative
mapping models for the training sample and testing sam-
ple are plotted in Fig. 11. As revealed from the results
shown in Fig. 8 and Fig. 11, BP neural network is less
affected by the number of neurons in the hidden layer. At
the number of hidden layer neurons of 100, the prediction
accuracy of each network has almost reached the optimal
performance.

The MSEs of predicted X, Y, Z and the prediction time
are used as evaluation indexes. Table 1 shows the prediction
results of the four methods when the number of neurons in the
hidden layer is 100. It can be seen that: (1) it is obvious that
the prediction time of ELM network is far less than that of
BP network; (2) the latter three methods have little difference
in the prediction accuracy of X and Y, it may be because the
influence of phase (or phase difference) on X and Y is far less
than the influence of pixel coordinates; (3) the accuracy of
the two methods based on phase difference is higher than that
of the other two methods based on phase; (4) the prediction
accuracy of ELM network is higher than that of BP network,
whether the prediction model is based on phase difference
or phase. Overall, the proposed measurement method shows
the best performance in terms of accuracy and speed. Mean-
time, the experiment result also reveals that the selection of
calibration algorithm and model features significantly impact
the measurement accuracy.

C. 3D RECONSTRUCTION
Three groups of reconstruction experiments are performed
with the calibrated network parameters, as shown in Fig. 12.
Since the 3D reconstruction method proposed in this paper is
point-to-point mapping, when the accurate phase difference
map is generated, the geometry and color of the object to
be measured will not affect the stability of the system. As
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suggested from the imaging results, the 3D surface obtained
is complete and clear, revealing that the proposed method is
feasible.

V. CONCLUSION
In this paper, a novel mapping model of structural light
imaging system is proposed. The principle of mapping model
and ELM network are elucidated. First, the sample library is
established based on the circle center data of the calibration
plate. By analyzing the network output error of samples, the
number of neurons in hidden layer is determined. Subse-
quently, ELM network is used to predict the output of training
samples and testing samples respectively. The result shows
that the predicted absolute error of the X and Y coordinates is
concentrated within 0.05mm, while the absolute error of the
Z coordinates is concentrated within 0.3mm. Finally, three
groups of 3D reconstruction experiments are performed with
the calibrated network parameters. The experimental results
verify the feasibility of the proposed method, so this method
provides a new idea for the research of 3D measurement
model.

Nevertheless, the prediction accuracy of Z coordinate is
slightly less than that of X and Y coordinates. This finding
may be associated with the fact that the Z-axis and the ref-
erence plane are not strictly vertical in WCS, thus leading
to some errors in the built sample library. Second, due to the
gamma effect of the projector, there is a certain error between
the measured value and the real value of the phase. Hopefully,
in our follow-up study, the measurement accuracy can be
enhanced from the two aspects of sample data establishment
and network performance enhancement.
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