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ABSTRACT As the scale of the film industry grows, the demand for well-established movie databases is also
growing. The genre of a movie supplies information on its overall content and has multiple values. Therefore,
it should be well classified utilizing the characteristics of movies, without omissions in the database. In this
study, we extract the optimal information and characteristics from movie posters to aid the classification
of movies into genres and propose the use of a Gram layer in a convolutional neural network (CNN). The
Gram layer first extracts style features by applying the Gram matrix to produce a feature map of a poster
image. Using this as a style weight, the existing feature map is merged with style information to perform the
genre classification task. The proposed Gram layer performed multi-genre classification tasks with higher
efficiency than a residual neural network (ResNet), which is the current CNN model used for such tasks.
We compared the activation map with the Squeeze-and-Excitation network, which gives weight to the image,
and we confirmed that the introduction of the Gram layer actually focuses on the style of the movie poster.
To classify the movie genres, we reconstructed the poster dataset into 12 multi-genres that emphasized the
characteristics of each poster.

INDEX TERMS Classification, dataset, deep learning, gram matrix, multi-label classification, movie genre

classification, movie poster.

I. INTRODUCTION

The scale of the global film industry is significantly growing
every year, and the methods which it distributes content have
undergone substantial changes. In the past, theater-oriented
businesses have been the main focus, but the growth of online
streaming services such as Netflix' and Amazon Prime? have
markedly changed how audiences consume movie content.
As a result, the content platform business has increased and
multiple genre-oriented databases have become an essential
element. Domestic and international movie databases, such
as the Internet Movie Database (IMDB),? provide a variety
of information related to movies. Such databases utilize the
classification systems that divide movies into several dozens
of genres.
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The genre is one of the most important characteristics
of a movie; by itself, it implies the overall contents of the
movie. Above all, the genre has a substantial influence on the
choice of movies. Therefore, because the genre is the primary
characteristic of a movie that can provide general information
about the movie, it should be classified without omission or
error and used in automated services such as well-established
databases.

Movie genre classification may be very comprehensive or
diverse based on the criteria; moreover, there are many genres
which are similar, and one movie may belong to several
of them, making accurate classification difficult. Although
several databases use a combination of genre personality
and movie characteristics to achieve genre classification, this
method may create ambiguity regarding genres and inconsis-
tency in the total number of genres. This method is also time-
consuming and is exposed to the risk of subjective judgments.

To overcome these problems and perform genre classi-
fication efficiently, many previous studies utilized machine
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learning and deep learning to attempt automatic genre classi-
fication, based on various data, such as movie posters [1], [2],
plots [3], [4] and trailers [S], [6], which were used separately
or in combination. However, the use of movie plots is limited
by the fact that they express only the introductory portion
of the main plot and not the entire content. Trailers contain
various types of information, such as image frames and audio;
however, trailers require high computational capacity, owing
to their large data size. In contrast, a movie poster is a single
image that may be easily processed; moreover, most movie
posters are designed to have a similar size and ratio, thereby
facilitating the creation of a consistent dataset.

Additionally, a movie poster is not simply an image but
a well-planned delivery and promotion medium, designed to
convey the overall content of the movie. It has the advantage
of containing rich visual features about the movie, using var-
ious elements such as background, characters, and typogra-
phy. For these reasons, many previous studies have attempted
genre classification using posters. However, most of these
studies used low-level feature extraction [7], [8] that relied on
color histograms and textures. This limited the total number
of genres to a minimal level [9] without considering the nature
of the genre, and resulted in a single genre classification
rather than multiple label classification [10].

In this study, we propose the use of the Gram layer with
a Gram matrix for multi-label genre classification by poster.
Gram matrices have been used in the deep learning field
to extract information about the style of an image for tasks
such as style transfer. The Gram layer extracts characteristics
by applying the Gram matrix to the feature map and using
it as a weight to focus on the characteristics of each genre
contained in the poster. The Gram layer can be easily added to
existing convolutional neural network (CNN)-based models,
and the focus on the style of the poster allows this model to
better perform the task of multiple movie genre classification,
compared to existing models.

The movie poster data was crawled in the order of box
office proceeds from the IMDB database and 12 genre
types were selected. We then reconstructed the movie
poster dataset with up to nine genres for multi-label genre
classification.

Overall, this study suggests a novel approach for multiple
movie genre classification with inter-channel features. This
study makes the following contributions:

« We propose a Gram layer that captures the correlation
between posters and genres: The Gram layer can be used
for the performance of multiple movie genre classifica-
tion models.

« We constructed a dataset for poster-based multi-genre
classification: By identifying the characteristics of
posters and genres, the number of genres and number
of genre types were selected.

o Through feature map visualization, we were able to
identify the characteristics of each genre of the movie
posters and confirm that the Gram layer we proposed is
well focused on the features of each genre.
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The remainder of this paper is organized as follows.
In Section 2, we present an overview of the related works.
In Section 3, we propose our methods. In Section 4, we
explain the experimental results. Finally, in Section 5,
we conclude our work and discuss future avenues of
research.

Il. RELATED WORK

Many previous studies have attempted to classify movie gen-
res using machine learning and deep learning. In this section,
we review the studies that have used movie posters for genre
classification, and those that have not. We also review studies
that used Gram matrix for classification in conjunction with
a visual attention mechanism.

A. POSTER-BASED MOVIE GENRE CLASSIFICATION

A poster expresses a variety of information about a movie via
an image; therefore, many aspects related to the movie can be
extracted from the poster.

Low-level visual characteristics, such as the colors and
edges of the poster, were extracted using a color histogram
and a GIST image descriptor [7], [8]. Genre classification
was performed using conventional machine learning tech-
niques [11], [12]. Multi-label k-nearest neighbor and Random
K-labelsets algorithms were used for the classification of
multiple label data; single label data were also classified
using the Naive Bayes classifier.

In a similar study [8], characteristics such as colors, edges,
and textures were extracted from the poster. Apart from the
use of low-level features such as colors, edges, and textures,
the number of human faces in the poster was used as an
additional characteristic for classification. Additionally, the
text characteristics of the synopsis were extracted using the
vector space model [9]. The genre classification was per-
formed using a support vector machine (SVM) based on the
characteristics of the poster and the synopsis; however, the
number of genres was limited to four, and multiple label
classification was not performed. Most of the above studies
attempted to classify genres with only a very small number
of posters.

With the use of deep learning in genre classification, the
number of posters used gradually increased [10], [13], [14].
However, many studies used both conventional machine
learning techniques and statistical multi-label methods, rather
than using only deep learning models [11]. Chu and Guo [1]
performed genre classification beyond the existing machine
learning techniques by applying a convolution network to
the poster images. They also used additional characteristics
for genre classification through object detection from poster
images. A total of 23 genres were defined, more than those
in previous studies, for poster genre classification. More-
over, this technique demonstrated better performance than the
existing machine learning techniques. Since then, there have
been studies using only deep learning, such as the one that
applied transfer learning [10].
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B. NON-POSTER-BASED MOVIE GENRE CLASSIFICATION
In addition to posters, other information, such as trailers and
synopses that contain information about the movie, were used
to identify the genre. In particular, movie trailers contain
image frames and audio information, thereby providing vari-
ous characteristics about a movie. Accordingly, many recent
studies have used trailers for genre classification.

Similar to genre classification using posters, the use of low-
level features for classification in movie trailers has also been
studied [11], [15]. In addition, genre classification based on
trailer information has been performed using convolutional
neural networks [16]. A trailer dataset for genre classification
was created; however, the number of genres was limited to
four, and multiple label classification was not addressed.
In addition, a CNN was built for motion recognition, includ-
ing data augmentation and histograms at the scene level.

Similarly, Wehrmann and Barros [6] attempted genre
classification by applying a convolutional network to trail-
ers. In addition, their study used residual connections and
built a convolution-through-time network for multi-label
movie genre classification. The constitution of an addi-
tional network using audio information was also attempted.
A total of nine genres were defined, and the Labeled Movie
Trailer Dataset (LMTD) was used to create a new dataset,
LMTD-9.

With the development of natural language processing
research, genre classification using plots or synopses of
movies is being actively conducted [4], [17]-[20]. Ertugrul
and Karagoz [21] performed genre classification based on
movie plot summaries using bidirectional long short-term
memory. Only single label classification was used, and the
number of genres was limited to four. Another study proposed
a self-attention network based on synopses [3] for multiple
label classification. This study used the LMTD-9 dataset and
defined a total of nine genres.

There are many examples of genre classification using var-
ious types of data related to movies [13], [14], [22], [23], and
there have been studies on classifying genres by combining
them with posters [9]. However, this paper focuses only on
poster data. Posters are easy to handle because they contain
various types of information in one image, and they are also
one of the main data sources available for most movies.

C. MACHINE LEARNING AND DEEP LEARNING USING

A GRAM MATRIX AND VISUAL ATTENTION

The Gram matrix has been frequently addressed in the
machine learning and deep learning fields. Some stud-
ies have calculated style representations using the Gram
matrix [24], [25]. Using this technique, the style losses
between the target (original) and generated images during the
style transfer were calculated, such that the styles and textures
were similar between the target and generated images. The
Gram matrix was extracted as a feature for images—such as
famous paintings with particular styles—and used for clas-
sification [26], [27]. The Gram matrix can also be used for
medical images as well as images with specific styles [28].

VOLUME 8, 2020

The attention mechanism was first proposed in natural
language processing [29] and is now widely used in vari-
ous deep learning fields such as natural language processing
[30], [31], image processing [32], [33], and recommendation
systems [34]. It is known that the performance of models
can be improved by inputting the content that should be
emphasized to the deep learning model. Among the vari-
ous attention models in the field of image processing, the
Squeeze-and-Excitation Network (SENet) [35] is particularly
well-known. SENet won the 2017 ImageNet competition,
but unlike the previous CNN models, it did not develop a
new architecture— it proposed an SE-block that could be
applied to any CNN model. In other words, by only adding an
SE-block, it can improve the performance of various models
such as VGGNet [36], GoogLeNet [37], ResNet [38]. After
the image feature map is squeezed, the channel is recalibrated
by the excitation step. Since the introduction of SENet, many
different image attention blocks similar to SENet have been
studied [39].

However, these studies focus on the general classification
of single label images. Inspired by SE-blocks that can be
easily added, we have designed a Gram layer specifically for
the multiple movie genre classification task. In this study,
emphasis was focused on input tensors upon extraction of
style features based on the Gram matrix. This allowed for a
more precise genre classification owing to the focus on the
correlation between style features among the posters of each
genre. In the following section, we describe the method in
detail.

Ill. METHOD

In this section, we first explore the dataset reconstructed for
the multi-label genre classification task, and then explore the
internal computational process of the Gram layer in detail.

A. RECONSTRUCTION OF MOVIE POSTER DATASET

A movie involves many data types, including posters, plots,
and star ratings, as well as the image itself; therefore, movie
datasets became one of the most important datasets extracted
from existing databases for the purpose of machine learning
and deep learning. Movie posters are also available from the
MovieLens [40] and Kaggle movie datasets, among several
others.

The direct usage of existing movie datasets for poster-
based genre classification poses two challenges. First, exist-
ing datasets contain many movies from the 1800s. If a movie
poster from this era is defined as ‘“‘an image intended for
display in a movie theater during screening,” instead of “an
image representing a movie,” the movie poster should be
excluded. The movie posters of this era in actual datasets
were frequently missing images or consisted of simple movie
stills. Because the composition of movie posters by genre was
established in the late 20th century, the accuracy of poster-
based genre classification is likely to be improved when
movies from the late 20th century and early 2000s occupy
a larger proportion of the dataset.
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Second, most existing datasets define more than 20 genres.
Although a more detailed genre is helpful in expressing pre-
cise information about a movie, the problem of obtaining an
unbalanced ratio between movie genres arises. The imbalance
is exaggerated by the fact that a movie may be classified into
up to three genres.

Therefore, this study reconstructed the movie dataset for
poster-based genre classification by solving these problems.
First, to identify consistent poster features related to genre,
poster images were crawled in the order of box office pro-
ceeds, by genre, in IMDB; movies with fewer than 50 ratings
were excluded. Second, 12 subjective genres were defined,
based on the definition of genres and guidelines in IMDB.
The 12 genres were Action, Adventure, Animation, Comedy,
Crime, Drama, Fantasy, Horror, Mystery, Romance, Sci-Fi,
and Thriller. The maximum number of genres assigned to a
movie was set as nine, based on the genres listed on the movie
detail page in IMDB. A total of 20,764 movie posters were
collected.

Figs. 1 and 2 show certain statistics on the poster dataset
that was collected. Fig. 3 shows a co-occurrence matrix
generated for each poster genre label. Fig. 1 indicates that
the Drama genre contained the largest proportion of posters,
which may be because it is a genre that spans a wide range.
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FIGURE 1. Number of movies by genre in our dataset.
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FIGURE 2. Number of movies by year in our dataset.
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FIGURE 3. Co-occurrence matrix on genre label of our dataset.

Because only 12 genres were defined, the rare genres were
excluded, alleviating the data imbalance. Fig. 2 shows that
the posters in the newly reconstructed poster dataset used in
this study were from movies released in the late 20th century
and early 2000s.

B. GRAM LAYER FOCUSING ON THE STYLE OF MOVIE
POSTERS

1) GRAM-STYLE FEATURE

The Gram layer is a single layer, broadly divided into two
steps, which can be easily added to the bottleneck block
and basic block of VGGNet [36] or ResNet [38]. Fig. 4
illustrates the overall internal structure of the Gram layer.
The operations inside the Gram layer are two-fold. The first
step is to create a gram matrix with an input feature map X'
to extract the style features from the input feature maps X'.
X! e REXCXHXW g 3 feature map that is calculated by I’s
convolution layers. B is the mini batch size, C is the number
of channels, and H and W are the sizes of the input feature
map. The definition of the gram matrix is as follows:

[ | -l
Gij =) FiFj. M
k

Here, F! € REXCXHW represents the reshaping of X! by
flatting H and W, based on C. F,.lk is the k-th output of the
i-th filter. F' lk is the k-th output of the j-th filter and transpose.

G' € RPXC*C 5 an inner product between flattened fea-
ture maps F' and contains information about the correlation
among the outputs of different filters, thus summarizing the
inter-channel relations associated with the interpretation of
this image via various filters of the convolutional layer. Addi-
tionally, the flattened features were scalar-produced, leaving
only the feature of style without information on space.

2) GRAM-WEIGHT AND WEIGHTED INPUT

The second operation in the Gram layer is to extract the style
weight, used in multiplying the input tensor and weights in the
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FIGURE 4. Structure of Gram layer: The feature map, the output of the convolution layer, is used as the input to the Gram layer. The Gram layer
uses the input feature map to create a gram matrix and uses it to create a style weight. The style weight is multiplied by the input feature map

so that the weighted input tensor becomes the output of the Gram layer.

style feature. The style feature G/, which is extracted from
X!, through the fully connected weight layer w' € RE*C,
acquires the encoded style feature Z/ € REXCXC by newly
encoded features. w! initially contains random values and
trainable parameter values. Subsequently, Z/ e RBExCxI
is acquired through the reduced mean. Next, through batch
normalization and the sigmoid function, the style weight Zl e
RBXCxIx1 s finally obtained.

This style weight is multiplied by the input tensor X' to
acquire a new weighted input tensor X! € REXCxH>W Thig
process is represented in the following equations; the notation
for the layer is omitted for convenience:

Zij = f1(Gij) = wij - Gjj, 2
_ 1 &

Zn = fulZi) = k;zik, 3)
Z = o(fm(2)), )
X=27X. 5)

where f,, is a function that calculates a reduced mean of Z,
and fp, denotes a batch normalization function that calculates
the mean and standard deviation of Z over the mini batches.
o (x) = —— is a sigmoid function and utilizes the weight to

I+e™*
represent the probability values.

3) COMPLETE GRAM LAYER PROCESS
The operation of each step is described in more detail as
follows. The style feature G is calculated using the inter-
product of two identical feature maps in the previous step, and
therefore, it is a symmetric matrix. The fully connected layer
is used to extract important genre classification information
from between the inter-channel features contained in G. The
batch normalization layer also represents style [41]; thus, it
was added to improve the information about style.

The Gram matrix-based style weight 7 was multiplied
by the input tensor X to produce a new weighted input
tensor X, which served as a recalibration [42], representing
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an attention mechanism. This increased the performance of
the network via assigning of higher weights to more useful
information. The method proposed in this paper improves
the performance of the genre classification task in that more
weights are assigned to features focused on a particular style,
according to genre.

IV. EXPERIMENT

A. DATASET

The dataset used in the experiment comprised 20,764 movie
posters from movies released between 1913 and 2019; addi-
tionally, 18,684 training images, 1040 validation images,
and 1040 test images were used. The genre labels included
between one and nine films.

B. EVALUATION METRICS

Because movie genre classification is a multi-label clas-
sification task, it can be evaluated via two methods as
follows [43], [44]. The sample-based method (Sb) calculates
a score by evaluating one sample(movie poster) and averages
the overall data. The label-based method (Lb) evaluates each
genre label and averages all the genre labels.

We evaluated the performance of the model using four
metrics from the two methods: accuracy, precision, recall,
and f1-score. However, as the number of extracted prediction
genre labels was identical to the number of ground truth genre
labels, only accuracy and precision were used in the sample-
based method because precision, recall, and fl-score have
the same values. Therefore, a total of six scores were used:
Accuracysp, Precisiongy, Accuracyyy, Precisionyp, Recallyp,
F1scoreyrp. The metrics were defined as follows:

1 — Y;NnYi
Accuracysp, Asp = — —_ 6
Vsb, Asp n;|YiUYi| (6)
- 1 & YNy
Precisiongy,, Psp = — e @)
n |Yil

i=1
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(LI [YinY/|

Accuracyry, Auy = 4 ; ST ®)
Precisionyy, Py = % g %{;‘” ©

Recallyy, Rup = % é % (10)
Flscorery, Fly — % 12: ZiZhY:Hl E{gj\m (11)

where n is the number of samples, and k is the number of
labels. Y and Y represent the number of ground truth genre
labels and prediction genre labels, respectively. The number
of extracted prediction genre labels Y was identical to the
number of ground truth genre labels; thus, the multi-label was
applied. The evaluation metrics were calculated for the entire
test set.

C. EXPERIMENTAL DETAILS

In this study, based on ResNet [38], experiments were con-
ducted by attaching the proposed Gram layer to the basic
block and bottleneck block of ResNet. For the structure of
ResNet, the depth was set to 18, 34, 50, and 152, and the
batch size was set to 64. For each model, training was per-
formed for 40 epochs to prevent overfitting. Also, because
overfitting easily occurs in the baselines, we applied early
stopping depending on the training accuracy. We reported
the highest scores based on the accuracy of the sample-based
method(Agp). The stochastic gradient descent [45] was used
as an optimizer, and the learning rate was set to 0.01. The
loss function was used by binary cross entropy. These settings
were equally applied to all the models used in the experiment,
and the internal structure of each model was configured
as reported in the original papers [36]-[38], [46]-[48]. The
number of prediction labels extracted was equal to the number
of ground truth labels in the movie poster, to make the base-
line models take the form of multi-label classification tasks.

D. RESULTS

1) MULTIPLE GENRE CLASSIFICATION

First, we established ResNet as the reference model. This
is because it is made up of both a residual block and an
identity block, which allows other layers to be easily added.
Rows 1 through 4 of Table 1 show the results of tests using
ResNet18, ResNet34, ResNet50, and ResNet152. The tests
were performed using the proposed movie test set.

When using the Gram layer, the accuracy and precision of
the sample-based method were approximately 1~2% higher
than the baseline for all ResNet model depths. However, the
same was not true for label-based metrics. This is thought to
be due to an imbalance in genre labels. However, because it is
more important to accurately classify genres for each movie
poster, the importance of sample-based metrics is higher.

66620

Second, we investigated multiple genre classification with
various CNN models by adding Gram layers. VGGNet,
GoogLeNet, InceptionV3, MobileNetV2 and DenseNet were
selected in order to test various structures of CNN models.
The tests were conducted with the same test set as above,
and the performance was evaluated using the same metrics.
Rows 5 through 10 of Table 1 show the results.

This experiment shows that the Gram layer can be used
in various CNN structure-based models, apart from ResNet.
In most cases, the Gram layer was inserted after the con-
volution layer of the building blocks of each model. Most
models used in the multiple genre classification experiment
demonstrated better performance when the Gram layer was
used. Because of this, we believe the performance improve-
ment is not greater than other models when using the Gram
layer.

However, because the Gram layer can be freely inserted
throughout the model, the performance can be changed,
depending on its location and the number of uses. There-
fore, if the position and number of Gram layers are properly
adjusted, better performance will be achieved by the multiple
genre classification task, according to the characteristics of
each model.

Third, we experimented with the existing movie genre clas-
sification model [1], which is a combination of CNNs similar
to AlexNet and Yolo version 2 pre-trained with the MSCOCO
(Microsoft COCO: Common Objects in Context) dataset. The
model was implemented as described in the paper, and we
experimented with adding a Gram layer. These results are
shown in Table 2. Chu’s model attempted to classify genres by
adding additional features to the CNN model through object
detection. However, the number of object classes detected in
the poster is not large. On the other hand, using the Gram
layer can improve the multi-genre classification performance
when only the CNN models are used.

2) ATTENTION TO MOVIE POSTER AND ITS STYLE

The Gram layer can be considered as giving attention to the
image by applying the style weight to the feature map of the
poster image. We compared the Gram layer, which is a type
of attention method, to the image attention technique used
frequently in the past and examined whether it was effective
in the multiple movie genre classification task.

Among the existing image attention techniques, the SE
layer of the SENet [35] was selected. The SE layer is an atten-
tion module that involves a squeeze operation, wherein spatial
information is extracted using global average pooling, and
an excitation operation, wherein recalibration is performed
through a fully connected layer and sigmoid.

Table 3 displays the results of comparing the SE layer to
the Gram layer. Three ResNet structures, ResNet18, ResNet
34, and ResNet50, were used. In ResNet18 and ResNet34,
the Gram layer showed better performance than the SE layer
in the overall evaluation metrics, and in ResNet50, the label-
based accuracy, recall, and f1-score showed better perfor-
mance than the SE layer.
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TABLE 1. Comparison of evaluation metrics from the original model (Baseline) and the original model with a Gram layer (Gram layer) for ResNet and

other CNN-based models.

index CNN Model Baseline Gram layer (proposed)
Asy | Psy | Ay | Poo | Rew | Fipo | Asy | Pso | Ape | Puy | Ruy | Flp

(1) ResNet18 [38] 0.4413 | 0.5305 | 0.3036 | 0.5581 | 0.4393 | 0.4478 | 0.4433 | 0.5342 | 0.2940 | 0.5711 | 0.4295 | 0.4344
2) ResNet34 [38] 0.4368 | 0.5275 | 0.3114 | 0.5339 | 0.4544 | 0.4611 | 0.4532 | 0.5398 | 0.3167 | 0.5645 | 0.4512 | 0.4660
3) ResNet50 [38] 0.4308 | 0.5185 | 0.3093 | 0.5358 | 0.4477 | 0.4602 | 0.4366 | 0.5264 | 0.3144 | 0.5445 | 0.4543 | 0.4662
4) ResNet152 [38] 0.4249 | 0.5130 | 0.2888 | 0.5168 | 0.4242 | 0.4347 | 0.4452 | 0.5334 | 0.3062 | 0.5659 | 0.4382 | 0.4543
) VGG-16 [36] 04252 | 05168 | 0.2790 | 0.5153 | 0.4106 | 0.4180 | 0.4298 | 0.5163 | 0.2993 | 0.5333 | 0.4369 | 0.4471
© VGG-19 [36] 0.4218 | 0.5093 | 0.2879 | 0.5323 | 0.4249 | 0.4317 | 0.4282 | 0.5171 | 0.2988 | 0.5040 | 0.4416 | 0.4427
(1) | GoogleNet [37] | 0.4646 | 0.5522 | 0.3330 | 0.5803 | 0.4692 | 0.4866 | 0.4688 | 0.5565 | 0.3375 | 0.5638 | 0.4722 | 0.4918
(8) InceptionV3 [46] 0.4261 | 0.5140 | 0.2863 | 0.5385 | 0.4168 | 0.4307 | 0.4281 | 0.5115 | 0.2783 | 0.5209 | 0.4139 | 0.4181
) MobileNetV2 [47] | 0.4397 | 0.5279 | 0.3165 | 0.5399 | 0.4609 | 0.4673 | 0.4443 | 0.5310 | 0.3150 | 0.5487 | 0.4578 | 0.4631
(10) DenseNet [48] 0.4575 | 0.5479 | 0.3322 | 0.5460 | 0.4809 | 0.4866 | 0.4597 | 0.5488 | 0.3369 | 0.5745 | 0.4798 | 0.4928

TABLE 2. Comparison of evaluation metrics from the existing movie genre classification model and ResNet34 with a Gram layer.

Model ‘ Asp ‘ Psyp ‘ Arp ‘ Prp ‘ Rpp ‘ Flpp ‘
Chu et al. [1] 0.3576 | 0.4540 | 0.2027 | 0.4053 | 0.3322 | 0.3131
ResNet34 + Gram layer | 0.4532 | 0.5398 | 0.3167 | 0.5645 | 0.4512 | 0.4660

TABLE 3. Comparison of evaluation metrics of SE layer and Gram layer for different ResNet models.

Model SE layer Gram layer (proposed)
Asy | Psv | Ao | Py | BRuy [ Fly | Ase | Psy | Ay | Pro | R | Flp
ResNet18 0.4368 | 0.5253 | 0.3225 | 0.5319 | 0.4675 | 0.4765 | 0.4433 | 0.5342 | 0.2940 | 0.5711 | 0.4295 | 0.4344
ResNet34 0.4359 | 0.5244 | 0.3094 | 0.5494 | 0.4483 | 0.4597 | 0.4532 | 0.5398 | 0.3167 | 0.5645 | 0.4512 | 0.4660
ResNet50 0.4393 | 0.5267 | 0.3126 | 0.5473 | 0.4509 | 0.4614 | 0.4366 | 0.5264 | 0.3144 | 0.5445 | 0.4543 | 0.4662

The characteristic style of the genre was found throughout
the poster, not only in specific parts. Although movie titles are
often expressed in bold or large letters to draw attention from
the observer, the title is not likely to be a major characteristic
of a movie genre because the fonts and layouts of titles vary
for different movies. To identify which part of the poster is
concentrated on by the Gram layer and SE layer, we visual-
ized and compared the activation maps of poster images.

Fig. 5 displays the results of visualizing the activation map
extracted from layer 4 of the ResNetl18 model, by selecting
images with titles in different positions. It was observed that
the Gram layer proposed in this paper was activated through-
out the posters, showing the style of each genre rather than the
title of the movie. The focus was on the features that could be
used to determine the genre of the movie poster; however, all
SE layers focused on the title of the movie and were activated
locally rather than throughout the poster.

The proposed Gram layer is considered to be better at
genre classification compared to the attention mechanism
because it focused on the overall style of the posters, thereby
recognizing the characteristics of each genre poster, while the
attention mechanism focused only on structural features of
the images.

3) FOCUS ON THE MOVIE POSTER BY GENRE

We conducted experiments to investigate which part of the
poster was concentrated on by the network, using the Gram
layer, by genre. Similar to the process described in the
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FIGURE 5. Comparison of SE layer and Gram layers for class activation
mapping [49] visualization on movie poster.

previous section, activation maps were extracted from layer 4
of the ResNetl8 model using the Gram layer. After set-
ting one genre as the ground truth, the extracted activation
map was visualized, and the 12 genres were investigated.
Fig. 6 displays the results of visualizing the activation map
of posters that show the characteristics of the 12 genres in the
test data.
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FIGURE 6. Visualization of activation map of 12 movie genres posters.

Notable points from the results are as follows: In the case
of the Action genre, in the posters, we observed a focus on
weapons such as guns and knives in the second column. For
the Adventure genre, characters in the posters were primarily
focused on; for the Animation genre, characters or titles that
showed animation were focused on. The Fantasy genre also
exhibited a focus on characters. The Comedy and Drama
genres showed a general focus on people and atmosphere
and were thus interpreted as the two genres that spanned
the widest range. The Horror, Mystery, and Thriller genres
emphasized on dark feelings throughout the poster to portray
a scary atmosphere, which can also be interpreted as a focus
on the background of the poster, representing the atmosphere.
In the case of Romance, a man and woman occupied many of
the posters, and the posters showed a concentration on the
characters. The Sci-Fi genre showed a focus on the back-
ground and characters, representing the atmosphere of the
poster.

Therefore, in the case of a network using a Gram layer, it
can be observed that posters of various genres are classified,
not only by the same part of the poster but also by the parts
of the poster that characterize each genre.

V. CONCLUSION

This study proposes a method of classifying movie posters
into multi-label genres by utilizing a Gram layer. The pro-
posed Gram layer extracts style features using the fea-
ture summarizing inter-channel relations for input feature
maps. Then, we generate the style weight through the fully

66622

connected layer for the extracted style features and generate
the weighted input feature map through the input feature map
and multiplication.

In experiments, the proposed Gram layer could identify
the characteristics of the movie poster and the correlations
between each genre, thus enabling more accurate multi-genre
classification. Moreover, it can be applied to various CNN
architectures. Activation map visualization showed that the
proposed Gram layer was more focused on the content-based
features on movie posters than on the attention mechanism,
which focused on simple features of the images. We con-
firmed that the Gram layer reliably understands the charac-
teristics of each genre because it uses the style features of the
movie posters.

Although existing movie poster datasets lack many movies
or have images that are insufficient to be regarded as posters,
they are still used in poster genre classification. To use consis-
tent style features from posters of each genre, a new dataset
was created that primarily comprised movies from the late
20th century and the early 2000s. The data imbalance for
rare genres was eliminated by limiting the number of defined
genres to 12.

Future work will be directed at confirming that the method
of weighting the style features, via insertion of Gram layers
into the CNN architecture, may also be applied to other
categorization tasks. This can be accomplished by conduct-
ing experiments with a variety of datasets containing, for
example, cartoon and art works that possess a consistent
style. In addition, a study will be conducted to determine
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the correlation between the position and the number of Gram
layers to achieve optimal performance.
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