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ABSTRACT This study proposes a novel technology as a creative method to interact with an augmented
reality (AR) system called PhoneCursor, which is incorporated onto head-mounted displays. PhoneCursor
is designed to offer more intuitive, portable and natural interaction. Its technical realization combines
the gyroscope and acceleration sensor based on mobile phone. In view of the target selection ability
as a base function of PhoneCursor, it also enhances the performance in solving some difficult selection
problems in AR, including far and small object selection, 3D occlusion, dense object selection, and batch
selection problem. An experiment based on the ISO 9241-9 standard is conducted to investigate this ability,
wherein the PhoneCursor technique is compared with the widely used and well-performing head-movement-
based selection technique. Results show that PhoneCursor performs better in terms of movement time and
throughput than the conventional technique. Some applications are further proposed to showcase the potential
of using the PhoneCursor technique in AR scenarios.

INDEX TERMS Human computer interaction, interactive systems.

I. INTRODUCTION
The use of AR equipment is considered to be a prevailing
trend in the future, mobile phones have recently been used
by billions of people and have already become a part of peo-
ple’s daily lives. Human’s familiarity with mobile phones and
various sensors onmobile phonesmake it a natural interactive
device. Meanwhile, the 3D selection task is the basic function
of the interaction between augmented reality (AR) and virtual
reality (VR) and is widely applied to various scenes. For
example, if a typical VR device (e.g., HTC Vive) is used,
the rays emitted by the controller [1]–[4], [7], [11] or the
controller itself is used to select menus and various objects.
By contrast, if a typical AR device (e.g., HoloLens) is used
in the AR scene, the menus and objects are selected by the
ray based on head movement [5]. With the experience in AR
andVR scenarios affected by 3D selection tasks, designing an
efficient technology can improve the comfort, acceptability,
and performance of such interactions.
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The two main categories of 3D selection tasks are divided
into virtual hand and ray casting technology [30]. AR and
VR still encounter difficulties in far and small object selec-
tion, object occlusion, and dense object selection. Many
researchers have proposed new methods to address these
limitations, and various techniques have improved ray casting
technology, including adding controllable cursors to rays [1],
adding depth information [4], and combining multiple rays
[7]. In addition, 3D selection performance has improved by
changing input devices, using different kinds of devices [31],
adding tracking sensors [5], [16], and carrying out progres-
sive refinement [9], [10], [13].

Although these methods have greatly improved the limita-
tion of 3D selection, direct selection in mid-air of a 3D space
(e.g., virtual hands and ray casting technology) will increase
user fatigue [29]. Utilizing a 2D plane selection technology
to complete 3D selection tasks can reduce fatigue because
putting up hands in mid-air is not necessary. Progressive
refinement techniques demonstrate good performance on 3D
selection task [13]. In the current study, 2D selection tech-
nique and progressive refinement are combined to develop
a novel technique called PhoneCursor, which is designed to
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offer a possible way for interacting with AR based on mobile
phone. PhoneCursor is divided into two steps.When an object
is selected in a 3D space, the first step is to control the image
plane in the AR to scan the target by shaking the wrist. This
step is done to map the angle data collected by the gyro sensor
of the mobile phone to the depth information of the object
in the space. When the image plane is positioned in the AR
to the depth position where the target is located, all objects
at the same depth, including the target object to be selected,
are uniformly displayed on the touch screen of the mobile
phone. The next step is to select the target object through
the gesture of the finger sliding on the mobile phone’s touch
screen. The target is selectedwhen the finger slides toward the
target. This technology not only has advantages in selecting
far and small objects in AR but also exhibits outstanding
performance in solving 3D object occlusion and dense object
selection. PhoneCursor can also facilitate batch selection and
reduce user fatigue.

The contributions of this work are threefold. 1) A novel
technique is presented for interacting with AR based on
mobile phone. And PhoneCursor demonstrates outstanding
performance in the aforementioned challenges. 2) A compar-
ative analysis is conducted between the traditional AR 3D
selection technique based on head movement and the pro-
posed technique. The result of the experiment shows that the
basic selection function of PhoneCursor technique perform
better than the traditional technique. 3) Several applications
are released and proposed with a possible way to interact with
AR.

II. RELATED WORKS
Selection is a basic function for a technology interacting with
AR system. Related studies on the selection technology in
AR and VR are explored and divided into three categories:
2D selection technology, 3D selection technology, and the
comparison between the two. In addition, the principle of
Fitts’ law is briefly discussed.

A. 3D SELECTION TECHNOLOGY IN AR AND VR
Many studies have been conducted to solve 3D pointing and
selecting tasks in VR and AR scenarios. Baloup et al. [1]
presented the RayCursor, which was a novel 3D pointing
technology in VR based on ray casting technology. RayCur-
sor technology was an enhancement of the traditional ray
casting technology, which allows the controllable movement
of the ray with six degrees of freedom by adding a con-
trollable cursor. An investigation of crossing-based selection
technology [2] under VR scenario reported that crossing was
more effective than pointing in terms of time and accuracy
andwas highly fitted to Fitts’ law. Baloup et al. [3] argued that
the method for selecting far and small objects in the current
VR scene was single and the efficiency and accuracy was
low. Therefore, they proposed adding another cursor method
based on the ray, called Bubble Cursor. Ro et al. [4] applied
the depth information of the ray to the AR object to allow
the user to register and manipulate the virtual object at any

position through the retained depth information in the real
3D space. Kytö et al. [5] proposed a new selection technique
that combined accurate but highly fatigued head movement
selection techniques with low accuracy and fast eye gaze
movement selection techniques in the AR field. Moore et al.
[6] presented a novel selection technology that voted for the
indicated object to improve the 3D selection performance.
Xu et al. [7] presented a novel 3D selection technology
called guidance ray technology, which utilized a combination
of three rays (one straight ray and two bendable rays) to
select the object in a VR scenario. Park et al. [8] proposed
SelectAhead to improve the efficiency and performance of 3D
selection in an object density environment under a VR sce-
nario. Progressive refinement can effectively solve the issues
of small target selection, jitter, and density object selection
in VR [9], [10]. Yu et al. [11] explored the performances of
widely used selection techniques (ray casting, virtual hand,
and hand extension) in solving far and small object selection,
dense object selection, and occlusion problems in VR sce-
nario through a detailed experimental design. Mendes et al.
[12] proposed a novel mid-air method called PRECIOUS to
solve the problem regarding out-of-reach object selection.
An evaluation and tradeoff on accuracy and speed of 3D
selection were investigated between progressive refinement
technology and immediate technique [13]. Bhowmick et al.
[14] explored an object selection method to solve a dense
and occluded dense problem in VR based on body gesture.
Wolfgang et al. [32] investigated the input method based on
mobile phone to manipulate the AR object, however, it not
focused on selection task in AR.

As previously mentioned, 3D selection tasks have inherent
problems. Although many researchers have proposed vari-
ous solutions, the balance between performance and comfort
in 3D space selection were still a problem. We propose the
PhoneCursor to improve the 3D selection performance based
on mobile phone, in view of people’s familiar with phone
offers acceptability and comfort.

B. 2D SELECTION TECHNOLOGY IN AR AND VR
In recent years, numerous researchers have studied the selec-
tion task in a 2D interaction space. Wu et al. [15] proposed
the HorizontalDragger technology to map the 2D selection to
the 1D selection, selected the target from dense objects in a
2D selection, and improved the selection accuracy. Delamare
et al. [16] used handheld devices to select 3D objects in
AR and proposed the P2Roll and P2Slide selection meth-
ods to explore the balance between focus and performance
among multiple AR objects. Unlike the proposed PhoneCur-
sor, which used the wrist to shake (gyroscope) and select
the plane in the located object in AR according to the depth
information of the object, P2Roll directly selects the object
through the roll of the wrist. Meanwhile, PhoneCursor uti-
lizes the finger slide gesture to select the target in a specific
depth plane, while P2Slide uses the finger slide gesture to
select the object in 3D scenario. Debarba et al. [17] proposed
a novel selection technology of utilizing two steps to select
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objects in a VR scenario. The first step required the user to
point to the region where the desired target was located using
the handheld device. Then, the objects in the pointed region
were arranged andmapped to the handheld device. Therefore,
the user can select the target directly from the touch screen.
However, this mechanism is different from the proposed
selection technique. Vemavarapu and Borst [18] reported that
using the handheld’s touch interface demonstrated a better
target selection performance than the standard ray pointing
in a 3D visualization environment. Prachyabrued et al. [19]
proposed Handymap, which was a novel technology for the
3D selection of dense objects in VR. Kim and Bang [20]
proposed a new technology called VRMouse, which used the
VR controller to simulate the 2D selection of desktop mice.
However, compared to traditional ray-based selection meth-
ods, VRMouse’s performance was less satisfactory. Teather
and Stuerzlinger [21] investigated the method of using a 2D-
projected 3D object to finish the selection task in 3D. Lubos
et al. [22] analyzed the performance of direct selection in
the 3D interface of a VR environment. Qian and Teather
[23] explored the performance of three selection techniques,
namely, eye-based, head-based, and the combination of the
two. The results showed that head-based selection was the
most suitable method among the three, whereas the eye-
based selectionwas the least satisfactory. Therefore, the head-
based selection was adopted for the comparative analysis
with PhoneCusor. Ramcharitar and Teather [24] proposed
and evaluated a head-coupled cursor to assist 2D selection in
head-mounted displays (HMDs). EZCursorVR [31] explored
the impact of different input devices on the performance of
the selection tasks bymapping the 3D objects in VR to the vir-
tual planes, thereby mimicking the working process of com-
puter desktops. EZCursor compared the devices like Mouse,
Joystick and controller in imitating themouse to select objects
on two-dimensional desktop scenario. However, people may
interact with the world in UBICOMP. In our paper, we try to
explore how people use mobile device to interact with HMD.
This study will give the early exploration and fundamental
result in this situation. Moreover, we provided table 1 to
compare with these related works, which focus on using the
cross-device approaches to make a selection task.

As previously mentioned above, 2D selection technology
facilitated 3D selection task based on indirect selection.
Moreover, through the method of progressive refinement,
2D selection technology has a good balance between perfor-
mance and comfort for user. Therefore, we proposed a novel
method called PhoneCursor to improve the performance on
3D selection.

C. CFITTS’ LAW
The 3D selection task in this study is based on Fitts’ law.
MacKenzie [26], [27] extended the principle of this law to 2D
selection tasks and utilized the concept as an efficient tool for
performance evaluation in the human–computer interaction
(HCI) field. The predicted model of Fitts’ law was typically
studied through a standard 3D selection task of ISO 9241-

TABLE 1. Utilizing Cross-device approaches to make a selecting task
which included in related work.

9 [28]. In the previous study, Fitts’ law was treated as a
predicted model that showed that the complexity of the task
was linearly related to the task’s completion time. The model
was defined by (1), where ID stands for index of difficulty
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FIGURE 1. (a) When the user shakes his/her wrist to maintain the gesture
of the phone to 90◦, the image plane in space moves to the front of all
objects. (b) When the user shakes his/her wrist to maintain the gesture of
the phone at approximately 45◦, the image plane in space just moves to
the plane where the blue target is at the same depth. (c) When the user
shakes his/her wrist to make a horizontal gesture of the phone,
the image plane in the space moves behind all the objects.

andMT represented the movement time of the selection task.

MT = a+ b× ID (1)

ID = log (
D
w
+ 1) (2)

In addition, parameters a and b were the coefficients of the
linear regression of Equation (1), D represented the distance
between the starting position of the selection task and the
target position, andW was thewidth of the target.Meanwhile,
throughput (TP) was also used as a model for evaluating the
performance of selection tasks and is calculated as

TP =
ID
MT

(3)

III. PHONECURSOR
PhoneCursor is similar to many image plane selection meth-
ods and is also used to select objects in a 3D space by
plane mapping. The cursor does not appear in the HMD
field of view because the final selection is executed on the
phone screen and not on the virtual plane of the AR. From
the perspective of user experience, the selection process is
consistent with the normal one-hand use of the phone, and
the user only needs to be familiar with how to select the
plane and determine the depth through the dynamic changes
of the mobile gyroscope. The dynamic change in the mobile
phone gyroscope is determined by the up and down shaking
of the wrist holding the mobile phone, in which the dynamic
change in the angle and speed between the mobile phone and
the horizontal plane is used to move an image plane back
and forth in the AR scenario. Unlike traditional image plane
mapping, PhoneCursor does not map all objects in the field
of view to the selection plane. The selection plane in the
PhoneCursor technology will determine the depth at which
the object will appear on the phone as well as the relative
position of the objects on the phone screen. Figure 1 shows
the specific workflow of the PhoneCursor technology.

FIGURE 2. Depth mapping method based on the pitch angle of phone
held by hand.

A. RENDERING OF THE SELECTED IMAGE PLANE
When completing the selection task, a translucent image
plane appears in the user’s field of view in the HMD, which
is perpendicular to the user’s line of sight. The size of this
image plane can be changed according to the requirement
of different scenarios and different users. At the same time,
the constant change in the angle because of head movement
will cause jitter and affect accuracy. Therefore, after the user
starts the selection, the selection plane is set in the world’s
coordinate system and the angle is not changed until the
selection is completed. In addition, although the translucent
plane will overlap with the object (e.g., the plane will block
the object when the plane is in front of the object, and the
object will cross the plane when the plane intersects with the
object), the depth of the plane will be clearly visible such that
the user can clearly determine if the target object collides with
the plane. To allow the user to clearly perceive the movement
of the plane, the selection plane is also designed to be smaller
than the actual field of view. The systemwill display and scale
the objects touched by the selection plane on the screen of the
mobile phone. The scale method is set according to the size
of the selection plane and phone. The objects that are touched
will be highlighted in light colors (e.g., red, blue, and green).

B. DEPTH MAPPING METHOD IN AR
One of the problems that must be solved when using a 2D
plane to select objects in a 3D space is how to deal with
the depth of the object and represent the depth information.
When the user holds the phone in one hand, the front and rear
swings of the wrist cause the posture of the mobile phone
to change. At the same time, the mobile phone gyroscope
and accelerometer can record the change in the posture of
the mobile phone so the spatial depth can be mapped by the
phone’s attitude angle. Figure 2 illustrates the depth mapping
method in 3D space through a mobile phone. Among the
Euler angles of the three directions recorded by the gyroscope
(i.e., pitch, yaw, and roll), the changing of the pitch angle
is the easiest to operate and the most suitable for intuitive
zooming in and out. Hence, this angle is mapped to the
depth. In the proposed design, the horizontal state (0◦) of the
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FIGURE 3. (a) Mapping of the image plane where the target is located to
the screen of the phone. when the finger touches the screen. (b) When
the finger slides toward the blue target, the target is selected and
becomes green.

mobile phone corresponds to the farthest distance that can
be selected, while the vertical state (90◦) corresponds to the
closest distance that can be selected. Matching the angular
range (0◦–90◦) where themobile phone can shake to the depth
range of the 3D space is equivalent to vertically dividing
the 3D space into a number of ‘‘slices,’’ where the display
content of the mobile phone is the content of the ‘‘slice’’
corresponding to a certain pitch angle. Therefore, combining
the phone’s pitch angle (z-axis of the depth in 3D space)
with the sliding operation on the phone screen (x- and y-axes
of the spatial coordinates) will determine the position in
the space.

C. SELECTION METHOD ON THE PHONE SCREEN
After the target object in the 3D space is mapped to the screen
of the mobile phone, two selection methods will be applied
to complete the selection task. Both methods start when the
finger touches the screen and end when the finger leaves the
screen. The differences between thesemethods are as follows.
In the first option, the finger should be moved to the selected
object after pressing and then lifted to complete the selection.
According to the results of the pilot study, this selection
method has high precision and success rate. However, the dis-
advantage of this technique is that the user needs certain
visual feedback. Therefore, when the user frequently watches
the mobile phone screen to complete the selection task, user
fatigue is increased and selection speed is decreased. In the
second option, when the finger touches the screen, the finger
should slightly slide toward the direction of the target to
complete the selection task. According to the results of the
pilot study, the object on the screen of the mobile phone is
selected by the sliding direction, which has the advantages
of short selection time, low fatigue, and unnecessary visual
feedback. Therefore, the latter selection method is adopted.
Figure 3 displays the mechanism of the selection method on
the phone screen.

D. COMPARISON WITH TRADITIONAL IMAGE PLANE
SELECTION
Our selection method is different from the traditional image
plane selection in two aspects. First, the latter directly projects
the 3D space into a 2D plane from the user’s perspective.
Despite the simplicity and intuitiveness, the depth informa-
tion of the space is ignored during the mapping process,
which makes the selection difficult when the distant object
is blocked by the near object. Therefore, occlusion is an
urgent problem that should be resolved. PhoneCursor pre-
serves depth information by dividing the depth information
space into a myriad of 2D planes, making the selection of
occluded objects possible. The user only needs to select
among the objects at a certain depth rather than among all
objects, which reduces the difficulty of the user’s operation.
Second, the PhoneCursor’s finger touch selection on the 2D
screen of the mobile phone reduces the range of limb move-
ment and does not require visual feedback, thereby reducing
fatigue. After traditional image plane selection, the distant
objects will be relatively smaller than the nearby objects.
Thus, according to Fitts’ law, these objects will be more
difficult to select. By contrast, PhoneCursor will maintain the
original size information of the object in space and will not
increase the difficulty of selection owing to the change in size
of the projection itself.

IV. EXPERIMENT
A. PARTICIPANT
Twelve subjects (8 males, 4 females, and aged 20–30 years)
from a local university were recruited. Nine of the subjects
have experience in using AR/VR and the rest are not familiar
with AR or VR. All subjects have used a smart phone no less
than two years and are right-handed.

B. APPARATUS
The experiment was conducted on HoloLens, which is a
product produced by Microsoft. The system development
experiment included a laptop with an Intel Core I5 7200-U
quad core processor, 8 GB of RAM, and Microsoft Win-
dows 10 operating system. An ordinary smart phone with
an Android operating system no older than the 3.4.7 version
was used. The experiment was developed by the Unity and
Microsoft Visual Studio 2017 community, which generated
the code and designed an AR scenario before releasing the
phone and HoloLens versions. The library of Mixed Reality
Toolkit was used as development kits in Unity.

C. TASKS
The experiment task was based on an ISO-9241-9 selection
task [28] and in accordance with the principle of Fitts’ law.
Figure 5 shows that nine spherical targets are rounded into
a circle and presented in different sizes, colors, depths, and
diameters. The size of the spherical targets were set at three
levels (0.06, 0.08, and 0.1 m). Moreover, the spherical targets
in each circle have four colors: 1) white represents the initial
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FIGURE 4. Experiment scenario where the subject wears the HoloLens
while using a mobile phone to select the target.

FIGURE 5. (a) Nine spherical targets with different colors rounded in a
circle. (b) Nine spherical targets distributed in three depths.

state before the trial, 2) green signals the selection process,
3) blue is the target to be selected after starting the trial, and
4) red signifies that the target selection failed. The depths of
the spherical targets were set at 3.3, 3.6, and 3.9m, and the cir-
cle diameters were set at 0.3, 0.6, and 0.9 m, respectively. The
input method consisted of two parts. The first part allowed the
subject to move his/her head to focus on the target and use
the pinch gesture as the command trigger. The second part
allowed subjects to slide on the screen of the phone using one
hand to select the target.

D. PROCEDURE
Before starting the first trial, the subjects were instructed to
familiarize themselves with the selection task. The experi-
ment was divided into two parts because of the different input
methods; the first part used the head movement and pinch
gestures, and the second part used the phone to indirectly
select the target. The researchers showed the subjects how to
use the HMD to finish the selection task and how to utilize
the phone as a cursor to select the target. The subjects were
required to do what the researchers did for about 15 minutes.
The experiment data included username, success or failure,
movement time, throughput, distance, width, and depth. The
data generated during the training stage were used to instruct
the subject to achieve better training than the previous one.
However, these data were excluded from the normal analysis.
After ensuring that the subjects were familiar with each trial,
the experiment officially started. According to the balance of
a Latin square, each subject decided the execution order of

the two parts of the experiment. In each trial, the subjects
were required to press the start timing button in the first part
of the experiment. This button is a white spherical target
at the center of the other targets. Next, this gesture was
replaced by the action of pressing on the phone screen in
the second part of the experiment. As soon as the start timing
button was triggered, the target would turn blue. The subjects
were then required to select the blue spherical target. If the
blue spherical target was correctly selected, the color would
turn green. Otherwise, the target would turn red. To provide
feedback on the state of the subject’s selection, the currently
selected spherical target was highlighted. The selection time
of each trial was recorded only when the color of the target
turned red or green.

The subjects were allowed to rest between the two parts
of the experiment for 5 minutes. After the experiment was
completed, the generated data and subjects’ feedback (e.g.,
fatigue, satisfaction, advantages, and disadvantages) were
recorded. The subjects were further asked to rank and eval-
uate their preferred input method. Finally, each subject was
given 10 Chinese yuan as compensation for their participa-
tion. It took them 45 minutes to finish the experiment.

E. DESIGN
The experiment used a within-subject design to evaluate the
effect of independent variables, including device, distance,
width, and depth.

Device: Head, Smartphone
Distance: 0.3, 0.6, 0.9 (m)
Width: 0.06, 0.08, 0.1 (m)
Depth: 3.3, 3.6, 3.9 (m)
Three dependent variables were then selected, namely,

movement time, throughput, and error rate. Movement time
was calculated as the duration of the time from the pressing
of the start button to the end of the selection, throughput was
determined according to (3), and error rate is the percentage
of missed targets. Each subject selected nine spherical targets
per round, which was repeated three times. The targets were
randomly generated according to the combination of width
× depth. In total, 17496 trials were generated (9 spherical
targets × 2 devices × 3 distances × 3 widths × 3 depths ×
12 subjects).

V. RESULT AND DISCUSSION
A. THROUGHPUT
Repeated measures ANOVA showed that the independent
variable for device has a significant effect (F1,11 = 4.755,
p = 0.05) on throughput. Similarly, depth (F2,22 = 9.128,
p = 0.001) and width (F2,22 = 16.143, p = 0.000) exert
a significant effect on throughput. The respective interaction
effects of device × distance, device × width, device × dis-
tance × width, device × depth, distance × depth, device ×
distance × depth, distance × width × depth, and device ×
distance × width × depth are as follows: (F2,22 = 17.5,
p = 0.000), (F2,22 = 3.734, p = 0.04), (F4,44 = 2.893,
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FIGURE 6. Result of the pairwise difference of throughput for distance,
width, and depth.

FIGURE 7. Result of movement time for distance and width.

p = 0.033), (F4,44 = 3.532, p = 0.014), (F2,22 = 11.009,
p = 0.000), (F4,44 = 2.915, p = 0.032), (F4,44 = 2.623,
p = 0.047), (F8,88 = 3.067, p = 0.004), and (F8,88 = 2.861,
p = 0.007). The average throughput values on the head-
based selection and PhoneCursor were 1.452 and 3.397 bps,
respectively. The pairwise difference of throughput among
the four independent variables are shown in Figure 6.

B. MOVEMENT TIME
Repeated measures ANOVA showed that the independent
variable for device has a significant effect on movement
time (F1,11 = 4.755, p = 0.05). Width has a significant
effect on movement time (F2,22 = 16.143, p = 0.000)
as well. Distance and depth, however, exert no significant
effect. However, device × distance and device × width
demonstrated significant interaction effects (F2,22 = 16.134,
p = 0.000 and F2,22 = 3.65, p = 0.043, respectively).
The average movement times of the head-based selection
and PhoneCursor were 2469.19 and 1887.57ms, respectively.
The pairwise difference of movement time among the four
independent variables are displayed in Figure 7.

C. ERROR RATE
The head-based selection exhibited few failures and obtained
an accuracy rate of approximately 100%, which can be
attributed to the work process and principle of the method
itself. This selection technique requires the subjects to move
their heads to focus on the target and then make the pinch
gesture as the command trigger [4]. The error rate result
for the PhoneCursor is presented in Figure 8. The error rate
decreased when the distance increased. The maximum error

FIGURE 8. Error rates for distance, width, and depth.

FIGURE 9. Fatigue, comfort, and acceptance ratings for head-based
selection and PhoneCursor.

rate was 2.16% at level 1 (distance = 0.3 m), and the mini-
mum is 1.54% at level 3 (distance= 0.9m). The error rate was
less fluctuation on width. Moreover, the error rate decreased
when depth increased. The maximum error rate was 2.37% at
level 1 (depth= 3.3 m), and the minimum was 1.34% at level
3 (depth = 3.9 m). The error rate at level 2 (depth = 3.6 m)
was 1.65%.

D. SUBJECTIVE EVALUATION
All evaluations from the subjects during and after the exper-
iment were collected and ranked on a five-point Likert scale.
The results are shown in Figure 9. The average scores for
fatigue level in head-based selection and PhoneCursor were
5 and 3, respectively. Moving the head and stretching the
arm in mid-air for a long time increased the fatigue level
of the subjects [29]. Moreover, the respective average scores
for comfort were 2 and 4, which might be due to the fact
that smart phones can be used to make selection in any
way without the need to make large physical movements.
The average scores for acceptance were 3 and 4, respec-
tively. High fatigue and low comfort from the head-based
selection is the reason the scores for PhoneCursor is higher
than that for the former. Most of the highest scores were
only 4 owing to the weaknesses and disadvantages of both
methods.
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E. DISCUSSION
Compared to the existing selection technology in head-
mounted AR devices which utilizes head movement and
gestures to make a selection, the proposed selection tech-
nology exhibited a more satisfactory performance in terms
of movement time and throughput. The average movement
time of head control was 2469.19ms, which was higher than
that of phone control at 1887.57ms. The subjects also rapidly
finished the selection task during the initial stage of the first
part of the experiment, but the time increased eventually. The
subject also specified that the long-time arm stretch and the
frequent head movement caused distraction and high fatigue.
In the process of using phone control selection technology,
in which the objects are selected by using the gyroscope
and by sliding the finger on the screen, the distraction and
fatigue levels decreased. In addition, the greater familiarity
of the users with mobile phones compared with AR devices
is a crucial factor for the analysis. The average throughput
of the head control experiment was 1.452 bps, while that of
phone control was 3.397 bps. According to (3),the lower the
movement time, the higher the throughput.

The result of the above experiment indicates the over-
all effect of independent variables on the two parts of the
experiment. Therefore, the specific impact of the independent
variables (distance, width, and depth) on the proposed tech-
nique were further analyzed. Repeated measures ANOVA
showed that distance has a significant effect on movement
time (F2,22 = 4.421, p = 0.024) and throughput (F2,22 =
24.094, p = 0.000). The longer the distance, the larger
the radius of the ring formed by the nine spherical targets
and, consequently, the more discrete the targets are. This
outcome is the reason the sliding direction of the finger on
phone screen is utilized to make selections faster and easier.
Moreover, the result shows that width has a significant effect
onmovement time (F2,22 = 9.26, p = 0.001), and depth has a
significant effect on throughput (F2,22 = 3.905, p = 0.035).
However, width has no significant effect on throughput, and
depth has no significant effect on movement time. According
to the principle of the proposed technology, object selection
in 3D space is simulated using the 2D direction selection on
the screen of the mobile phone. Therefore, depth does not
necessarily affect movement time.

The proposed selection technology has many advantages
compared to other methods (e.g., effective selection of small
and remote targets in AR scenario). The experiment results
suggest that width and distance influence the selection task.
The smaller/farther the target, the more difficult the selec-
tion process will be. However, the PhoneCursor technol-
ogy uses 2D selection to simulate the 3D selection in AR,
which overcomes this disadvantage to some extent. Over-
coming 3D object occlusion is another advantage of the pro-
posed method. PhoneCursor technology divides the objects
occluded in 3D into different 2D planes according to the
vertical distance from the subject (i.e., depth of the target) and
then selects the planewhere the target is located, thereby solv-
ing the occlusion problem. PhoneCursor also facilitates batch

FIGURE 10. (a) Some items are disorderly distributed in the AR scene
(football, cup, phone, book, etc.). (b) Using the PhoneCursor technique to
scan the item and map them in the touch screen. (c) When the finger
slides to select the desired item, the item appears at the top of phone
and can be easily manipulate using the device.

selection. The traditional way to select objects in AR is from
one object after the other; no method can be used to directly
select multiple objects at once. PhoneCursor uses the finger
to slide on the screen and cross multiple targets to implement
batch selection (e.g., online shopping). The last advantage
of PhoneCursor is the fatigue reduction effect. PhoneCursor
technology does not require frequent head movements or arm
stretching to select the targets. Slight wrist and finger (slid-
ing) movements can accomplish the selection task.

VI. FUTURE APPLICATION
The advantages mentioned in the previous section have broad
prospects in real life. In view of these prospects, future appli-
cations are designed and described by utilizing PhoneCursor
technology.

A. ONLINE SHOPPING
Online shopping is popular around the world.When shopping
online, only the preferred products are selected from the
pictures, along with some text descriptions (e.g., size, style,
and color). However, selecting a suitable product from the
picture and text descriptions always yields mistakes. There-
fore, online shopping in AR or VR is a good solution to
satisfy the requirements of users. A typical online shopping
scenario is designed to evaluate the selection performance
of PhoneCursor (Figure 10). The product categories include
toy, vase, kettle, and computer. These products are randomly
distributed in front of the users at different heights and depths.
They are created according to the actual scale in real life.
In the first application, if the user wants to buy all the products
in front of him/her, he/she does not need to select one by
one and then pay. Instead, the user can use a smart phone
to scan all objects. The specific scanning method involves
the user controlling the virtual plane in the AR to move
back and forth through the dynamic changes of the mobile
gyroscope. If the virtual plane collides with the object, then
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the object is scanned and will appear on the user’s mobile
phone screen. The function of a virtual plane is like a cross
section consisting of a myriad of rays, which are then used
to scan an object. After the scanned products appear on the
phone screen, the user can slide a finger to select and pay
for the items all at once. If numerous objects are selected,
the advantage of batch selection will be highlighted.

B. MANIPULATE OBJECTS
We can also use PhoneCursor technology to promote inter-
action performance for some operations including zoom,
scale and pinch. The second application is used to describe
the detail of the products. Although the items in the AR
can be manipulated through gestures, such as zoom, scale,
rotate, and move, these operations are undoubtedly inac-
curate and will increase the user’s fatigue. In PhoneCur-
sor, the selected object will move directly above the phone
screen (Figure 10c). The mobile phone gyroscope can then
be manipulated to control the precise rotation of the product
on the top of the mobile phone as well as the enlargement
and reduction of the product size by sliding the finger on the
screen of the mobile phone. Moreover, the position of the
mobile phone can be changed to achieve the effect of moving
the product. According to user feedback, as expected, using
mobile phones to control AR objects can reduce fatigue and
increase the interest for using phone to interact with AR.

C. WORD-GESTURE TYPING IN AR
Gupta et al. [33] proposed a new method called RotoSwype
that utilized the orientation of a ring device on a finger to
input text. Considering the gyroscope and acceleration sen-
sor, we can also use PhoneCursor for word-gesture typing
and make it a new input method. We arrange the letters
according to 3 × 3 grid, and place three letters in each grid,
at different depths or at the same depth. Then, we control the
orientation and angle ofmobile phone based onwrist shaking.
Corresponding to AR, a virtual plane move forth and back to
find which grid is our target. If we find the location of the
target, when the finger touches the touch screen, the target
will appear on the mobile phone according to the original
layout, and then select the letter input by sliding the finger.
The advantage of PhoneCursor for word-gesture typing is that
it does not need visual feedback, single hand input, and can
input at any time, such as walking, standing, etc.

D. OTHER APPLICATIONS
PhoneCursor technology has many other applications in AR
that have not been designed yet. For instance, it can be
employed as an assistant tool for sketching in AR, just like the
combination of 2D and 3D sketching proposed by Arora [34].
When a mobile phone is used to make a call, the user infor-
mation is displayed and an AR postcard is created. During
videotaping, the video information can be displayed in theAR
through the proposed technology.Moreover, when walking in
the street or in the crowd, the accuracy of voice recognition
in a noisy environment is low and the gestures will attract

people’s attention. Therefore, using PhoneCursor technology
to interact with AR devices can protect privacy. PhoneCursor
technology can use the mobile phone as a controller of an
AR device, which can map the menu of the AR device to the
screen of the mobile phone. The icon on the screen can sim-
ply be clicked to trigger the corresponding AR application.
In conclusion, using PhoneCursor to interact with AR is a
novel and complementary method during several occasions.

VII. CONCLUSION
This study presents a novel method for a possible way to
interact with AR with HMD called PhoneCursor. Microsoft
HoloLens and a smart phone are used to evaluate the selection
performance of the proposed technology. Object selection
is the basic function of PhoneCursor. The core idea of this
selection technique is to perform selection in a 2D plane
to replace the selection in a 3D space. A fixed plane was
controlled by the orientation and angle of mobile phone.
When the object for selection touches the plane, the selected
target is mapped in the screen of the mobile phone. The target
can be selected by finger gesture.

A control experiment is designed to explore the perfor-
mance of PhoneCursor technology and collect feedback from
the subjects regarding their acceptance of the technology.
PhoneCursor is compared with the head based selection tech-
nology used in the HMD, which uses head movements to
focus on the target object and the pinch gesture to confirm
a selection. Results show that PhoneCursor performs better
than the selection method using head movement and gesture
in terms of movement time and throughput. Although the
error rate of the PhoneCursor technology is similar to that of
the traditional one, the average error rate is acceptable to the
users. The effect of three independent variables, namely, dis-
tance, width, and depth, on the performance of the proposed
technology is analyzed and discussed as well.

PhoneCursor has several advantages, including batch
selection capability, highly efficient selection of small or
remote targets, low fatigue, high user acceptance, and the
novel interaction method of combining HMD and smart
phone through the gyro sensors in the phone. The main
contributions are threefold. 1) A new selection method that
utilizes the gyro sensors of smart phones is presented to
control the selection in HMD. 2) A comparative experiment
is performed by comparing PhoneCursor with a widely used
selection technology in AR (i.e., method involving head and
pinch gestures). 3) Several real-life application scenarios that
demonstrate the usability of PhoneCursor technology are
designed.

VIII. FUTURE WORK
In future work, the impact of visual and haptic feedback on
the PhoneCursor selection technology should be explored.
On the basis of user feedback, certain visual feedback will
reduce the error rate. The shape and color of the target
will likewise have a certain impact on visual feedback, and
haptic feedback will provide valuable insights regarding the
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selection performance using the finger. The performance of
PhoneCursor in solving 3D occlusion problems is also an
interesting research area. The difference between the appli-
cation scenarios and selection tasks of the PhoneCursor in
VR and AR will be further investigated. Other selection tasks
in VR and AR will also be evaluated in future work.
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