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ABSTRACT High-Resolution Range Profile (HRRP) sequence has attracted academic attentions in the field
of radar automatic target recognition (RATR) owing to its abundant spatial-temporal correlation between
adjacent samples. However, it is difficult in the working state of radar to obtain complete HRRP sequence
samples due to various internal and external factors such as ground clutter and systematic error, which poses
an enormous challenge to radar target recognition. Therefore, it is crucial to repair the missing HRRPs
based on the adjacent samples in the previous frames. In this paper, we discuss the extrapolate method
of incomplete samples and propose an improved neural network algorithm named as Vanishing Gradient
Mitigation Recurrent Neural Network (VGM-RNN). The lost samples in the sequence can be extrapolated by
VGM-RNN, and the problem of vanishing gradient which is possessed in classical RNN can be effectively
mitigated. The proposed method in this paper can be divided into two parts, as sample extrapolation and
sequence recognition, in which sample extrapolation is the core method. Experimental results on Moving
and Stationary Target Acquisition and Recognition (MSTAR) dataset show that our proposed model exhibits
higher accuracy and efficiency, as well as excellent anti-noise performance, compared with traditional
methods. It is suggested that our proposed model can be effectively applied to radar system.

INDEX TERMS Automatic target recognition, recurrent neural network, high-resolution range profile
sequence, vanishing gradient, sample extrapolation, sequence recognition.

I. INTRODUCTION
High resolution radar is widely used in more and more
fields, especially in meteorological forecast [1], environmen-
tal monitoring [2], forest resources detection [3] and geo-
logical survey [4]. There are three kinds of data used for
target recognition: one-dimensional High-Resolution Range
Profile (HRRP) [5], [6], two-dimensional synthetic aperture
radar (SAR) [7] and inverse synthetic aperture radar (ISAR)
images [8], among which HRRP can effectively reflect
energy and structure information ofmultiple scatters for a dis-
tributed target along the slant range direction with respect to
a certain radar line-of-sight (RLOS) [9]. Furthermore, com-
pared with SAR and ISAR image, HRRP has a lower require-
ment on the RLOS change, lower system complexity and
higher computational efficiency [6]. Unfortunately, structure
information of the targets contained in a single HRRP sample
is limited. However, considering the rich spatial-temporal
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correlation between adjacent frames contained in sequential
HRRP, it is utilized to improve the performance of radar target
recognition [10]–[12].

In practical application of radar detection, as a result of
equipment breakdown, artificial error and other mistakes,
partial sequence samples will be inevitably lost. Besides, due
to the motion interference of water waves, ground clutter
and other disturbing environments [13], radar signals will be
corrupted by noise, which will lead to the submergence of
the separable information of targets. This is a bottleneck in
the field of radar target recognition.

In order to solve this problem, the academic methods in
recent years can be roughly summarized into three types.
In the first class [14], the missing samples and samples with
poor quality are directly be removed and deleted. Although
simple and operable, this method will lead to the loss of
some important information contained in the deleted sam-
ples. In the second class, the statistical filling methods are
introduced to repair incomplete samples, such asmean filling,
median value filling and so on [15]. Although the estimated
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value is filled by these methods, the correlation information
between sequence samples are lacked. In the third class,
machine learning method [16]–[18] is applied in sample
repairing. The common methods are Hidden Markov Model
(HMM), Recurrent Temporal Restricted Boltzmann Machine
(RTRBM) and RNN. The estimated values filled by these
methods contain the sequence information of samples. Long
Short Term Memory Network (LSTM), an improved model
of RNN, is the most popular RNN network at present, which
has been widely used in the fields of Natural Language Pro-
cessing (NLP) and speech recognition [19], [20]. Considering
their high computational complexity and insufficient process-
ing capacity for high dimensional and long sequences, these
methods are not selected to complete the HRRP sequence
recognition task in this paper. As the most effective deep
neural network in the above methods, RNN is widely utilized
in sequence recognition, and the idea of back propagation is
induced to optimize the network [21]. To be specific, the opti-
mization task of RNN is to find the best weight matrix and
minimize or maximize the value of loss function. To seeking
extreme value, the gradient descent method is more suitable
mathematically. In calculating process, the value of gradient
update is usually less than 1.With the increase of RNN layers,
the gradient update valuewill tends to zero. This phenomenon
is known as gradient vanishment problem of RNN [22].

To solving the gradient vanishment problem of classical
RNN, a novel optimization model for RNN is proposed
in this paper, named Vanishing Gradient Mitigation RNN
(VGM-RNN). The network mainly adopts three strategies
to alleviate the disappearance of gradient: activation func-
tion replacement, gradient lifting, and Batch Normalization
(BN). The concrete measures will be described in Section III.
Furthermore, the recognition task of HRRP sequence can be
divided into two steps: sample extrapolation and sequence
recognition. In detail, we first extrapolate themissing samples
and low-quality samples in the data set according to the
sequence information to form a complete sample set, then
the completed sample set will be used as training set to train
the optimal parameter set, finally, the incomplete sequences
collected in practice are used to evaluating the recognition
performance of VGM-RNN.

The main contributions in this paper can be summarized as
follows. Firstly, we creatively introduce the improved RNN
to the incomplete HRRP sequence recognition task, which
is more effective than traditional methods based on statis-
tics method. Secondly, we extrapolate the missing data of
the training set according to its spatiotemporal correlation
before the recognition step, which outperforms traditional
methods. In addition, we creatively put forward the strate-
gies to mitigate the vanishing gradient problem, to be spe-
cific, we improve the ELU function and BN method based
on the HRRP sequence recognition task, and creatively put
forward the gradient lifting algorithm. Finally, combining
the characteristics of HRRP sequence recognition, we derive
the parameter updating formula of VGM-RNN and summa-
rize its algorithm pseudo code. Targeted experimental results

verified that the proposed method has a great contribution
to mitigate the gradient vanishment, improve the recognition
accuracy and enhance the robustness to noise.

The remained paper is organized as follows. In section II
the background work of classical RNN and vanishing gradi-
ent problem are reviewed. In section III the architecture of the
proposedVGM-RNNmethod is presented and the procedures
of the HRRP sequence recognition based on VGM-RNN
are shown. In section IV analysis and discussions of the
experiments for different purposes are performed. Finally,
conclusions and future works are drawn in Section V.

II. PRILIMINARIES
In this section, we first review the structure and mathematical
principle of classical RNN. Then we analyze the mathe-
matical reasons of vanishing gradient problem in sequential
information processing, which is the basis of Section III.

A. RECURRENT NEURAL NETWORKS
The RNN is an essential member of the neural network
family, which is used to process sequence data and has been
widely used in the field of NLP. Similarly, HRRP sequences
can also be processed by RNN due to high sequence structure
similarity.

The structure of traditional neural networks, such as Deep
Belief Network (DBN) [23], and RNN are shown in Figure 1.
It is shown that the structure of RNN is similar to that of
DBM,which is composed of input layer, several hidden layers
and output layer [24]. The difference between them lies in
the way to connect the multiple hidden layers. Specifically,
the hidden layer of DBN is connected vertically while that
of RNN is connected horizontally. Noting that the input of
the hidden layer of RNN includes two parts: the input data
and the last hidden layer, which means that the network
will remember previous information and apply it to current
calculation of ŷ(t).

FIGURE 1. Graphical structure of DBN and RNN. Noting that the hidden
layer of DBN is connected vertically while that of RNN is connected
horizontally. Indicating that RNN can reflect the sequential information of
input sample, while DBN cannot.

Figure 1 shows the folded structure of RNN and its
unfolded structure is shown more detail in Figure 2.
In the expanded RNN, we can see that the structure
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FIGURE 2. Graphical structure of expanded RNN. Noting that the circle in
the figure is equivalent to the layer in the corresponding position
in Figure 1(b).

contains the input unit which represented as x ={
x(1), x(2), · · · , x(t)

}
, the hidden layer unit which expressed

as h =
{
h(1), h(2), · · · , h(t)

}
, and the output layer unit rep-

resented as ŷ =
{
ŷ(1), ŷ(2), · · · , ŷ(t)

}
. Noting that there is

a one-way flow of information throughout all the hidden
nodes in the unfold structure, which represents the transfer
of sequence correlation information in the model. In addition,
the t in the upper right corner of the parameters represents the
state of the t th time step.V ,W andU areweightmatrices, it is
worth noting that the weights are shared, that is, all the values
in W are equal, and so are V and U . Therefore, according to
forward propagation algorithm, the value of hidden layer at
time step t can be expressed as:

h(t) = f
(
Ux(t) +Wh(t−1) + b

)
(1)

where f (·) is the activation function, which is generally the
sigmoid function. And b represents the bias value. Therefore,
the final output of t th time step can be expressed as:

ŷ(t) = σ
(
Vh(t) + c

)
(2)

where c is the bias value of tth output layer, and σ (·) is the
tanh function in RNN.

Additionally, we also show the loss function L(t) and the
training sample label set y(t) in the figure, which represents
that the goal of RNN training process is to minimize the value
of loss function, and the loss function represents the similarity
between the output of RNN and the real label.

B. VANISHING GRADIENT PROBLEM
The purpose of training RNN is to get the optimal parameter
set, while back-propagation through time (BPTT) algorithm
is the most commonly used method for training RNN [25],
and its core idea is based on gradient descent method. There-
fore, calculating the gradient to each parameter is the key
to BPTT algorithm. Concretely, BPTT algorithm adjusts the
parameters in the direction of negative gradient of loss func-
tion, and the parameters are updated by:

ω← ω +1ω (3)

where ω represent the parameters to be updated. According
to (1) and (2) that the gradient calculation of matrix W and
U involves historical data. In detail, the partial derivative of
loss function to W or U at t th time step needs to be traced
back to all the information before t th time step. The general
expression of the partial derivative of Loss function toW and
U at time step t can be expressed as:

∂L(t)

∂W
=

∑t

k=0

∂L(t)

∂o(t)
·
∂o(t)

∂h(t)

(∏t

j=k+1

∂h(j)

∂h(j−1)

)
∂h(k)

∂W
(4)

∂L(t)

∂U
=

∑t

k=0

∂L(t)

∂o(t)
·
∂o(t)

∂h(t)

(∏t

j=k+1

∂h(j)

∂h(j−1)

)
∂h(k)

∂U
(5)

As shown in the above two equations, activation functions
are nested in the loss function. If we put sigmoid in and
take out the part of the middle multiplication, it can be
shown as:∏t

j=k+1

∂h(j)

∂h(j−1)
=

∏t

j=k+1
sigmoid ′ ·WS (6)

It is worth noting that the derivative of the activation
function is nested in the above equations and appears in the
form of cumulative multiplication. Unfortunately, as shown
in Figure 3, the derivative value range of the commonly
used sigmoid function is (0, 0.25]. Subsequently, multiple
numbers smaller than 1 will be multiplied, causing that the
gradient update value tend to zero, which will make the
deep RNN network become a simple mapping that without
parameters update and become meaningless.

FIGURE 3. The graph of sigmoid and its derivative, which is the most
commonly used activation function. Noting that the value range of (b) is
limited.

The phenomenon described above is the problem of van-
ishing gradient, which will reduce the convergence step-size
and ultimately increase the training time of the model or even
make the model unable to converge to the optimal state [22].
Furthermore, the vanishing gradient problem will lead to the
failure of RNN to effectively extrapolate the ideal missing
HRRP samples, that is, there will be obvious errors between
the estimated value and the real value of the missing HRRPs,
which have a negative impact on the performance of HRRP
sequence recognition.
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III. THE PROPOSED METHOD
In this part, we introduce the detail strategies to mitigate
the problem of vanishing gradient which we proposed, then
show the two steps of our proposed method for sequence
recognition, which are sample extrapolation and sequence
recognition.

A. PROPOSED STRATEGIES TO MITIGATE THE
VANISHING GRADIENT PROBLEM
In order to mitigate the problem of vanishing gradient,
we integrate three targeted strategies to optimize classical
RNN according to the characteristics of HRRP sequence
recognition.

The first strategy we proposed is to optimize the activation
function. Considering the value of gradient update tends to
zero with the increase of RNN layers, which is the main cause
of the vanishment of gradients, the activation function with
better derivative performance should be selected to replace
the traditional sigmoid function. Inspired by [26], the com-
monly used alternative activation functions are Rectified Lin-
ear Unit (ReLU), leakReLU and Exponential Linear Unit
(ELU), the graph of the functions are as shown in Figure 4.

FIGURE 4. Graphs of alternative activation functions and their derivative
functions. (a) sigmoid(x); (b) ReLU(x); (c) leakReLU(x); (d) ELU(x).

Figure (a) shows the sigmoid function, in which we can see
that the derivative value range is limited, which is (0, 0.25].
In the deep network, the gradient will be vanished. The ReLU
function in Figure (b) slows down the trend of vanishing
gradient and increases the step-size of gradient updating,
however, some neurons cannot be activated because the neg-
ative part of its derivative is always zero. The leakReLU
function in Figure (c) solves the problems in ReLU, so that
all neurons can be activated. In order to further improve
the performance of the activation function, ELU is proposed
in [26], which is similar to leakReLU. The difference is
that the negative part of the derivative of ELU function is
nonlinear and smooth, which will make the proposed model

more robust to input changes or noise and achieve better
optimization effect. Therefore, the method proposed in this
paper utilizes the ELU function as the activation function to
calculate the hidden layer node h, and the expression of ELU
is as follows.

ELU (x) =

{
α (ex − 1) , x ≤ 0
x, x > 0

(7)

The vanishing gradient problem ismitigated to some extent
by replacing the activation function mentioned above, but
there is still a dilemma that the gradient update value is too
small in theory, Therefore, more strategies are needed to be
integrated to improve the performance of our method.

The second strategy we propose is gradient lifting, which
corresponds to gradient clipping [27], which is proposed to
mitigate the problem of exploding gradient. More detailed,
the core idea of gradient lifting is to set a gradient threshold.
With the increase of RNN layers, if the gradient ∇ω exceeds
the preset threshold value during the update process, then it
will be lifted to a reasonable range by specific calculations.
The algorithm pseudo code is shown in Table 1.

TABLE 1. The pseudo code of gradient lifting.

To further mitigate the problem of vanishing gradient,
and to accelerate the convergence process, the third strategy
proposed is Batch Normalization (BN) [28]. Specifically,
BN map the input value distribution of each layer of neurons
to the standard normal distribution with the mean value of 0
and the variance of 1. Therefore, a minor alteration in input
data will lead to a sharp change in loss function and a larger
gradient, so as to mitigate the vanishing gradient problem.
Moreover, a larger gradient means a faster learning conver-
gence speed and a faster training speed.

Three strategies (ELU+ lifting+ BN) are integrated from
the algorithm level and code level to mitigate the problem
of vanishing gradient in HRRP sequence recognition task,
which provide a novel method in theory and programming
level.

B. THE FLOW CHART OF VGM-RNN FOR
SEQUENTIAL HRRP RECOGNITION
We synthesize the above three strategies to propose the VGM-
RNN, and divide the procedures of radar HRRP sequence
recognition based on VGM-RNN into two steps, which are
sample extrapolation and sequence recognition. This section
will introduce the detail process and the flow chart of the
method proposed in this paper.
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FIGURE 5. The diagram of sample extrapolation, which is the first step of
the proposed model for sequential HRRP recognition.

In the step of samples extrapolation, the training sequences
with missing HRRPs are chosen as input vectors. As shown
in Figure 5, take a sample sequence circled in the red box
on the left of the figure as an example, we decompose it into
15 independent HRRP samples (Compared with [17], we set
the same sequence length.), and then input them into succes-
sive time steps in VGM-RNN.We record the missing samples
as x t+1, and multiple samples before x t+1 in the sequence as
x1:t . Hence, the state of the hidden layer node at each time
can be calculated according to (1). Subsequently, missing
samples can be extrapolated by VGM-RNN according to the
spatial-temporal correlation between adjacent sample, and as
shown in the red dotted box in the middle of the figure. Then,
the complete sample set will be obtained after completing
all the extrapolations of missing samples. The missing sam-
ple sequence will be replaced by extrapolated HRRPs and
the new complete sequence sample set with the complete
sequences will be recombined, which is shown in the right
of the figure.

The sequence recognition step can be divided into two
parts: training and testing. The purpose of training is to get
the optimal parameter set ω = {W ,U ,V }, which will be
used in the test phase. In training step, the complete sequence
sample set which extrapolated from the sample extrapolation
step is utilized as the input vector, and the corresponding
hidden layer node status at each time step can be calculated
by (1). Then, the output of the model can be gained according
to (2). Finally, the loss function is used to measure the differ-
ence between the model recognition result and the real label,
and the value of loss function guides the updating of model
parameters, that is ω = {W ,U ,V }. In the proposed method,
the loss function is defined as the cross entropy [29] between
the output ŷ (xi) and label y (xi) of the sample, which is shown
as follows.

LossCro = −
∑n

i=1
y (xi) log

(
ŷ (xi)

)
(8)

where y(xi) and ŷ(xi) represent the probability that sample
x belongs to the i th type of target. The difference is that

y(xi) represents the sample label and the value range is 0, 1},
while ŷ(xi) represents the recognition result of the model and
the value range is [0, 1]. Additionally, n represents the total
number of sample types. Through the consecutive iteration
of parameters, the value of loss function is minimized and
the optimal parameter set is obtained.

In test step, in order to evaluate the robustness of our
method to missing samples and the performance in practical
applications, the extrapolation is not done for testing samples,
and zero vectors are utilized to replace the missing samples.
Testing set is decomposed into sequences of the same length
as the training set, and to be input into the trained model.
Then, the input vector and the optimal parameter set obtained
by training step are calculated according to (1) and (2) to get
the corresponding classified categories that we expect.

Therefore, the pseudo code of the proposed method can be
summarized as:

IV. EXPERIMRNTS
To evaluate the proposed method, two groups of experi-
ments with different purposes were performed on MSTAR
dataset [30]. The first group aims to explore the parame-
ters of VGM-GNN, the size of hidden layer and learning
rate, to achieve the best extrapolation performance, while the
purpose of the second group is to evaluate the performance
of VGM-GNN in HRRP sequence recognition task, and to
explore the anti-noise performance of the proposed method.
All the experiments in this paper are implemented on two
pieces of NVIDA RTX 2080Ti GPUs. More detailed, when
the learning rate is set to 0.01, batch size is set to 128,
the number of hidden layer nodes is set to 256, and set the
max epoch to 50, the training time for three types of training
data is about 13 hours.

This section will be divided into three subsections, the first
subsection introduces the composition of MSTAR data set
and the transformation of the data set for the experiment;
the second subsection evaluates the impact of the proposed
strategies in VGN-RNN on missing HRRP extrapolation;
the third section explores the optimum model parameters to
make the best extrapolation performance, and compares the
HRRP sequence recognition and anti-noise performance of
the proposed method with traditional methods.

A. DATASET
In order to make a better comparison with the traditional
methods, Moving and Stationary Target Acquisition and
Recognition (MSTAR) dataset, which is widely used in the
field of radar automatic target recognition tasks is chosen
to provide the data needed in the experiments in this paper.
However, the form of the data is changed according to the
requirements of the experiments in this paper. This subsection
mainly introduces the composition of the data set and its
characteristics.

MSTAR data set is the standard data set for SAR target
recognition. The data set is collected from synthetic aperture
radar with resolution of 0.3m × 0.3m. The radar works in X
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FIGURE 6. The diagram of sequence recognition, which is the second step
of the proposed model for sequential HRRP recognition.

band and adopts HH polarizationmode.MSTAR data set con-
tains 10 kinds of static ground targets. In this paper, we use
the widely used subset, which contains three kinds of targets
with high similarity. In order to compare the recognition
performance between this paper and other state-of-the-art
literatures more conveniently, we convert two-dimensional
SAR samples into one-dimensional HRRP sequence samples
with the method consistent with literature [17]. The optical
image, SAR image and single HRRP image under an azimuth
of the three kinds of targets are shown in Figure 7.

FIGURE 7. MSTAR dataset, the optical image, SAR image and single HRRP
image under an azimuth of the three kinds of targets.

The three targets of the MSTAR data sets contain a stan-
dard training set and a test set, the sample type, model,
quantity and other information are shown in Table 3.

It can be seen from the table that the training set and the test
set contain three types of targets respectively, but it is worth
noting that the depression angle of the training sample set is
17 degrees while that of the test sample set is 15 degrees.
Besides, each sample in the training set contains only one
model, but the BMP2 and T72 in the test set contain three
models respectively, which is conducive to the detection of
the generalization performance of the model, and which is
very valuable for practical radar application scenarios.

TABLE 2. The pseudo code of the proposed method (VGM-RNN) for
incomplete HRRP sequence recognition.

TABLE 3. Training and testing set of HRRPs for three targets.

We use the same method as [17] to convert SAR image
into HRRP sequence with length T = 15. Take the first
three HRRP samples as an example, the HRRP sequence of
three types of targets are shown in Figure 8, which shows that
the HRRP sequences of the three kinds of targets are highly
similar, but their maximum amplitudes and the range cell
index of the maximum echo intensity are slightly different.

In order to simulate the real working condition of radar,
we randomly delete 20% of the samples (3 samples) in each
sequence of the training set and the test set to simulate the
data set with missing samples. Taking a sequence sample of
BMP2 (SN_C9563) as an example, the sequential HRRPs
after deleting 20% samples are shown in Figure 9.

The purpose of this section is to test the extrapolation per-
formance for missing samples and to evaluate the recognition
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FIGURE 8. The first three samples in the HRRP sequence of three types of
targets. Noting the slight difference of the maximum amplitudes and the
corresponding range index cell.

FIGURE 9. Example of HRRP sequence (BMP2 (SN_C9563)) with 20%
missing samples, which is used to simulate the radar working condition.

performance on the test set with missing HRRPs of the pro-
posed method.

B. EXPERIMENT 1: EVALUATING THE IMPACT OF
PROPOSED STRATEGIES IN VGN-RNN ON
MISSING HRRP EXTRAPOLATION
In this section, we will conduct experiments to verify the
effectiveness of the extrapolationmethod of ourmodel, which
is measured byMSE, PSNR, and SSIM. Additionally, several
latest algorithms such as RTRBM and RNN was taken as the
baseline experimental groups to verify the effectiveness of the
proposed method.

Before conducting the experiments, we analyze three indi-
cators that can represent the extrapolation quality. Recon-
struction error, the distance between the real samples and
the extrapolated samples, is a significant index to measure
the extrapolation performance of the model. Mean Square
Error (MSE), Peak Signal to Noise Ratio (RSNR) and Struc-
tural Similarity Index (SSIM) are utilized to measure the
reconstruction error [31], which is selected according to the
characteristics of HRRP sequence recognition.

MSE represents the mean value, which is the error sum of
squares, and which denotes the corresponding range cells of
the estimated HRRP and the real HRRP sample. And smaller
MSE corresponds to smaller estimation error. The MSE is
calculated as follows.

MSE =
1
N

∑N

i=1

(
xi − x ′i

)2 (9)

where xi and x ′i correspond to the values of real HRRP and
extrapolated HRRP respectively, while N represents the total
number of samples.

PSNR = 10× log10

(
(2n − 1)2

MSE

)
(10)

The value of PSNR is related to SNR and is the loga-
rithm of the mean square error of the real sample and the
extrapolated HRRP sample, which is measured in dB. In the
HRRP sequence recognition scenario, the smaller the sample
estimation error is, the larger the PSNR value is.

Additionally, SSIM, structural similarity index, is a mea-
sure of similarity between two images. When x and y are
utilized to represent the extrapolated HRRP and real HRRP
sample respectively, SSIM can be calculated by:

SSIM =

(
2µxµy + c1

) (
2µxy + c2

)(
µ2
x + µ

2
y + c1

) (
σ 2
x + σ

2
y + c2

) (11)

whereµ and σ denotes the mean value and standard deviation
respectively, while c1 (c2) is a constant. It is worth noting that
the range of structural similarity is 0 to 1, and when the two
HRRP samples are exactly same, the value of SSIM is equal
to 1.

Aiming at exploring whether the strategies to the vanish-
ing gradient problem in VGM-RNN is effective, four other
commonly used methods as the contrast experiments were
designed and utilized in the experiments of this subsection.
The first comparative experiment, the average method, calcu-
lates the average value of HRRP samples before the missing
sample and takes it as the estimated sample value, which is
utilized in the training process. The second method is similar
to the first one, except that the average value is replaced by the
mid-value. The third and fourth group of contrast experiments
adopt the deep learning method, which are Recurrent Tem-
poral Restricted Boltzmann Machine (RTRBM) and classical
RNN respectively. The number of visible layer units of the
two models is set to 70 according to MSTAR data, while the
number of hidden layer units is set to 128, which is consistent
with the setting of [17]. In order to eliminate the random
errors in the experiment, the third and fourth group of contrast
experiments and the methods proposed in this paper will be
repeated for five times under the same parameter settings, and
the final extrapolation sample is represented by the average
of five extrapolation results.

Take a random sequence in BMP2 (SN_C9563) as an
example. Figure 10 shows the extrapolation results of the
lost sample according to different methods. The region of
local amplification in the figure describes the performance
of extrapolation values based on different methods at the
peak echo intensity, in which the extrapolation values of each
method contain errors with the real values. Nevertheless, our
method still achieves the closest extrapolation results to the
real sample.
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FIGURE 10. An example of the extrapolation results of the lost sample
(BMP2 (SN_C9563)) according to different methods, and the detail of
extrapolation performance is shown in the enlarged area in the figure.

TABLE 4. The extrapolation performance on five different methods.

Table 4 shows the average error of five experimental meth-
ods on all training sets, and the error is measured by three
indexes.

It can be seen in Table 4 that the superior recognition
performance of VGM-RNN against the other four contrast
methods. More detailed, our proposed model gets optimal
performance on each index (the lowest value of MSE and
highest value of PSNR and SSIM), which shows the strong
ability to extrapolate the missing HRRP. The explanation for
the result is that the proposed model effectively mitigate the
vanishing gradient problem of classical RNN through the
strategies of ELU + lifting + BN. Noting that the indexes of
RNN and RTRBM are outperformed than other two contrast
methods, which is owing to the neural networks can extract
more and longer spatiotemporal correlations.

C. EXPERIMENT 2: COMPARING THE PERFORMANCE
OF THE PROPOSED VGM-RNN WITH THE
STATE-OF-THE-ART MODELS
In this section, we conduct experiments to evaluate the recog-
nition performance of the proposed model with the baseline
experiments. Experiments in this section consists of three
experiments with different purposes. The purpose of the first
one is to explore the optimal parameters in VGM-RNN, and
the second experiment aims at comparing the recognition per-
formance of the proposed method with comparative methods,
additionally, the purpose of the third contrast experiment is to
estimate the robustness of the model.

1) EXPLORING THE OPTIMAL SIZE OF HIDDEN LAYER AND
THE VALUE OF LEARNING RATES
In Experiment 1, the number of hidden nodes in VGM-RNN
is set to 128, which is consistent with [17], so as to explore

FIGURE 11. The recognition performance of VGM-RNN on the condition
of different learning rate and hidden layer size. The table in the lower half
of the figure is the specific quantitative description of the bar graph in
the upper half.

the extrapolation performance of our proposed model under
the same conditions.

In this part of the experiment, in order to explore the best
recognition performance of VGM-RNN, we set different size
of hidden layer and learning rate. The number of hidden
nodes is set to 32, 64, 128, 256, 384 and 512 respectively,
and the learning rate is set to 0.1, 0.01 and 0.001 respec-
tively. Therefore, there are 18 different combinations in the
experiment. The complete training sample set obtained from
experiment 2 contains three different targets, which are used
as training sequence samples.Meanwhile, the raw incomplete
sample set, which contains three different types and seven
different models, are used in test step. The length of the
sample sequence remains 15.

We compare the recognition performance of each group
under different parameter settings by comparing the recog-
nition accuracy of each group of experiments, which can be
expressed as [32]:

Acc =
TP+ TN

TP+ TN + FP+ TN
(12)

where TP means true positive, i.e. positive samples are rec-
ognized; TN means true negative, i.e. negative samples are
recognized, both of which are correct cases. Correspondingly,
FP and FN indicate the situation of error recognition, that is,
FP indicates that positive samples are recognized as negative
samples, and FN indicates that negative samples are recog-
nized as positive samples.

The detailed recognition performance is shown in
Figure 11.

It is obvious that no matter what the value of learning rate
is, the recognition accuracy grows steeply and then gradually
reaches to the maximum value with the increase of the hidden
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layer size. It is easy to explain that he hidden layer is used to
extract the deep high-dimensional features of the input data,
and the more nodes in the hidden layer, the more separable
features will be extracted. The extracted features are of great
significance for the recognition task. Besides, the highest
accuracy on 384 hidden nodes in the experiments is 95.78%,
which is 1.30% higher than that of Attention-based RTRBM
in [17]. However, it is worth noting that when the number of
hidden layer nodes exceeds 256, the growth rate of accuracy
is close to the highest level, that is to say, the number of
hidden nodes is close to the saturation state, and increasing
the hidden nodes has little help to improve the accuracy.

Additionally, learning rate has great impact on recognition
performance. Specifically, the highest recognition rate was
found in the experimental group with a learning rate of 0.01.
It is easy to understand that the learning rate is related to
the parameter iteration step size. The large learning rate
represents the large iteration step and shows a faster iteration.
However, it is difficult for the loss function to converge to
the optimal value for the long iteration step, which is why
the recognition rate of 0.1 learning rate is lower than the
condition of 0.01. In addition, when the learning rate is very
small, such as 0.001, the step length of iteration will be small,
and it takes a long time to converge to the optimal value, so
the learning rate of 0.001 performs worse than that of 0.01.

Based on the experimental results and the above analysis,
the VGM-RNN with 256 hidden layer nodes and a learning
rate of 0.01 achieves the best performance with the lowest
computational complexity cost. Therefore, in the remaining
experiments, the proposed model will also adopt such param-
eter configuration.

2) COMPARING THE PERFORMANCE OF THE PROPOSED
VGM-RNN WITH THE STATE-OF-THE-ART MODELS
In order to evaluate the performance of the proposed
method on the data sets with missing samples, we compare
VGM-RNN with other classical and state-of-the-art deep
learning methods. We set up 5 different baseline experiments,
in which 3 different network models are conducted.

In the first group of contrast experiment, CRBM model
was used and the parameters of the model consists with [17].
The second to fifth contrast experiments use RNN model,
the differences among them lies in the estimation methods
of missing samples in the sequence. Specifically, in the sec-
ond contrast experiment, the missing samples are directly
deleted and replaced by zero vector; then in the third control
experiment, the missing samples are replaced by the average
of the HRRPs before the missing HRRP; and in the fourth
control experiment, the mid-value of the sequence before the
missing sample is utilized to estimate the missing HRRP; in
addition, the classical RNN is utilized as the fifth comparative
experiment. It is worth noting that the number of hidden
nodes in all experimental groups is set to 256, the learning
rate is set to 0.01, and the model will automatically stop
updating after iterating 50 epochs. The recognition results

of VGM-RNN and the contrast experiments are described
in Figure 12.

FIGURE 12. Recognition performance of VGM-RNN and the contrast
experiments.

It can be seen from the figure that the recognition rates
of different groups gradually increase with the iteration of
parameters and converge to their highest values. However,
it is worth noting that there is a big gap between the recog-
nition accuracy of the contrast group using CRBM and
RNN (delete) and that of other groups of experiments, specif-
ically, the difference in accuracy between them was around
10% after 50 epochs. The reason for the result is that CRBM
model failed to utilize the sequential information of HRRP
samples, while RNN (delete) model does not estimate the
missing samples, so the separable information is lost. There-
fore, in the above two experiments, the separable features
that can be extracted by the hidden layer of each model are
limited, resulting in the accuracy far lower than that of other
four groups.

In addition, the performance of other groups of experi-
ments is similar. In order to further analyze the differences
between them, we list the confusion matrix of accuracy of
other four experiments on different kinds of targets in Table 5.

The confusion matrix in Table 5 accurately shows the
recognition results of four methods for three types of tar-
gets. It is obvious that our proposed model achieves the best
performance, which is 1.55% higher than the classical RNN,
and which is primarily because the strategies we proposed
mitigate the problem of vanishing gradient. Additionally,
RNN with average or mid-value HRRP works poorly, mainly
because the extrapolated samples based on the statistical
method just contain limited spatiotemporal correlation infor-
mation. More detailed, the misclassification of BMP2 lowers
the average accuracy, the main possible reason is that we train
the models only on BMP2(Sn_C9563), but test them on three
models, Sn_C9563, Sn_C9566, and Sn_C21. Unfortunately,
the similarity among the three types of BMP2 is relatively
low. Conversely, the threemodels of T72 has a high similarity,
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TABLE 5. Confusion matrix of accuracy of four methods on different types of targets for HRRP sequence recognition.

FIGURE 13. Recognition performance of the proposed method and five
baseline models with different SNR.

which is the reason for the low misclassification rate of
T72. Also, the probability of misclassifying BMP2 as T72 or
T72 as BMP2 is much higher than that of BTR70, which
is mainly because the high similarity between the sample
sequences of BMP2 and T72, and the separable features
between the two extracted from the input sequence is limited.

3) COMPARING THE ANTI-NOISE PERFORMANCE
OF THE PROPOSED VGM-RNN WITH THE
STATE-OF-THE-ART MODELS
In the real scenario of radar, the noise caused by ground clut-
ter, electromagnetic interference, temperature and humidity
will inevitably appear, so the anti-noise performance is the
necessary ability for the model. Therefore, we add different
intensity of Gaussian white noise to the test data to simulate
the real environment. The SNR increasing from -5dB to 30dB
were utilized to investigate the robustness of the proposed
model. Similarly, 256 is set to be the number of hidden
nodes of VGM-RNN, and the learning rate is set to 0.01.
In addition, five groups of baseline experiments in the above
experiment are used, and all the parameter settings remain
unchanged. Figure 13 shows the recognition performance of
the six models with different SNR.

It is obvious that as the decline of SNR, the performance
of all recognition systems gradually reduces. Noting that our
proposed method achieves better performance than other five
comparative methods at all SNR levels, the recognition rate

of VGM-RNN is more than 10% higher than that of RNN
even at the lowest SNR (-5dB). More detailed, our proposed
method shows high robustness when the SNR higher than
15dB, and the recognition accuracy is near 95% with lightly
fluctuations, which is close to the average accuracy in Table 5
(95.07%), and which inflects the strong anti-noise ability of
our proposed model. The reason is that our proposed strate-
gies (ELU+ lifting+ BN) mitigate the problem of vanishing
gradient effectively, and the model parameters were better
optimized, which extract more separable spatiotemporal cor-
relation information, so the model still perform well with low
SNR. Considering the working environment of radar system,
which were often corrupted by noise, our proposed method is
a better choice.

V. CONCLUSION AND FUTURE WORKS
An efficient optimized RNN based HRRP sequence extrap-
olation algorithm was proposed and applied to incomplete
HRRP sequence recognition. Compared with the reported
methods, the proposed VGM-RNN has two compelling
advantages. Firstly, the new step of missing sample extrap-
olation before the recognition step is proposed, which sup-
plements the missing HRRP samples and complete the input
information. Additionally, the strategies of ELU + lifting +
BN is proposed to mitigate the problem of vanishing gradi-
ent, which greatly improves the performance of the classical
RNN, and extracts more separable spatiotemporal correlation
information from the input sequence.

Experiments verified the superiority of the proposed
method clearly. More detailed, Experiment 1 indicates that
the strategies proposed in VGM-RNN have a positive impact
on the extrapolation of missing HRRP, while the Experiment
2 verifies the superior recognition performance and the strong
robustness for noise of the proposed method. How to train a
model to deal with HRRP sequences of different lengths is an
appealing future topic. Finally, we suggest that the proposed
method can be utilized for the real radar automatic target
recognition tasks.
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