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ABSTRACT A software-defined networking (SDN) architecture is capable of integrating all radio frequency
and optical wireless small cell networks (e.g. fifth generation (5G), long-term evolution (LTE) femtocell,
wireless fidelity (WiFi), light fidelity (LiFi)) in one network domain. This paper considers a SDN-enabled
heterogeneous network (HetNet) comprised of LiFi, LTE femtocell and WiFi access points (APs). The
HetNet control plane maintains the state of the network topology and wireless resources, which can support
the development of intelligent service provisioning and efficient data communications in x generation (x G)
wireless networks. The SDN applications use the network state to provide services in the data plane.
However, when the state of network and wireless resources constantly changes, the SDN applications
cannot provide reliable and guaranteed services to the wireless user equipments. This paper develops a
queuing theoretic framework, which provides a performance evaluation for the SDN-enabled HetNet and
applications convergence. A traffic engineering (TE) scheme is developed to support dynamic agnostic
downlink flows routing to APs and differentiated granular services across the HetNet. Network and user
centric policies are developed to make applications aware of network resource availability on the northbound
and southbound interfaces of a SDN controller. Numerical models are introduced to study the impact of the
computation and communication resources of northbound and southbound interfaces on the SDN-enabled
HetNet scalability and the quality-of-service (QoS) guarantee of applications. Also, simulation scenarios are
conducted to evaluate the performance of the TE scheme in provisioning effective and reliable services for
subscribers.

INDEX TERMS SDN controller, traffic engineering, heterogeneous wireless networks, QoS, LiFi, VLC,
WiFi, LTE, software agents, 5G.

I. INTRODUCTION unprecedented growth in traffic volume, service diversity and

Visible light communication (VLC) systems and light
fidelity (LiFi) attocellular networks have been technologi-
cally enhanced to support high data rate point-to-point (p2p)
and multiuser wireless communications [1]. Radio and opti-
cal wireless access points (APs) can coexist and operate in
a small cell network without causing interference to each
other, as shown in Fig. 1. Next generation small cell networks
are expected to have more APs and utilize 200x more spec-
trum than the fourth generation (4G), which can support the
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bandwidth-intensive applications [2], [3].

With increasing small cell densification, the distances
between users and APs are reduced. More wireless links
become available for users to meet their quality-of-service
(QoS) requirements [4]. A wireless user equipment (UE)
can benefit from the wide service coverage of radio fre-
quency (RF) wireless systems, and enjoy secure high-data
rate communications in LiFi attocellular networks. Traf-
fic and user offloading in an integrated long-term evolu-
tion (LTE) femtocell/wireless fidelity (WiFi)/LiFi network is
viewed as a significant progress towards a true integration
of RF and optical wireless technologies. The recent
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FIGURE 1. A SDN architecture for HetNet and applications convergence.

3rd generation partnership project (3GPP) 5G standard
report [5] explains that the non-stand alone (NSA) archi-
tecture enables the fifth generation (5G) radio access
network (AN) and its new radio (NR) interface to be used
in conjunction with the existing LTE infrastructure packet
core network. This makes the NR technology available with-
out network replacement, while enabling the provided 4G
services to enjoy the capacities offered by the 5G New
Radio [5]-[7].

However, the current 3GPP wireless networks integration
options are not flexible to enable efficient multi-radio connec-
tivity [8], yet alone the integration of radio and optical wire-
less technologies. To this end, any non-3GPP access network
like LiFi or WiFi should have a termination point at the LTE
packet data network gateway (P-GW) to enable UEs route
their traffic through an integrated LTE/WiFi/LiFi HetNet,
following the mobile internet protocol (IP) principles [9]. The
existing 3GPP architecture [8] does not solve the problem of
efficient multi-radio and optical wireless networking, because
every time the data path is switched from LTE to WiFi or LiFi
and vice-versa, some packets are lost, while simultaneous
usage is not possible [9].

A software-defined networking (SDN)-enabled heteroge-
neous wireless network (HetNet) is comprised of LiFi, WiFi
and LTE APs, which should be designed to support diverse
services with different data traffic profiles. These can be
provided by operators and/or trusted third parties. Smart
5G-enabled UEs, which have multiple air interfaces, can be
set by preference to communicate through different wire-
less networks. For example, a UE may be set to down-
load music through the WiFi interface. A UE streams live
high definition (HD) videos and establishes secure wire-
less communications through the LiFi interface. A UE with
high mobility makes on-the-move voice over internet pro-
tocol (VoIP) calls through the LTE interface. In HetNets,
resource availability, users mobility, traffic volume, connec-
tion duration and service requirements change constantly.
To this end, they should be planned, and resources be dimen-
sioned to support autonomous and adaptive reliable services
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provisioning to UEs and service providers (SPs) offering vir-
tual networks [10]. They should also support intelligent traffic
routing in the user plane to cope with the UE mobility during
active communications. A centralized SDN architecture pro-
vides a platform that can meet these requirements [11], [12].

The SDN architecture decouples the control plane and the
data plane of the HetNet, as shown in Fig. 1 [13]. The net-
work events (e.g. AP failure and services disruption), traffic
statistics and payload analysis are presented in information
reports that describe the network state. The SDN controller
collects it through the southbound and advertises it peri-
odically through the northbound application programming
interfaces (APIs) to the application plane [11]. The SDN
applications manage, through the controller, OpenFlow (OF)
rules in the different APs to support the offered services
in the data plane. A fitting traffic engineering (TE) scheme
can leverage the centralized view of the network state to
support intelligent traffic flows routing and network function
virtualization (NFV) modules [14]. For example, it can route
traffic flows from failed, congested or underutilized APs to
others, which can improve network resource efficiency and
support provisioning mission-critical applications [9].

The proposed SDN architecture provides an agnostic net-
work platform which can embody the integration of radio
and optical wireless technologies in line with the 5G stan-
dardization roadmap [7], [8]. The SDN controller can be
interconnected through its east and west interfaces to the 5G
core network via a non-3GPP inter-working function (IWF)
on the N3 interface (N3IWF). This N3IWF interfaces the
5G core network control plane (CP) and user plane (UP)
functions via N2 and N3 interfaces, respectively [6]-[8]. The
N2 and N3 reference points are used to connect standalone
non-3GPP accesses to 5G core network CP and UP func-
tions, respectively [6]-[8]. This enables the SDN-enabled
HetNet to benefit from the full services supported in the
first phase of 5G. This paper extends the SDN concepts to
manage, in an agnostic manner, LiFi, WiFi and LTE small
cells interconnected through the SDN architecture shown
in Fig. 1. Note that the SDN control plane implementation
for wireless networks is more complex than the wired optical
networks [15]. They must account for physical constraints,
including channel gain variations, bandwidth availability and
granularity, heterogeneous multiuser access and flows routing
reconfiguration speed.

This paper evaluates a queueing model that helps to better
understand the dynamic of traffic volume on the north and
south bound interfaces of the SDN controller and wireless
APs in the HetNet data plane. We develop an analytical
mathematical framework for modelling the proposed SDN
architecture shown in Fig. 1. We are motivated by developing
an agnostic TE framework for a SDN-enabled HetNet, which
supports autonomous traffic load routing, efficient resource
and service resilience provisioning. These help to support a
flexible and intelligent integration of the LTE/WiFi/LiFi Het-
Nets. Analytical and simulation analysis have been developed
to corroborate the mathematical analysis and the comparison
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of the proposed TE routing policies. The convergence of
multiple heterogeneous wireless networks enable them to
operate seamlessly under the SDN architecture, which is an
important enabler for efficient service provisioning.

The remainder of this paper is organized as follows.
Section II presents the HetNet system model. Section III
states the research problem and challenges in the network,
service and application dimensions. Section IV summarizes
the main research work in the literature regarding queuing
theory for TE in HetNet, SDN-enabled switch and controller
modelling. It also summarizes the contributions of this paper.
Section V introduces mathematical queuing models for the
different planes of SDN-enabled HetNet and discusses the
analytical results. Section VI introduces the proposed TE
framework modules. Section VII explains the simulation
results. Section VIII introduces the key future research chal-
lenges. Finally, Section IX concludes this paper and presents
the main findings.

Il. SDN-ENABLED HetNet SYSTEM MODEL

The SDN-enabled HetNet system model is composed of data
(forwarding), control and application planes. A number of
SDN-enabled heterogeneous LiFi, WiFi and LTE wireless
APs are configured in the data plane. They are managed by
a SDN controller that runs in the control plane. An orthog-
onal frequency-division multiple access (OFDMA) protocol
allocates the available resources on the downlink channels of
LiFi and LTE APs. A wireless resource is a slot that occupies
a space in the time and frequency domains. It is the smallest
resource unit which can be allocated to a UE. An average
number of slots, S, are available for data transmission in the
downlink part of each time frame, Tr. The wireless channel
states are represented by a number of modulation and coding
schemes (MCS) i, 1 <i < I. A UE uses the MCS; to transmit
a number of bits, b;, per slot. At each frame time-step, Tr,
a UE has the probability, p;, to use the MCS;.

The software switch, Open vSwitch [16], runs in the
APs, which makes them OpenFlow (OF) enabled switches.
They are connected to the controller through a tree topol-
ogy via an OF-enabled switch, as shown in Fig. 1. A set
of northbound representational state transfer (REST) APIs
enable communications between the application plane and
the control plane, which support various applications. For
example, users association and traffic engineering, security,
access control, network resilience, etc., as shown in Fig. 2.
Similarly, a set of southbound open APIs (e.g., OF protocol)
enables communications between the data plane and the con-
trol plane, which supports the reporting of a global HetNet
view (i.e. the state of resources in the data plane and network
topology connectivity) and setting traffic forwarding rules in
the routing tables of AP switches. Whenever AP switches
receive new flows, it requests the controller to set forwarding
rules in the switches that will handle them [17].

The downlink channel gains of wireless APs vary in
time and space, which justify the assumption of the gen-
eral (G) service distribution of the APs. Each small cell
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FIGURE 2. SDN-enabled HetNet architecture and applications
convergence modelling.

has a single AP to serve the UEs. Each AP switch has a
buffer of size K packets. The arrivals of UEs and downlink
flows follow a Markovian (M) Poisson distribution. Thus,
an M/G/1/K queuing model [18] can be adopted to describe
the networking operations of AP switches in the data plane,
as shown in Fig. 2. As the controller manages N switches in
the data plane, an M/G/1/K/N queuing model can be adopted
to describe the traffic packets handling operations on the
southbound interface of the SDN controller. The traffic flows
that arrive at the switch follow a Poisson process with arrival
rate, As. The service times at the AP switches are assumed to
follow an exponential distribution with an average of i The

service time at the SDN controller is assumed to follow an
exponential distribution with average rate, ——. A traffic flow
with a pre-set rule in the AP switch is served and forwarded
with a probability, ¢; = 1 — ¢,. However, if a traffic flow
does not have a rule set in the AP switch, a packet-in is sent
to the SDN controller, with a probability, ¢y, to define its for-
warding rule in the AP switch. The input traffic rate from the
AP switch to the controller and vice-versa can be expressed
statistically as, ¢sAg, and Y5, respectively. Note that 1
denotes the probability of the traffic without preassigned rules
are successfully assigned rules by the controller.

Some of the SDN applications, which need to use the same
resource advertised as available in the current network state,
may try again to access it in the next round of network state
advertisement. The retrial access happens due to a huge vol-
ume of requests generated from the SDN applications on the
northbound interface; or resource insufficiency and unavail-
ability in the data plane. This happens when the applica-
tions require constant networks state update and simultaneous
increase of network resources. To this end, the M/M/1 retrial
queue with geometric loss and feedback [19] can be adopted
to model the access of applications to the data plane through
the northbound interface of the SDN controller. The arrival
rate of applications requests sent through the northbound
interface is denoted by A,,. The requests of applications which
cannot be admitted at the controller join a retiral queue with a
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retrial probability, o, or dropped with a probability, ¥ = 1—a.
After a random amount of time, the requests in the retrial
queue retry again following an exponential distribution with
average rate % to access the network resources. An applica-
tion that requires a single service leaves the SDN controller
with a probability (8 = 1 — B). If it requires further services
like an increase of bandwidth or other resources, it rejoins the
retrial queue with a probability 8.

Ill. PROBLEM STATEMENT

Network function virtualization (NFV) orchestration, user
access and traffic engineering applications provide services
across the HetNet to support the QoS and quality-
of-experience (QoE) requirements of users. These run appli-
cations on UEs that request services from external endpoints
like an edge computing or a cloud. The developed network
access and traffic engineering application manages users
association to APs and resource allocation to user appli-
cations in an efficient-manner. It takes into consideration
user priority, HetNet resource granularity and allocation effi-
ciency. When the number of deployed APs and active users
increases in the network, it becomes more challenging for
the control plane to apply fast forwarding rules and support
concurrent applications access to the available resources in
the data plane. Note that every service traffic flow requires
proper forwarding rules to be set up in the APs that serve
the users requested it. For example, suppose that there are
user association and traffic engineering, and user localiza-
tion (tracking) applications running in the SDN applica-
tion plane. The former requires information regarding the
resources availability to engineer users association to APs and
resource allocation to users applications, whereas the latter
requires information regarding the users in the network. How-
ever, both applications compete for the available network
resources they need to transport their traffic back and forth
among servers, SDN controller and users. During the next
state collection time period, the SDN controller advertises
on the northbound interface the network state in terms of
the available bandwidth on the downlink channel of AP;.
Based on the received network state, both applications make
attempts to request the controller to configure forwarding
rules in the AP; to use the same available bandwidth resource.
However, this may no longer be enough to support both of
them. In this case, one of the applications needs to retry again
during the next state collection time period to access the same
resource in the forwarding plane. To this end, the constant
changes in the global state of the HetNet make it challenging
for the SDN applications to provide consistent and ubiquitous
services to their UEs in the data plane. A research challenge
lies in developing a mathematical model that can evaluate
the consolidation of the control plane in a centralized SDN
controller and its impact on the network performance and
scalability. Moreover, the HetNet has APs with different
transmission ranges, service coverages and data rates. The
UEs have various connection preference trade-offs among the
bandwidth, latency, throughput and seamless connectivity.
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The centralized controller collects the channel state infor-
mation, QoS requirements of users and load state of APs.
A research challenge lies in developing user association
to APs and agnostic traffic flow routing algorithms. These
should run on any AP, independent of its underlying wireless
technology, while meeting the service requirements of user
applications.

IV. RELATED WORK

The operations underlying the OF switch, SDN controller and
their interconnections have been investigated by researchers
to develop mathematical models that can evaluate the perfor-
mance and scalability of SDN-enabled networks and services
provisioning. The following subsections discuss the main
developed models for the SDN switch, controller, architecture
and software-defined wireless networks.

A. SWITCH AND CONTROLLER MODELLING

An OF switch should realise fast look up tables that match
flows to forwarding instructions. The SDN controller should
have enough processing capacity to handle all the messages
coming from the OF switches on the southbound interface
and the applications running on the northbound interface. The
controller handles a large number of packets per second just
to monitor the network state. This is not just a burden on
the controller, but it also increases the load on the network
control plane. A software Open vSwitch [16] can run with
different hardware and operating systems, which support
scalable OF operations in network switches. An OF switch
is implemented on a networking field-programmable gate
array (NetFPGA) platform [20]. It is used to conduct perfor-
mance analysis on forwarded traffic flows. An OF switch [21]
is deployed on a Linux platform to evaluate the performance
of multiple forwarding switches and compare switching and
routing flows at layers 2 and 3, respectively. A modular
and parametrised implementation of a hardware-based OF
switch is implemented on three different platforms: NetF-
PGA, FPGA ML605 and DE4 models. The performance
evaluation of these platforms shows that the OF switch design
can be implemented across them with minor performance
variations [22].

In [23], the authors used a network calculus-based
approach [24] to derive upper bounds for the buffer length of
a single OF switch and controller. The upper bounds for the
service busy period of the switch and controller were derived
to calculate the worst delay of packet processing. However,
the derived bounds are deterministic and apply only to an OF
switch configured in fixed networks. They cannot be used to
derive an end-to-end delay bound for traffic flows traversing
multiple OF switches. In [17], the authors modelled an OF
switch and controller as an M/M/1 and an M/M/1/S queuing
systems, respectively, where S denotes the controller queue
length on the southbound interface. The developed model
considers a bidirectional feedback between the switch and
controller.
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In [25], the authors proposed an approach that identifies the
elephant flows based on some SDN information (e.g. flows,
packets or bytes counters) on the different ports of network
switches. This research study is useful to understand the
relationship between the collected traffic statistics and the
OF rules that need to be configured in the OF switches to
handle long and short traffic flows. However, the proposed
approach may not support a large-scale data centre. Note
that a single OF rule can be configured in an OF switch to
handle an aggregate of traffic flows shaped through a leaky
bucket controller (LBC) at the network edges to receive the
same forwarding services. In [26], the authors developed a
network calculus-based admission control mechanism that
ensures enough allocation of bandwidth and buffer space for
complied traffic flows. These are serviced by the switches
along a path set up by a SDN controller. However, the buffer
and bandwidth allocation are based on a loose bound, which
cannot accurately quantify the bandwidth for the different
flow aggregates. In [27], the authors considered a Jackson
network composed of some OF switches. They evaluated
the performance of traffic in the data plane under finite and
infinite buffer size scenarios at the switches. The packets,
which are sent by the controller to install OF rules in the
switch, cannot be sent back to it again. In [17], the authors
developed an approximate model for the operations underly-
ing the southbound interface. It does not distinguish between
the external traffic and the packets sent by the controller to
the switch. The packet-in requests for setting rules in the
switches are modelled as a batch of flows, with size X,
arriving at the controller queue, which is modelled as an
MXI/M/1 quening model [27]. This work applies mostly to
fixed networks. It also does not consider link dynamics in
the forwarding plane. Most of the above developed SDN
models consider a single switch in the data plane intercon-
nected with a controller, which require further analysis to
investigate the support of real-time applications. Also, none
of the developed models [20]-[22] provides a comprehen-
sive and generic framework for evaluating the performance
of SDN-enabled wireless networks. The developed queuing
model helps to evaluate the impact of packet arrival rate
and flow size of external traffic on the performance of the
controller and switch. However, more research work is still
needed to understand the performance of a SDN controller
that manages multiple AP switches in a wireless network.

B. SOFTWARE-DEFINED WIRELESS

NETWORKS ARCHITECTURE

SDN architectures and solutions are increasingly adopted
in the context of wireless networks to enable network
programmability and support mobile operators to manage
resource allocation and service provisioning to end users.
In [13] the authors proposed a software defined radio access
network (SoftRAN) architecture that encapsulates all the base
stations in a radio access network (RAN) represented as a
virtualized big base station. This centralizes the control and
management of RAN. The paper only explains the benefits
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of this architecture to support applications and use-cases
in wireless networks. In [28] the authors discuss the capa-
bilities of 3GPP network management and evolved-UMTS
(Universal Mobile Telecommunications Service) Terrestrial
Radio Access Network (E-UTRAN) architectures to sup-
port self-organizing wireless networks, automation, mobility
and load balancing. This is an overview paper, which only
explains self-organizing networks (SON) 3GPP standardiza-
tion activities. It discusses the 3GPP architecture, without
explaining how this can support small cell wireless networks
integration.

A SDN architecture can be used to interconnect data
centres to support traffic engineering functionalities in
ultra-dense networks (UDNs). The virtual cell technology has
been widely used to improve the user experience of UDNss.
By adopting the virtual cell technology, a new type of UDN,
termed user-centric UDNs, could be developed [29]. The
main idea of user-centric UDNss is to cluster APs dynamically
to provide better services for end-users. Based on the virtual
cells in UDNs, a new type of beam forming technology
named the balanced beam forming algorithm was developed
to optimize the network capacity. In [30] the authors summa-
rize the main challenges in dense user-centric cloud random
access networks (C-RAN). They advocate the application of
dense user-centric C-RAN approaches to UDNs using some
cloud computing techniques.

In [31] the authors developed an analytic model for evalu-
ating the queueing delays and channel access times at nodes
in 802.11 based WiFi networks. Each node is modelled as a
discrete time G/G/1 queuing system model, which is used to
derive closed form solutions to obtain the values of the delay
and queue length. In [9] the authors proposed a high-level
architecture for tight integration of WiFi-LTE systems. The
idea is to integrate WiFi into a viable 3GPP architecture.
A Markov chain model framework was developed to analyse
the performance of the proposed LTE-WiFi UDNs. It pro-
vides some insights regarding the gained benefits in terms
of average data rate per user and service coverage in the
considered area. In [3] the authors provide a comparison
study for different AP densities with various bandwidth in an
UDN. The paper [3] proposes an approach for increasing the
average user capacity in an UDN to 1 Gbps.

The support of SDN for control and forwarding isolation
for traffic flows and the centralized network management
provides a platform for realizing traffic engineering based
on traffic measurement and management [32]. The integra-
tion of SDN in legacy wired networks can improve traffic
engineering [33]. In [34] the authors proposed a dynamic
cell specific uplink/downlink (UL/DL) frame reconfiguration
mechanism, which can customize the TD(time division)-LTE
frame ratio to efficiently meet the QoS requirements of UEs.
This research study only considers the local state of frame and
traffic load in cells, without considering the network state.
In [35] the authors demonstrated the capability of a SDN
management algorithm to re-direct traffic flows to mobile
femtocell, RF AP or LTE eNodes. The obtained results show
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some improvement in the user experience, which is quantified
in the increase of their service satisfactions, throughput and
the reduction of waiting times. The algorithm also improves
cellular resource utilization through offloading traffic flows
to WiFi and mobile femtocells. It ensures load balancing
based on flow admission control to each supported traffic
technology.

The above related work handled the research problems
from different angles, though more analysis is required to
investigate services provisioning performance and applica-
tions support in the network. The related studies are focused
on some entities in the proposed SDN architecture, whereas
a robust SDN solution should consider the different SDN
planes. The previous developed approaches propose solutions
that cannot run in an agnostic manner, independent of the
wireless technologies underlying the different APs in the
SDN-enabled HetNet.

C. CONTRIBUTIONS

The contributions of this paper can be described as three-
fold. The first uses queuing theory principles and models
to develop a mathematical framework for modelling the
inter-planes of the SDN-enabled HetNet and applications
convergence. The second fold introduces a TE scheme that
runs at the network and medium access layers. Routing poli-
cies are developed to support TE and load balancing on the
network layer and multiple services on the medium access
layer. The proposed TE scheme handles the dynamics of the
SDN-enabled HetNet through enabling the AP switches to
dynamically serve flows per frame basis. The SDN controller
exposes appropriate feedback information for applications
to improve the QoS and QoE of their UEs. The third fold
develops network and service provisioning automation mech-
anisms, which can support service resilience, dynamic APs
selection and resource allocation for UEs.

V. INTER-PLANE INTERFACES MODELLING

The SDN controller has horizontal (i.e. east, west) and verti-
cal (i.e. northbound, southbound) interfaces, though, in this
paper, we will focus on modelling the vertical interfaces.
A buffer on the northbound interface keeps and passes the
requests generated from the SDN applications to access the
data plane. Likewise, a buffer on the southbound interface
passes the packet-in rules and incoming packets to the con-
troller and switches, respectively, as shown in Fig. 2. The fol-
lowing subsections introduce mathematical queuing models
for the northbound and southbound interfaces, and data plane
switches.

A. NORTHBOUND INTERFACE MODELLING

The SDN applications view the state of resources in the Het-
Net data plane through the northbound interface of the control
plane. They offer services via the centralized SDN controller
by requesting to set up their forwarding rules in the data
plane switches through a southbound protocol (e.g. Open-
Flow). The applications may renege on accessing the data
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plane, because of resource unavailability or controller pro-
cessing capacity constraint. This reneging process influences
the performance of network services provided throughout the
HetNet data plane.

Based on the HetNet system model, the SDN applica-
tions generate requests following a Poisson process with
arrival rate, A,. The M/M/1 queuing model describes the
packets buffering and processing at the northbound inter-
face of the controller. We adopt the M/M/1 retrial queue-
ing system model with geometric loss and feedback [19] to
model the requests processing for data plane access through
the northbound interface, as shown in Fig. 2. The state of
the SDN-enabled HetNet is described by a pair (£(¢), N(2)),
where ¢ (¢) denotes the number of busy controllers and N (¢)
denotes the number of requests in the retrial buffer at time 7.
A stochastic process (¢(t),N(t)):t > 0) is formed as a
time-homogeneous Markov process with a state space (¢, N)
as a limiting variable of (¢(¢), N(¢)). When the controller
receives a small number of requests from the network appli-
cations to access the data plane, the average queue length of
the controller is given as follows [19]:

EWN:¢=0)
_ C|:a()\c+v)+ﬁﬂc
v

av T oy

av ov T oy

. (a(xc +20) + B @he+v) + Butc a%)
av ’ a

R (a(xc +V) + Be @ +v) + Blie ahe

_ arc(Ae +v) + BAcphe
V@ + ) + pieB)
o F (a(xc +2v) + Bue T +20) + B a%) }
av ’ o ’ ’

av ay

where F'(a; b; w) is the Kummer’s function; and C is a nor-
malizing constant, given by [19]:
Z
C = |:l/«cﬂ + Acx
he

a(re +V)+ B . Al + MCE. A -
x F ; — ;= (M
aV aV oV

However, when the number of requests generated from the
SDN applications increases, the controller may become busy
on its northbound and southbound interfaces. In this case,
the average queue length of the northbound interface is
expressed as follows [19]:

EN:¢=1)
) arc(he +v) + lg)"cﬂc
@v(he +v) + ucBv)
o F (a(xc +2) + Bpre @he +2v) + Bluc. a)»c)

av av av
(2)
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FIGURE 4. Average retrial queue length versus o.

When the SDN controller runs beyond its capacity, the net-
work is down or resources in the data plane are overbooked,
the excess requests generated from the SDN applications are
kept in the retrial queue or are dropped. In this case, the aver-
age length of the retrial queue is expressed as follows [19]:

E(N)
=EN:t=0+EN:¢=1)
|:05()\c +v) + Blic
¢l

a(he +20) + Bpe @he +v) + Blie ahe
av ’ av T oy

—aF

a(he + ) + Bie The + ) + Bic ahe
av ’ ov Tav )|

3)

Analytical models have been developed in MATLAB,
which evaluate (1), (2) and (3). They give some indications
regarding the relationship among the applications requests,
queue length of the northbound interface, retrial queue length
and controller processing rate. Based on (3), the request
retrial probability, o, influences the retrial queue length more
than the rejoining probability, B, as shown in Fig. 3. This
is attributed to the fact that not all the rejoining requests
wait in the retrial queue length. The applications, which
are allocated resources in the previous round, are quickly
served by the controller. Based on (3), the controller service

66678

) Northbound queue length of controller versus apps requests arrival rate
T T T T T T T

—e—idle controller,3 = 0.8, =0.8
~e—busy controller,3 =0.8, =0.8
idle controller,3 =0 .2,a =0.2

%
T

busy controller, 3=0.8,a =0.8

Northbound queue
length of controller (packet)
B

idle controller ,3=0.8, a = 0.8
e " Busy controller ,3=02, =0

0.1 0.2 0.3

2
Tdle controller ,3=0.2 v a.=0.2
0.7 0.8 0.9

0.4 05 .06
A, ¢ apps requests arrival rate

FIGURE 5. Average queue length of northbound controller versus Ap.

Avg. Retrial queue length versus retrial probability under 3 and o prob.
80 T T T T T T T

o-3=10.9,0 =0.9
- 3=0.6,0 =0.6
B=03, a=0.6

160

140

120

100

Avg. retrial queue length (packet)

0.2 0.

3 04 . 0.5, 0.6 . 0.7 0.8 0.9
v (exponential retrial probability)
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rate, (., directly influences the retrial queue length. this
even grows more rapidly with the increase of the requests
retrial probability, «, as shown in Fig. 4. This also happens
when the controller is busy or requested resources in the
network data plane become unavailable during the access
time of applications. This emphasises the importance of the
controller processing rate and requested resource availability
for applications to provide reliable services in the HetNet data
plane. Based on (1), the retrial and rejoining probabilities
significantly impact the queue length of the northbound inter-
face, as shown in Fig. 5. When the exponential probability, v,
of sending requests to the controller increases, it is obvious
to see that the retrial queue length decreases. However, based
on (2) and (3), the queue length of the northbound interface
still depends on the controller processing rate, retrial and
rejoining probabilities, as shown in Fig. 6. When the rejoining
and retrial requests decrease, the average retrial queue length
decreases as well and vice-versa. This case indicates that the
controller can manage the allocation of resources that are
requested by the different SDN applications. New flow rules
can also be set in the APs based on the retrial and rejoining
probabilities range.

B. SOUTHBOUND INTERFACE MODELLING

As mentioned before, the SDN applications can manage the
data plane traffic through requesting the controller to con-
figure their OF rules in the APs to deliver network services.
Thus, the APs and controller may become a bottleneck for
provisioning services in the data plane, where traffic flows
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wait for a longer time in the queue of APs to set up their
OF rules. The queuing model, M/G/1/K/N, which captures
the operations of the SDN controller on the southbound
interface, is proposed to investigate the impact of the buffer
size, number of switches and traffic flow rate on the network
performance. It is used to evaluate the queue length and
response time of the controller and AP switches under traffic
load.

The external traffic load rate, A, and the traffic load rate
of SDN applications, A,, represent the total traffic load rate
at the southbound interface of controller, which also follows
a Poisson distribution with a traffic arrival rate, expressed as:
Ae = Ap + @sAs. The traffic load intensity at the controller is
expressed as: p, = %c When a new flow arrives at an AP that
does not have a Corréspondent forwarding rule, an in-packet
request is sent to the controller to define the forwarding rule.
However, if the in-packet request arrives, where the controller
has already K packets in its buffer, the K + 1 packet is
dropped. A stochastic relationship between the distribution
of the controller queue at an arbitrary time and an arrival
time of an in-packet rule request is used to describe a Markov
process [18]. This is used to derive the relationship formulas
for the blocking probability, throughput and response time.
Let Pp, denotes the probability that an arriving in-packet rule
request is blocked by the controller. It (Pp,) can be expressed
as follows [36]:

_ Pc(N — K)Pg
¢ (1_P0)+pc(N_K)PK’

Pp “
where Pk denotes the probability that there are K in-packet
requests in the controller queue at an arbitrary time. And the
probability P, denotes the queue of the controller is empty at
an arbitrary time, given by [37]:

pc—1

o 2P et QPP _ v
Cc

And Py is expressed as follows [37]:

2 -2 —
PR = oA K QR =SB ()

Px = ,
K N N N e
(4

(6)

where s> ~ 1/2 denotes the squared coefficient variation
of the service process. L. denotes the average number of
in-packet requests in the controller queue at an arbitrary time,
which is expressed as follows [37]:

_Pa

1
L.=N —

— (N —K)Pg. (N

Pc

And T, denotes the average response time from the arrival to

service time completion, which is expressed as follows [18]:
1 N — K)u P,
TC=——( e K' 8)
Ae 1-P,

And y,. denotes the controller throughput in terms of the
number of processed in-packet requests per unit of time, and
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given by [18]:
1—P
Ye = 2, ©)
He

where 1. denotes the average service time of controller.
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FIGURE 7. Southbound controller blocking probability versus number of
switches.
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FIGURE 8. Controller average flow set up time versus number switches.

As a result, based on (4), the probability that a traffic flow
be blocked by the controller increases when the number of
AP switches increases. But, it decreases, when the controller
service rate increases, as shown in Fig. 7. The controller
service rate influences the blocking probability of new traffic
flows, that arrive at the AP switches, without pre-assigned
forwarding rules. To this end, the capacity of SDN controller
in terms of processing rate and buffer space should be care-
fully dimensioned to support both the SDN applications and
AP switches. Based on (8), the flow set up time for traffic
flows, that arrive at the APs without pre-assigned forwarding
rules, increases in terms of the in-packet rule requests sent to
the controller, as shown in Fig. 8. This becomes more obvious
when the number of AP switches exceeds a critical value. For
example, when the number of switches exceeds 200, the flow
set up time and blocking probability start to grow rapidly,
as shown in Fig. 8 and Fig. 7. This means that the controller
needs an effective mechanism that can proactively assign flow
rules in the AP switches for traffic flows. This significantly
reduces the controller set up time, which shortens the sojourn
time of traffic packets arrive at the AP switches. The average
sojourn time for packets that arrive at an AP, in the HetNet,
is defined as the expected amount of time to wait before they
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FIGURE 9. Controller response time variation versus traffic load.

are handled by the AP. This mainly includes the controller
flow set up time. Based on (8), the coefficient of response
time variation, Cr,, for the sojourn times is dependent on
the traffic flows, that arrive without pre-assigned flow-rules,
at the southbound interface of the SDN controller, as shown
in Fig. 9. The coefficient of response time variation (Cr,)
is defined as the ratio of the standard deviation, o, to the
average of controller service (response) time (E[7,]), namely:
Cr. = ﬁ It is calculated for an average controller service
time value of E[7,] = 8.8 ms. When the traffic load, arriving
without pre-assigned flow-rules, increases at the AP switches,
the coefficient of response time variation decreases. With
a smaller ¢, less traffic packets are subject to the delay
imposed by the controller and therefore the deviation from
the average value for these packets is much higher, as shown
in Fig. 9. The more traffic flows require flow-rules assign-
ment in the APs by the controller, the more traffic flows
have a longer sojourn time caused by the controller service
time and queueing waiting time. The controller response time
influences the total packet sojourn time more than the AP
switches [17].

There is not a clear approach to identify the amount of
resources (buffer space and channel bandwidth) required by a
flow to guarantee its performance requirements, except for a
peak bandwidth assignment. Here, the idea is to dynamically
allocate a sufficient capacity to traffic flows served by the
AP switches. These provide bandwidth based on the wire-
less channel conditions. Thus, the M/G/1/K queuing system
model provides a good approximation for buffering packets
at the southbound buffer and the users access to the wireless
channels of AP switches in the data plane.

An embedded Markov chain of the M/G/1/K queue is
developed, in which the embedded points are selected imme-
diately after each packet transmission completion. A switch
state is defined at a particular time instant as the number of
packets in its queue at that time. Then, the considered switch
has K + 2 states from state O to state K + 1, including K
waiting packets in the queue and one packet being transmit-
ted. However, when observing the switch immediately after
each packet transmission completion, the utilized embedded
Markov chain has only K + 1 states from state O to state
K +11[36].
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The packet blocking probability, Pp_, is the probability that
there are K packets waiting in the buffer of the AP switch,
which is given by [37]:

(1 — py)pk

P, =PI[N = K] = ,
(1 —pk+h

(10)

where p; denotes the traffic load intensity, expressed as,
Os = % The switch throughput, ys, represents the number

of packets that are completely served when the AP switches
reach an equilibrium point, given as follows [37]:

vs = Ag(1 — Pp)). an

The response time of packets served in the AP switches is
given as follows [37]:

5 _ P o1+ Kp—K)
As(1 = pEK (A1 = py)

(12)
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FIGURE 10. AP switch blocking probability versus traffic load intensity.

As a result, based on (10), the blocking probability at the
AP switches increases in terms of the traffic load intensity and
decreases when the buffer size gets larger, as shown in Fig. 10.
This reflects the importance of ensuring a proper buffer size at
the different AP switches, because it can control the number
of admitted downlink traffic flows. Based on (12), the AP
switches continue to serve flows with minimal response time,
irrespective of the buffer size until the traffic load intensity
exceeds a specific value, as shown in Fig. 11. For example,
after the load intensity exceeds 0.6, the impact of buffer size
starts to become clearer on the switch response time, as shown
in Fig. 11. The throughput of AP switches has an impact
on the QoE of UEs. When the QoS offered to the UEs is
improved, this enhances the offered service. For example,
based on (11), despite the increase in traffic load intensity,
the buffer size remains a key in enhancing the satisfaction of
users about the received throughput, as shown in Fig. 12. This
is reflected in the data rates of services offered to the UEs.

VI. DYNAMIC TRAFFIC ENGINEERING SCHEME

The available resources on the downlink channels of the APs
can be viewed as virtual wireless paths that provide data
connectivity to the UEs, as shown in Fig. 13 [38]. Four service
classes are proposed to serve traffic flows generated from
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FIGURE 12. AP switch throughput versus traffic load intensity.

user applications, namely: Deterministic guaranteed service
(DGS), delay-sensitive service (DSS), throughput sensitive
service (TSS) and best effort service (BES). The DGS class
is offered to traffic flows that have a constant bit-rate require-
ment. The DSS class is offered to traffic flows that have
a stringent delay requirement. The TSS class is offered to
traffic flows that have a minimum throughput requirement but
tolerate some delay bound violation. The BES class is offered
to traffic flows that have no particular QoS guarantees. The
software agents, that run in the AP switches, compute the sta-
tistical information of downlink traffic flows and monitor the
available bandwidth of wireless interfaces and queue length.
They also determine the channel conditions of UEs and their
MCS values. Local and generic network channel gain and
information matrices are formed and updated periodically.
The local matrix records the information of the UEs that can
be only associated with a single AP. Whereas, the generic
matrix records the information of the UEs that have a choice
to be associated with one AP from a set of APs. The local
matrix, I';, records the users’ tag, flow class, SNR, data rate
of UEs and AP mark. The generic matrix, Iy, records the
users’ tag, flow class, SNR, data rate of UEs and potential
APs which can serve them. A downlink traffic flow is tagged
with an identifier of the UE requesting it. A row in I'; and I’y
has six elements, which are defined in this order: user’s tag,
AP mark, SNR value, data rate value, flow class and number.
These information matrices are used by traffic routing and
scheduling modules running under the proposed TE scheme.
The traffic routing module routes flows to the different
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Algorithm 1 Traffic Engineering Scheme

Input : Local and generic matrices, I'; and I’y

Output: 1. Network layer: Downlink flows routing to
APs, T'y

Output: 2. Mac layer: traffic packets scheduling, T'¢

Output: 3. Network-Mac layer: Flow routing and traffic
adaptation, I'y¢

Initialize: Maximum number of users and flows per

class i. Number of slots and frame duration per AP

switch, (S, Ty);

t<0;

I« 0;T. «0; T < 0;

while frue do

The SDN controller receives updated I'; and I ;

y < size (g ); y(1,1) gives the number of rows ;

z < size(I'y); z(1,1) gives the number of rows ;

() < T s

Routing on the networking layer;

for k < 1toy(1,1)do

class < I'g(k,5) ;

if class € DGS, apply smallest delay routing

polciy ;

if class € DSS, apply minimum network delay

routing polciy;

if class € TSS, apply maximum throughput

policy;
if class € BES, apply probabilistic routing
policy;
Cn(z(1,1)+k,:) = Te(k,2);
end
Iy

Scheduling traffic on the MAC layer per AP ;
forv < 110 Ty do
SDGS < D i—pGser,
Srem < S — SpGs;
if Stem > O;

slots are allocated to flows j € { DSS,TSS}
proportional to their queue size;

<. <. < Qi .

Sj_<— SJ +l Sremz_:j.j#QjJ»

if Srem = (Spss + Stss)

Spss < min(Spss. Srem) 5

S1ss < min(STss, (Srem — SDSS));

SBES < Stem — 8,jeDSS, TSS5

I‘C_(j,:) <~ TGy s

if S =0;

Change MSTR of this flow class or do
reassocaition to another AP ;

FhcG,)=Tc(,0) 5

|

is

end
t<t+71,

end

AP switches. The scheduling module forwards traffic packets
to the medium access control of the selected APs, following
the procedure explained in Algorithm 1.
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A. TRAFFIC FLOWS ROUTING MODULE

The TE scheme uses this module to select an AP for each
active UE that requests downlink traffic flows, as explained
in Algorithm 1. This routes flows on the network layer and
schedules their packets (frames) on the MAC layer based
on their class and QoS requirements. The presence of UEs
in the network are detected by the software agents, running
in the APs, based on their active wireless interfaces and
service coverage. When the UEs are detected by a single
AP, they are associated with it and their traffic is classified
as local. Whereas, when the UEs are detected by multiple
APs, the module uses routing policies to select an AP that
can better serve them. It also classifies their traffic as generic
and shares it among the selected APs. The UEs are cleared
from their APs in the local and generic matrices, when it
shows that their idle time exceeds or the SNR drops below
programmable preassigned thresholds for these parameters.
While we consider N AP switches, let n be a subset of APs
that detect and can serve a UE.

Traffic routing policies are broadly classified into two
types: deterministic and non-deterministic policies [39]. The
former routes downlink traffic flows to APs based on criterion
functions, whereas the latter routes traffic flows based on
probabilities, w;, assigned to APs, as shown in Fig. 13. The
module runs a probabilistic policy, which will be discussed
later along with three deterministic routing policies: smallest
delay, minimum network delay and maximum throughput.
Obviously, these policies mainly run on the network layer and
therefore use information related to this routing level.

A deterministic smallest delay routing policy has a crite-
rion function, fsq(qj, ﬁs), of the average queue length vector,
q} , and service rate vector, fis, of APs in the network. The
SDN controller advertises the state of network in terms of
the queue length and service rate vectors, as follows: g, =
(Gsys Gsy» -+ -+ qs,) and g = (s Uy - - - Mhs,), Y1 < N,
where qy; denotes the number of packets waiting in the queue
and those under service in the AP switch i; and p; denotes the
service rate of the AP switch i. The policy, f4( g5, [), routes
a downlink traffic flow to an AP i that has the smallest ratio of
the queue length to the service rate, expressed as follows [40]:

- - . gs;, +1
fua(@s i) = min  =——. (13)
i=1,2,...,n Ms;

If more than one AP has the same minimum queue length to
service rate ratio, the policy selects the AP i which has the
maximum service rate, (i,. Since —— 2o pr0V1des the average
delay of the next admitted flow in the network, the smallest
delay traffic routing policy provides an indication of how to
improve the response time of provisioned services.

The minimum average network delay policy has a criterion
function, fha(q;.f&) , of the average queue length, ¢, and
service rates, fi, of APs in the network. It routes a downlink
traffic flow to an AP i that minimizes the delay of all waiting
and in service packets at the APs which can serve a UE, given
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as follows [41]:

I 1
fnd(qm MY) - << _
e 4570 Hsj
n
Iz
+ Z |:—Zn & fna(gs, //Ls)il;
k=15, #0 - =145, 70 "5
q
fnd(O, -‘~7qSk7 MS]@ 5090) = i’
Mesy
Jod = kmln {fnd(cha Mv)} (14)

Alternatively, this policy routes a flow to the AP i that has
the shortest queue, which can be heuristically expressed as
follows [41]:

fia(Gs, i) = _min . (15)

The maximum average throughput policy has a criterion
function, fmt(tis , ,Zs,xf), of the flow average traffic arrival rate,
Af, in addition to the average queue length vector, (fs and
service rate vector, [y, of APs. A flow is routed to an AP i
that maximizes the average network throughput during the
next inter-arrival time period. This policy also minimizes
the average network response time. The criterion function,
Jmt(qy.ftg.Ap), is expressed as follows [40]:

S o QS, Mi k
SMs, Ap) = ) A
font(Gor s 2p) Z} f[Z( PRy
Af
— g, In ;
@ ()»f+Mi)i|
Jme = irfnlaxn {fmt(‘iﬁ s, )tf)} (16)

Alternatively, this policy fmt(tis,ﬁs,kf) routes a flow to an
AP i that maximizes the expected number of flow service
completions before the next expected flow arrival. With this
policy rule, the AP that satisfies [41]:

qs;

Hs; l
s Msy Af) = max {{ —————— 17
JilGs, s, dp) = ma n“xf+qsi+us,-} } "

is selected.

The proposed TE scheme also runs a non-deterministic
probabilistic policy [40] which aims to minimize the aver-
age response time of all service flows in the network data
plane. The UEs that can only be served under a single
AP generate local or dedicated traffic, )?1 = (A, ..y M),
Vn < N. Whereas, the UEs that can be served under multiple
APs generate a generic traffic load, which is shared among
the reachable APs based on splitting probabilities, @w; =
(wsys ..., ws,), Yn < N, as shown in Fig 13. When the
probability of flow routing to AP i, ws;, # 1, the routing
decision is considered non-deterministic. When Ay, + Aw,; <
s;, the AP iis considered unsaturated and the response time
is calculated based on (12).
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Let Ay, and py; be the local traffic arrival rate and load
intensity at AP switch i; and A, and p, denotes the total
generic traffic arrival rate and load intensity at n APs, respec-
tively. An AP i is assigned a generic traffic load based on,
PnT's;ws;, Where ry, = mlnf’iﬁ’ and p, = )\n(min;?:l Hs;)-
The minimum average network response time optimization
can be formulated as a non-linear programming problem with
linear constraints, as follows [40]:

n
. 1 PnTs;Ws; + Ps;
min =
Wy, Wsy 505 Wsp )\,n + Z/:l )\.;j i1 1 — (,Onrsl.a)si =+ ,OS,-)
st.w;; >0, 1<i<n

n
i=1

Onls;ws; +ps; <1, 1 <i<n (18)

The solution of this optimization problem stated in (18)
results in obtaining these optimal traffic load sharing prob-
abilities: w; = [0}, ®},, ..., w; ]. These determine the
proportions of generic traffic flows assigned to each AP that
can serve the UEs.

An adaptive control algorithm uses the collected SDN
information to maintain a similar level of controlled generic
loads at n APs. A heuristic probabilistic load sharing
algorithm is developed in [40] to solve this nonlinear pro-
gramming problem. The proposed TE scheme receives the
information regarding the local and generic matrices in addi-
tion to the queue length and service rates of the APs every
T seconds [42], [43], as explained in Algorithm 1. These
parameters are used in a function developed in MATLAB to
solve the optimization problem (18). The splitting probabili-
ties, wy;, are kept constant during the measurement intervals;
and they are updated upon the receipt of a new measurement
every t. The local traffic flows are first associated with their
APs. Then, the generic traffic flows are routed to the APs that
can serve them, using the above routing policies, as explained
in Algorithm 1.

B. GRANULAR RESOURCE ALLOCATION MODULE
The scheduling module supports granular differentiated ser-
vices on the MAC layer of LiFi and LTE APs. It allocates the
wireless interface bandwidth to the UEs based on the number
of bits that can be transmitted at their assigned MCS per
frame. The smallest data unit allocation per resource block, b,
differs in each wireless technology. Therefore, by represents
different values in LiFi and LTE. For LTE, the number of
transmitted bits per resource block (RB) pair using MCS;
is, bj =2 Ryebyre;, Where by, represents the number of bits
transmitted per resource element using MCS; [44]. For LiFi,
b, represents the number of transmitted bits per slot using
MCS,;. Whereas, for WiFi, it represents the number of trans-
mitted bits per frame (i.e. contention period).

A two-level hierarchical parametrized scheduler is
deployed in the AP switches to adaptively allocate wireless
resources. It can support various policies for sharing the AP

VOLUME 8, 2020

wireless interface and scheduling polices to provide multiple
services. A traffic flow classifier module is integrated with the
scheduler. It classifies packets arriving from the application
and transport layers based on an identifier of their traffic
class, (fig), and forwards them into a queue designated for
their service class [38]. The upper interface medium access
class scheduler distributes the available bandwidth among
the supported services according to a criterion function of
AP state and performance parameters. The lower interface
medium access service scheduler supports light scheduling
functionalities that serve separate queues designated for the
supported service classes [38].

One of the QoS parameters considered for service classes is
the maximum sustained traffic rate (MSTR) in bits per second
(bps) [44], which is an upper bound for the user throughput.
In our context, each service class can be associated with a
different MSTR. The average download duration of a UE is,
Ton = %, where Q denotes the average number of active UEs;
and L denotes the average number of UEs that are served
per unit of time. The average throughput of a UE can be
calculated as, y = %‘l‘, where X, denotes the average size of
downlink data in bits during the ON period. A UE may receive
a different amount of resources at each frame to achieve its
guaranteed bit rate (GBR (k)), which varies with the MCS;.
It is assigned a slightly greater bit rate than its GBR, called
delivery bit rate (DBR (£)) to compensate for the data rate
losses in the outage periods, given by [45]:

K
1—po’
where po denotes the wireless channel outage portability.

A UE that achieves its £ (DBR) using MCS; needs g; slots,
given as follows:

19)

_ETr
=
A UE with an outage probability, po = 1, is not allocated
any slot (i.e. go = 0). The average number of slots per frame
needed by m UEs belonging to a service class to obtain their
DBR is given by:

(20)

8i

I
gm) =m)_pig;. 1)

i=1
The hierarchical scheduler supports four service sched-
ulers, which serve the proposed DGS, DSS,TSS and BES
classes. There is a limit, M yax, to the number of simultaneous
DGS, DSS and TSS flows accepted in a small cell. The BES
traffic flows can simultaneously transfer data, when there are
enough resources remained after serving the higher priority
services. The upper class scheduler dynamically shares the
downlink wireless bandwidth of each AP among the sup-
ported services based on their backlogged traffic and QoS
requirements, as explained in Algorithm 1. This improves
the buffer utilization and wireless interface bandwidth of
APs, while guaranteeing the requirements of services. The
DGS scheduler assigns fixed time slots for flows, which are
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negotiated in the initial service access phase and deducted
from each downlink frame, as explained in Algorithm 1. The
aggregate departure rates w(m) per service class is expressed
as follows [44], [45]:

p(m) = %m_i (22)

max(mg, S) Xon

where R denotes the MSTR of the service class offered to
m UEs. The first part ﬁ represents the ratio of the
global departure rate achleved by the m concurrent transfers,
when there are m active UEs needing m g slots on average
to obtain their R. The second part mi corresponds to the
rate at which any of the m active UEs completes its transfer,
assuming there are always enough available slots in the frame
to satisfy the R. The service class parameter intensity, p, is
given by [44], [45]:

)_Con
=——, 23
TR (23)

where 7o denotes the average OFF duration.
The steady-state probabilities, 7 (m), can be expressed as
follows [44], [45]:

M! om

7(m) = —n(0), (24
(M —m)! mTT}L 1 max(ig,3)
where w(0) = 1 — p. The average number of active UEs is

given as follows:
M
= Z mr (m). (25)

The average number of UEs, L, that complete their transfer
per unit of time is given by:

M
L= pmm(m). (26)

m=1

The average throughput X obtained by each active UE is
given as follows:

Xon xon Z -1 ;L(m)n(m)
;on er‘n/lzl mim (m)

The average utilization U of the frame is defined as the
weighted sum of the ratios between the average number of
slots needed by the m UEs to reach their R and the average
number of slots they obtain:

X = (27)

M _

— mg
U= Z mn(m). (28)

m=1

A feasible Earliest Due Date (FEDD) scheduler policy [46]
selects, at each slot per frame, a UE with the earliest deadline
among the UEs which have good channel gains. We recognize
that this policy is not always throughput optimal. The TSS
scheduler uses the Modified Largest Weighted Delay First
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(MLWDEF) policy proposed in [47], [48]. It schedules UE i*
such that [47], [48]

i* = arg max {81‘[Di(t)][ﬂi(t)}’ (29)

where D;(t) is the head-of-the-line packet delay for UE i at
time ¢, wu;(¢) is its instantaneous channel data rate at time ¢
and §; and ¢ are arbitrary positive constants. It is recommend
a value of [48]

5= (30)

i

for the UE i, where g; is a weight that may be based on delay
requirements, and 1z; is the user’s long-term average data rate.
This policy tries to balance weighted delays, and for the given
choice of §;, reduces to a channel-aware scheduling strategy
when the users are otherwise equal. The DSS scheduler uses
the exponential rule introduced in [47] and analysed in [49].
It schedules the user i such that [49]

€1y

i* = argmax {
1

(1) exp( B2 — 4D )}
i Xp 1_«/(_D)

where aD = Ai,l > ;Di(r), and M is the total number of users.
This policy tends to equalize the weighted delays when the
differences are large, and falls to the Proportional Fair (PF)
policy when the differences are small. A PF algorithm serves
each UE i at peak channel conditions. At each scheduling
time slot, the BES scheduler policy selects the UE i with the
highest priority value which is calculated as follows:
i:argmax{'ul?(t)}. (32)
i i
The class scheduler aims to allocate a sufficient number
of slots from the frames to each service so that its active
UEs together can achieve R, as in Algorithm 1. If a UE that
receives the BES is in an outage state, it will experience
a temporarily degraded throughput. If at any given time,
the total number of available slots is not enough to satisfy R of
all users, excluding those in outage, given a BES class, they
will all experience equally degraded throughput. The service
scheduler policies can be dynamically selected or updated for
each service class to best meet its QoS requirements. The
class scheduler policies can also be dynamically updated to
efficiently support the QoS requirements of supported service
classes. After the class scheduler policy allocates the slots to
the DGS class, the remaining slots are allocated to DSS and
TSS flows proportional to their reported backlogged traffic.
If DSS or TSS flows cannot be assigned slots at an AP,
the algorithm either changes the sustainable data rate of the
traffic class or routes them to another AP that can provide the
requested service. This process is updated per SDN period,
7, and a number of frames, T, to adapt the QoS requirements
of supported services by the scheduler module.
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C. NETWORK RESILIENCE

When the performance level of the provided DGS, DSS or
TSS is degraded below a predetermined threshold or an AP
becomes unresponsive (i.e. fails), the TE scheme runs the
restoration Algorithm 2 to maintain service provisioning to
the affected UEs. In a centralized tree-type SDN-enabled
network, the dynamic traffic routing Algorithm 2 running in
the SDN controller dynamically employs the wide coverage
WiFi or LTE capacity to support a single AP failure recovery.
It does not place any spare network capacity for mitigating
the impact of an AP failure to provide service continuity with
an acceptable QoS level to UEs during the AP failure. The
agents running in the APs periodically send the load of each
traffic class in addition to the information matrices, I';, I'g,
to the SDN controller. This uses Algorithm 1 to periodically
compute and update the information matrix, I',.. When an
AP fault occurs, the SDN controller produces a new matrix
I'hcr, which is used to reroute traffic from the failed AP.
Algorithm 2 uses a traffic re-routing policy that considers
the tree-topology constraints, volume and QoS requirements
of the failed flows. The SDN controller reroutes the affected
traffic flows based on the reported information of the failed
AP before a failure occurrence. The local traffic flows are
either routed to the LTE or WiFi AP by using the probabilistic
routing policy. Whereas the generic traffic flows are managed
according to the other routing policies following Algorithm 1.

Algorithm 2 Service Provisioning Restoration From a
Single AP Failure

Input : Local and generic matrices, I';, Ig, I'nc
Network fault event: An AP becomes unresponsive or
service flows’ throughput or delay drops below a
specific threshold;
Output: Updated Network-MAC layer matrix:
re-routing failed downlink flows to operational
APs, I'nc.r
fori < 1toNf eI do
if f € I'; , route local traffic flows to LTE or WiFi
based on their traffic load. if f € I'g, route local
traffic flows baed on Algorithm 1. Update I';,c based
on the rerouted traffic flow and their correspoding

inforamation.
end

Remove the row corresponding to failed APs from I'y;
Cher(5:) < Tie(:,2)

VII. SIMULATION AND RESULTS

A discrete time simulation environment has been developed
in MATLAB to evaluate the proposed TE scheme in the Het-
Net. This is comprised of 10 LiFi APs, one LTE femtocell and
another WiFi APs, which provide services to UEs uniformly
distributed in a room of size 16 x 6 x 4 (W x L x H), as
shown in Fig. 14. The user mobility pattern follows a random
waypoint model [50], [51] with a uniform distribution low
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FIGURE 13. A traffic engineering scheme for SDN-enabled HetNet.

movement speed between 0.1 and 0.4 m/s, which correspond
to the users movement in the room. The downlink physical
data rates of LiFi APs, the LTE femtocell AP and the WiFi AP
are taken to be 45, 14 and 54 Mbps, respectively. The channel
gains of LiFi APs are calculated based on the Lambertian
model [52], which considers signal reflections from all the
room walls. The main parameters of the LiFi attocellular
network are summarized in Table 1 [53] and [54], [55] with a
service coverage radius of 3 m and total number of OFDMA
subcarriers on downlink channel, Ny = 1024. The main
parameters of the LTE femtocell system are summarized
in Table 1 [56] and [57] with service coverage radius 20 m.
The channel access parameters of the WiFi AP are summa-
rized in Table 1 [58] and [31]. The interface queue length of
all APs uses a drop tail policy; and it is set at 5000 packets.
The maximum number of users that can be simultaneously
connected to a LiFi AP, LTE femtocell or WiFi AP, is set to &,
10 and 20, respectively. Similarly, the maximum number of
each traffic connection class is set to communicate through
the LiFi, LTE or WiFi AP switches.

——
-

Roome height (4m)

4
E h Room length (16m)

FIGURE 14. SDN-enabled HetNet simulation environment.

A number of applications share the spectrum and buffer
resources in the SDN-enabled HetNet, as shown in Fig. 14.
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ON/OFF traffic sources generate DGS, DSS, TSS and BES
traffic flows. An ON period is considered as a sequence of
arrivals with less than ¢ seconds between two OFF events.
The duration of ON and OFF periods are exponentially dis-
tributed. The traffic flows of DGS, DSS, TSS and BES are
generated with data rate at 64 kbps, 1 —5 Mbps, 12— 18 Mbps,
0.5 — 6 Mbps, respectively. The guaranteed bit rate (GBR) of
DGS, DSS and TSS is set to 64 kbps, 2 Mbps and 12 Mbps,
respectively. A throttling policy schedules BES flows accord-
ing to their MSTR. This is set to 1 Mbps, but it can be adjusted
by the controller according to the service requirements of the
other traffic classes and network state. The average downlink
size of BES traffic, X, is set to 2 Mbps. The packet size
of DGS, DSS,TSS and BES flows is set to 200, 256, 512,
1512 bytes, respectively. The packet arrival rate, A, of DGS,
DSS, TSS and BES 90, 700, 350, 620 packet per second (pps),
respectively. Each time a random number of UDs are active
in the network, there are 30 % DGS UDs, 25 % DSS UDs,
25 % TSS UDs and 20 % BES UDs are distributed across the
HetNet.

We have conducted a number of simulation scenarios to
evaluate the impact of the proposed TE scheme on the service
provided at the network, MAC and across network-MAC
layers. The conducted scenarios are evaluated in two network
settings: Random HetNet setting (RNS) and SDN-enabled
HetNet setting (SNS). In the RNS, UEs receive services in
a default HetNet that runs without the SDN support capabil-
ities. For example, the UEs are associated to APs providing
them with the best received signal strength (RSS). Whereas,
in the SNS, the TE scheme supports service provisioning
to UEs, which considers the network information feedback
regarding the resource availability of APs, service class and
target network performance.

The throughput distribution within LiFi, WiFi and LTE
cells varies based on their path loss models, which changes
in terms of the distance and transmission power. These define
the virtual boundaries of circles (rings) forming the cells
coverage. Within these cells, the throughput is considered
uniform, but varies based on the number of UEs and traffic
load, as shown in Fig. 15. A cell capacity is defined as the
maximum traffic load that can meet its QoS requirements.
The maximum average data arrival rate per UE is evaluated,
given that all the UEs are uniformly distributed within the
coverage area of each AP in the HetNet. The flow throughput
and cell capacity in the different AP cells decrease, as the
traffic load and radius increase. Deploying multiple opti-
cal wireless technologies, such as LiFi APs, in an indoor
environment is important for meeting the bandwidth and
throughput requirements of UEs with heterogeneous wireless
air interfaces.

The MAC scheduler shares the limited communication
bandwidth of the AP wireless channel among the supported
traffic services. The interface bandwidth of LiFi APs is shared
in proportion to the number of UEs and generated traffic load
per class, which is also influenced by the network setting,
as shown in Fig. 16. Each evaluation point in this figure
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FIGURE 15. Throughput distribution under small cells: (a) LTE femtocell
(b) WiFi cell (c) LiFi attocell.
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FIGURE 16. Average interface utilization of LiFi APs at MAC layer.

corresponds to the average utilization of service at each AP.
The different scheduling functionalities can better manage
the wireless interface of LiFi APs in SNS than RNS. This
explains the admission of more DSS flows, which increases
the utilization of LiFi AP interfaces in SNS. More DSS
flows are dropped in RNS than SNS, which decreases the
LiFi interface utilization, as shown in Fig. 16. Furthermore,
in RNS, some downlink traffic flows are blocked due to the
unfairness of load distribution among the different APs in the
HetNet.

The effective capacity is defined as the maximum sustain-
able constant data arrival rate by the channel process under
some throughput or delay (QoS) constraints. The proposed
TE scheme is evaluated under the minimum throughput and
delay requirements of TSS and DSS traffic flows, respec-
tively. The transmission of TSS real-time video streaming
requires a large bandwidth and a minimum stable end-to-end
delay. As a result, Fig. 17 shows the average flow through-
put of TSS flows achieved under their minimum throughput
requirements. We observe that the TSS flows are guaranteed
a minimum bandwidth of 12 Mbps in SNS, which is difficult
to achieve in RNS, as shown in Fig. 17. This is attributed to
the fact that in SNS, traffic flows are balanced among the
network APs; and wireless interfaces of APs are shared in
proportion to traffic flows class and volume. In SNS, the TE
scheme enhances the performances of HetNet by increas-
ing the number of admitted traffic flows with minimum
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FIGURE 17. Average flow throughput in TSS class at MAC layer.

throughput requirement, which increase, in turn, the network
throughput, as shown in Fig. 17.

The DSS traffic packets experience a delay at the MAC
layer of APs due to the resource contention and network
congestion, which can be better maintained within strict
performance bounds in SNS. The aggregate scheduler on
the MAC layer ensures the resource allocation to the DSS
traffic packets. Thus, they experience a shorter delay in SNS
than RNS. The UEs are associated to APs based on service
guarantee policies at the MAC layer, which can better exploit
the LiFi and LTE/WiFi channels for data transmission in SNS
than RNS, as shown in Fig. 18. The average delay of DSS
traffic grows exponentially, when the traffic volume of the
other classes increases significantly, because the aggregate
scheduler has to allocate some resources to the other traffic
classes. Also, when the number of UEs that request the DSS
increases significantly, their delay exceeds the upper delay
bound requirement.

Average delay of DSS class at Mac layer
T T T T T

T T
ke DSS delay, f, =2 Mbps, £
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FIGURE 18. Average flow delay in DSS class at MAC layer.

The proposed TE scheme is evaluated on the network
layer in two scenarios. The first considers class-based traffic
flows routing according to their minimum service require-
ment and HetNet resource allocation efficiency. The second
scenario focuses on the HetNet resilience from a single AP
failure, which considers re-routing the failed traffic flows.
The network response time is defined as the amount of time
required for a packet to be routed on the network layer and
scheduled at the MAC layer to reach the UEs in the downlink
direction. Traffic packets are routed according to different
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FIGURE 19. Network response time for different traffic routing policies.

routing policies, which have unequal network response times,
as shown in Fig. 19. Obviously, packets delay increases as
the number of users grows in the network. The smallest net-
work delay and minimum throughput routing policies could
maintain the delay within acceptable upper bounds, compared
to the other policies, as shown in Fig. 19. The minimum
network delay routing policy requires more time to find an
AP that can minimize the whole network delay. Similarly,
the probabilistic routing policy requires to classify the local
and generic traffic, which require more time as flows grow in
number and volume, making it difficult to achieve a minimum
network response time.

The proposed TE scheme is evaluated across the
network-MAC layer in two scenarios. The first discusses
HetNet dimensioning according to the minimum data rate
requirement and maximum target network throughput per
active TSS UE. The second scenario discusses the capability
of TE scheme to support reliable HetNet. Users transfer traf-
fic during the ON state at a minimum data rate, r, where the
distribution of UEs, m, follows a binomial probability density
function. The binomial cumulative distribution function is
used to calculate the probability of the maximum target total
HetNet throughput, R (MSTR), per TSS UE, considering
different number of UEs in SNS and RNS configurations.
As a result, we observe that the TE scheme enables the
HetNet to efficiently allocate the bandwidth of each AP to
maximize the target HetNet throughput, R, which supports
the UEs receiving the TSS class. We notice that with a
probability of 0.9, a total maximum sustainable throughput
of 12 Mbps and 13 Mbps can support the TSS UEs in RNS
and SNS configurations, respectively, as shown in Fig. 20.
As the number of UEs increases, the target total throughput
increases per TSS UE in SNS than RNS. For example, with
a probability of 0.9, a maximum throughput of 32 Mbps
and 38 Mbps are guaranteed per TSS UE in RNS and SNS,
respectively. An extra 6 Mbps are added to the R (MSTR) of
each active TSS UE in SNS than RNS, as shown in Fig. 20.

The proposed TE scheme supports the HetNet to survive
from a single AP failure, which enables it to autonomously
handle the affected flows that were receiving services from a
failed AP, as explained by Algorithm 2. As mentioned before,
an AP is identified as failed, when it can no longer provide
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FIGURE 20. Target total HetNet throughput per TSS UE.
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FIGURE 21. Blocking probability of DSS flows after network fault.

services to the users. While the affected flows from an AP
failure can be rerouted to neighbouring LiFi APs, or wider
coverage APs like WiFi or LTE AP, the network resources
may not be sufficient to accommodate them. A computer sim-
ulation is carried out, which involves the four neighbouring
LiFi APs in the first two columns, LTE and WiFi APs in the
SDN-enabled HetNet topology shown in Fig. 14. The focus
is put on studying the performance of the affected DSS and
TSS service flows from a single AP failure, subject to delay
and throughput constraints, respectively. As discussed before,
the DSS and TSS flows should receive their minimum e2e
delay and throughput guarantees, respectively, to provide the
requested services to the UEs. Therefore, some of these flows
are blocked during an AP failure, because of being routed
to an overloaded AP or their routing process takes a longer
time. The blocking handover request probability is defined as
the number of dropped requests divided by the total affected
flows that require association again with a new AP due to
the failure. When the HetNet runs normally, without any AP
failure, the DSS flows have a lower blocking probability
in SNS than RNS, as shown in Fig. 21. The probabilistic
routing policy considers the affected flows as generic, which
can be routed to any of the four APs or LTE/WiFi APs that
can provide the requested services. Algorithm 2 introduces a
SDN scheme to manage the affected flows, which reduces the
number of blocked DSS flows in SNS, as shown in Fig. 21.
The traffic load distribution varies at APs, because of
network dynamics, which is expected to increase in case of
AP failure. A traffic load variance metric is evaluated to show
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FIGURE 23. Mobility impact on average (a) DSS delay at MAC layer and
(b) packet delay at network layer.

the spread of the traffic load at the APs involved in serving the
flows before and after AP failures. The variance can be used
to evaluate the standard deviation, which is a better measure
for the traffic load variations at the APs. The standard devi-
ation is the square root of the traffic load variance, which is

expressed as follows: \/; = ji\, > — ui)z, where N
is the number of APs. In SNS, the load variance is smaller
than in RNS, because the affected UDs are rerouted based on
load balancing and scheduling policies. These keep the load
of each AP around the average value measured during the AP
failure.

While the previous results are obtained under low UE
mobility, in the remaining part we investigate the impact
of higher UE mobility on the performance of TE scheme.
In essence, we compare the impact of low UE mobility to
high mobility on traffic delay at MAC and network layers
under the two network settings: RNS and SNS, separately,
as shown in Fig. 23. In this paper, a high UE mobility means
that the UE’s minimum velocity vy, is set to 0.5 m/s, whereas
the maximum velocity viyax varies over the range [0.5, 2.2]
m/s. Initially, a UE is connected to a LiFi AP that can meet
its service requirements in terms of delay and throughput.
Otherwise, the TE scheme connects the UE to LTE or WiFi
AP based on their traffic load. The UE is assumed to associate
with only one AP at a time, and only vertical handover (VH)
is performed from LiFi to LTE/WiFi and vice-versa.

When the number of users is low, the TE scheme has
shown an interesting performance by keeping the average
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DSS delay and packet delay at the MAC and network layers
almost the same under low and high mobility, as shown
in Fig. 23 (a) and (b). However, when the number of active
users started to exceed 40 in the network, the delay started
to pick up under both low and high UE mobility. The gap
between low and high mobility impact on the delay becomes
obvious, when the number of active users exceeds 68. This
can be considered as the maximum number of UEs that
the SDN-enabled HetNet can offer services under low and
high mobility scenarios, where we can clearly see that SNS
alleviates the average DSS delay at MAC and network layers.
As a UE moves across the network under low and high
mobility, it requires horizontal handovers (HO) between the
LiFi APs and VH among the LiFi/WiFi/LTE APs. While the
TE scheme executes both the HO and VH processes, traf-
fic flows and packets experience further delay and possible
packet loss. They may also need to be connected again to
a new AP to start receiving the requested traffic. This does
not only increase the flows or packet delay at the MAC
and network layers, but also decreases the network through-
put at the MAC layer, as shown in 24 (a). Consequently,
it decreases the target total HetNet throughput, R, per TSS
UE, as shown in 24 (b). While the UEs move with high
mobility under the LiFi APs, they may experience a series of
return association to LiFi and LTE/WiFi RF APs, resulting in
a ping-pong process. In real-time VH operations, the packet
loss is caused due to the time waiting for the transmission
and reception of signalling messages associated with network
discovery and handover management procedures [59]. This
mainly explains the higher delay and lower throughput of traf-
fic flows/packets under high mobility in Fig. 23 (a) and (b),
and Fig. 24 (a) and (b). Also, these figures show that the
flows/packets delay, throughput and network throughput are
improved under low and high mobility in SNS than RNS. This
shows that the TE scheme could alleviate the impact of high
UE mobility on traffic, service and network performance.
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FIGURE 24. Mobility impact on (a) average TSS throughput and (b) target
HetNet throughput per TSS UE.

VIil. RESEARCH CHALLENGES

The control and data planes of SDN architectures have limited
available solutions to support reliable 5G cells and HetNet
(i.e. WiFi/LTE/LiFi cells) integration in one network which

VOLUME 8, 2020

we call as 5G+ network. The OpenFlow protocol [12] does
not meet the requirements of 5G+ wireless communica-
tion and networking protocols [2]. The key research chal-
lenges aim to support: (i) dynamic programmability in the
wireless operations of APs through the open southbound
interfaces, (ii) adaptable efficient traffic, user and signalling
management schemes in the control plane and (iii) appli-
cations that can leverage the 5G+ network brain (i.e. net-
work control and information state) (iv) SDN for ultra
dense 5G+ network management and network-as-a-service.
In the following sections, we discuss some open research
challenges.

A. SDN-ENABLED ULTRA-DENSE

5G+ NETWORKS MODELLING

The computing and processing capabilities of the SDN con-
troller and OF switches constraint the potential performance
of the control and data planes in terms of handling traffic
flows volume and network size. Multiple SDN controllers
are required to manage and control ultra-dense 5G4+ small
cell network which provides services in often complex indoor
environments (e.g. residential skyscrapers). While each con-
troller manages its local network, it can be interconnected
with others from its east and west interfaces or through com-
plex hierarchical SDN architectures. In this context, the fol-
lowing research challenges emerge to develop new solutions

for enabling SDN in ultra dense 5G4 network.
o Analytical models are still required to express the

capacity boundary conditions of large SDN-enabled
ultra-dense 5G+ network. Stochastic network calculus
can be utilized for analytical modelling of multiple SDN
enabled 5G4+ networks, though identifying the envelop
of arrival and service curves at the different controllers
and OF switches remains a very tedious work. Conse-
quently, it is very challenging to develop closed forms
for the end-to-end (e2e) packet delay upper bounds at
the queues of controllers and switches.

o The SDN applications can apply, through the SDN
controller, flow control, routing, prioritization and QoS
enforcement at the AP switches to offer services in
the data plane. However, it is still not clear how an
application running in one network can influence the
OF rules in other networks that are managed by dif-
ferent controllers. More research work is needed to
develop centralized mechanisms, which can support reli-
able scalable applications and services provisioning in
inter-5G+ networks.

B. TRAFFIC ANALYSIS IN SDN-ENABLED 5G+ NETWORKS
The different ports in the SDN architectures provide criti-
cal information regarding the traffic flows and packets. The
following research challenges require to analyse and process
the SDN information and traffic characteristics to improve
network performance and support SDN applications.
o Correlating the analysis of SDN information with the
traffic statistics on the ports of SDN architectures is
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one way to distinguish the elephant flows in each traffic
data stream and group them based on a certain measure
of similarity [25]. The volume and complexity of the
traffic heterogeneity call for efficient artificial intelli-
gence techniques to classify flows and detect on the
fly anomalies regarding network or information security.
Besides, the computation of wireless resource allocation
can be very challenging to meet the SDN time scale
operations.

« Real-time network capacity dimensioning through steer-
ing traffic flows among APs is very challenging in 5G+
networks. A research challenge lies in dynamically allo-
cating the network capacity based on the current and
future traffic while guaranteeing their e2e QoS require-
ments. New approaches should be developed to support
deterministic network models, which can use network
calculus to compute the optimal paths for each flow
through the priority queues of the different APs in the
5G+ networks. A research challenge lies in developing
a scheme that can guarantee e2e real-time QoS com-
munication services across the SDN-enabled ultra dense
5G+ networks.

o 5G+ networks business models require clear workloads
triggers for reconfiguring the whole network infrastruc-
ture to meet their business (i.e service provisioning)
requirements. However, the lack of programmable net-
work control plane has so far hindered the realiza-
tion of software-defined 5G+ networks. A research
challenge lies in developing scheduling and automated
resource allocation algorithms, which can consider
the use of network state information and traffic
characteristics to dynamically manage users to APs
association.

C. MOBILITY MODELLING IN SDN-ENABLED

5G+ NETWORKS

As a UE velocity increases, it spends shorter time to tra-
verse the AP coverage. This increases the number of vertical
handovers during a fixed time interval. The frequent UE
handover results in constantly changing OF rules in the net-
work. The following research challenges require solutions to
alleviate the potential impact of mobility on the performance
of SDN-enabled SG+ networks.

« Mobility robustness is a challenge, because moving UEs
may switch rapidly among the SG+ cells. A UE transfer
or traffic offloading policy from one LiFi AP to a WiFi
AP depends on the AP selection and offloading policies,
which, in turn, depends on the number of overlapped
APs, the overlapping area size, and the user/network
preference. A research challenge lies in developing a
mobility manager module that can reacts fast and cope
with the number of UEs and small cells in the 5G+
networks. It should leverage the RSSI (Received Sig-
nal Strength Indicator) and other parameters tracking
primitives to trigger a handover process. The mobility
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manager module periodically checks if a better han-
dover opportunity exists, even if the channel quality
experience by the current APs offering services to the
active UEs is still acceptable.

« Mobility management functions can base their decisions
on network status beyond local radio or optical wire-
less channel quality at the cell site (e.g., energy, traffic,
and interference awareness), while still providing mini-
mal service interruptions during handovers. A research
challenge lies in developing optimization techniques for
optimal virtual network functions (VNFs) deployment.
For example, operators can implement efficient VNFs
that offload user traffic at the network edge, while dis-
tributing traffic load among the different core nodes
following load balancing policies. Small cells clustering
can be done more efficiently with network-supported
decisions rather than terminal-supported decisions. One
particular research challenge is where to place the VNF
pool initially; that is, near the edge or near the core of the
network. VNFs with real-time constraints are deployed
near the edge and those with coordination requirements
near the core. Although this split is intuitive, the deploy-
ment scenario, where both requirements are present,
is still unexplored.

IX. CONCLUSION

Analytical mathematical models have been developed and
evaluated by using MATLAB, which clarify the relationship
among (a) service requests rate of applications, (b) queue
lengths of northbound and southbound interfaces (c) retrial
queue length and (d) controller processing rate. The capacity
of SDN controller in terms of processing rate and buffer
space should be carefully dimensioned to support more
SDN applications and AP switches in a reliable-manner. The
SDN controller service rate can shorten the retrial queue
length by quickly serving the applications that are already
handled in a previous SDN time period. New flow-rules
can be set in the APs based on the retrial and rejoining
probabilities range, which can be incorporated in the con-
troller’s brain to assign flow-rules in the AP switches in a
proactive-manner. This significantly reduces the controller
set up time and traffic flows blocking probability, which sup-
port more SDN applications and services in the HetNet data
plane.

A TE scheme has been developed, which runs on the net-
work, MAC and across network-MAC layers. It has routing
policies to route traffic flows to the different APs; and a
two-level scheduler to transmit traffic packets on the MAC
layer of APs according to their service class requirements
and target HetNet performance. These functionalities, which
run on the network and MAC layers, provide the SDN appli-
cations with routing and scheduling algorithms and poli-
cies to offer differentiated services and granular resource
allocation in the HetNet data plane. Users can leverage the
HetNet diversity to receive the data rate from the APs that
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can provide them wireless coverage and the requested ser-
vices. The simulation scenarios have been evaluated in two
network settings, which demonstrate the impact of SDN on
services provisioning performance and network autonomy in
dynamically offering services to the UEs. A number of per-
formance evaluation scenarios have been conducted, which
demonstrate the capabilities of TE scheme to support multiple
services, HetNet and applications convergence. The proposed
TE scheme guarantees the minimum delay and throughput
per service class in active and failed HetNet, while improving
the target total HetNet network throughput per TSS UE.
It also supports service provisioning restoration applications.
The TE scheme algorithms ensure efficient resource alloca-
tion and seamless LTE/WiFi/LiFi cells integration. It can be
deployed in any AP, independent of its underlying wireless
technology.
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