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ABSTRACT Automatic methods for the detection of pathological voice from healthy speech can be
considered as potential clinical tools for medical treatment. This study investigates the effectiveness of glottal
source information in the detection of pathological voice by comparing the classical pipeline approach to
the end-to-end approach. The traditional pipeline approach consists of a feature extractor and a separate
classifier. In the former, two sets of glottal features (computed using the quasi-closed phase glottal inverse
filtering method) are used together with the widely used openSMILE features. Using both the glottal
and openSMILE features extracted from voice utterances and the corresponding healthy/pathology labels,
support vector machine (SVM) classifiers are trained. In building end-to-end systems, both raw speech
signals and raw glottal flow waveforms are used to train two deep learning architectures: (1) a combination
of convolutional neural network (CNN) and multilayer perceptron (MLP), and (2) a combination of CNN
and long short-term memory (LSTM) network. Experiments were carried out using three publicly available
databases, including dysarthric (the UA-Speech database and the TORGO database) and dysphonic voices
(the UPM database). The performance analysis of the detection system based on the traditional pipeline
approach showed best results when the glottal features were combined with the baseline openSMILE
features. The results of the end-to-end approach indicated higher accuracies (about 2-3 % improvement in all
three databases) when glottal flow was used as the raw time-domain input (87.93 % for UA-Speech, 81.12
% for TORGO and 76.66 % for UPM) compared to using raw speech waveform (85.12 % for UA-Speech,
78.83 % for TORGO and 73.71 % for UPM). The evaluation of both approaches demonstrate that automatic
detection of pathological voice from healthy speech benefits from using glottal source information.

INDEX TERMS Pathological voice, glottal source waveform, glottal features, support vector machines,
end-to-end systems.

I. INTRODUCTION

Pathological voice is produced as a result of different disor-
ders affecting the human voice production mechanism [1].
Examples of voice pathologies are dysarthria [2], dyspho-
nia [3], aphasia [4], and dyplophonia [5]. The main tasks
in pathological voice processing are the detection of patho-
logical voice from healthy speech (binary classification) [6],
the detection of severity of pathology (which involves both
multi-class classification and regression tasks) [7], and the
identification of type of pathology (multi-class classifica-
tion) [8]. From the three tasks above, the current investi-
gation studies the first one: the detection of pathological
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voice from healthy speech. Pathological voice detection
can be performed subjectively by speech-language pathol-
ogists which is generally regarded as a costly, laborious,
and time-consuming exercise [9], [10]. Hence, an objec-
tive method for pathological voice detection can be con-
sidered as an alternative, as it is simple, reliable, and less
time-consuming [11]. One of the important advantages of the
objective detection is that it can be computed solely from
the speech signal and performed remotely away from hos-
pital, which helps patients to avoid frequent visits to hospital
for medical examination [12]. Pathological voice detection
methods can be readily integrated into on-time screening and
remote health monitoring applications [13], [14].

Detection of pathological voice is an important research
question despite the fact that it addresses in principle a binary
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classification problem that might sound like an easy task.
Voice pathology detection can be used as a diagnostic tool
on its own both in voice clinics and in telemonitoring appli-
cations to screen people at risk of having a certain disease
(e.g. Parkinson’s disease). In addition, pathology detection
methods can be used as pre-processing technologies in sys-
tems conducting more complicated tasks such as predicting
the severity of pathology or recognizing a certain pathol-
ogy from a group of pathologies. Even though pathological
voice detection is a binary classification problem, which is
in principle a more straightforward task than, for example,
the prediction of the pathology severity, this research prob-
lem has certain challenges. The first challenge is the lack
of pathological voice databases containing large numbers
of utterances produced by large numbers of speakers. Even
though there are studies (e.g. [17]) which have reported good
accuracy with small amounts of speech data, the usage of
fairly small databases has been shown to affect the accuracy
of pathological voice detection both when using traditional
classifiers and modern deep learning-based techniques [15],
[16]. Compared to research areas such as speech recognition
and speaker verification, where researchers have access to
even hundreds of hours of training data by healthy speak-
ers, the development of generalized and accurate detection
systems remains a challenging task for pathological voice
because the collection of ample amounts of data is more
difficult in the domain of pathological voice. The second
challenge is the variability in patient populations suffering
from specific voice disorders. The patient-specific variability,
which occurs across speakers and within speakers serves as
a source of noise in developing pathological voice detec-
tion systems [18]. The third challenge is the presence of
diverse information in voice signals (due to issues such
as speaker traits, emotions, gender, and age) which com-
plicates identifying pathological-specific factors from voice
signals and makes the detection task more difficult. For
interested readers, more details about the challenges in pro-
cessing pathological voices can be found in a recent paper by
Gupta et al. [18].

Based on the underlying technology, the existing studies
in pathological voice detection can be broadly categorized
into two approaches: traditional pipeline systems and modern
end-to-end systems. In the former, the system consists of
two separate parts: the feature extraction stage, called the
front-end, and the classifier, called the back-end. In tradi-
tional pipeline systems, hand-crafted features extracted from
speech are used to train a classifier to output labels indi-
cating healthy/pathological. In end-to-end systems, a raw
speech signal (or spectrogram) is directly used to train a
deep learning model to output target labels [19], [20]. A brief
review of the existing studies utilizing the two approaches in
pathological voice detection is given below.

The existing works based on the traditional pipeline
approach in pathological voice detection aim to combine the
best speech features with the most suitable machine learning
classification algorithm to effectively capture the relation
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between the input features and output labels. Previous stud-
ies have utilized a wide range of features presenting dif-
ferent aspects of speech production, such as the vocal tract
(formants, line spectral frequencies (LSFs), Mel-frequency
cepstral coefficients (MFCCs) and phonological features),
prosody (phone duration, fundamental frequency, pitch con-
tour, energy), voice quality (harmonic-to-noise ratio, shim-
mer, jitter) and glottal source (time- and frequency-domain
aspects of the glottal flow) [16], [21]-[25]. For the classifier,
most of the previous investigations have used support vector
machines (SVMs) [6], [16], [22], [24]-[26]. In addition to
SVMs, other algorithms such as artificial neural networks
[22], [27], decision trees [28], linear discriminant analysis
(LDA) [23], [29], and variants of recurrent neural network
(RNN) [30] have also been used as classifiers in the study
area. Even though existing detection studies have trained
data-driven models with many different types of features,
there still exists a need for novel features which are effec-
tive and robust when used with different pathological voice
databases.

In studying pathological voice detection with end-to-end
systems, previous studies have used either raw time-domain
speech signal or its spectrum to train deep learning models
[31]-[35]. In order to develop deep learning models, exist-
ing studies have mainly used combinations of convolutional
neural network (CNN) and multilayer perceptron (MLP) [31],
[33]-[37]. In addition, some studies have explored combining
CNN and long short-term memory (LSTM) networks [32],
and combining LSTM and MLP [38] for detection of patho-
logical voice from healthy speech. Even though different deep
learning architectures have been studied in the recent patho-
logical voice detection studies listed above, a systematic com-
parison between latest end-to-end methods and systems based
on the traditional pipeline is still lacking in the study area.
In addition, it is worth noting that all the latest end-to-end
systems in pathological voice detection that take advantage
of raw time-domain signal waveform are based on processing
the speech pressure signal. Other time-domain information
signals, such as the glottal source waveform (i.e., the excita-
tion of voiced speech, the glottal volume velocity waveform,
produced by the vocal folds) are, however, possible to be
utilized in training deep learning systems as shown in recent
studies in text-to-speech (TTS) synthesis [39], [40]. Studying
end-to-end systems that take advantage of the glottal source
waveform as the raw input signal has, however, not been
explored in pathological voice detection. Glottal source con-
tains information about voice quality [41], emotion [42], and
paralinguistics [43]. Compared to the speech signal, the glot-
tal source is a more elementary time-domain signal due to
the absence of vocal tract resonances. Therefore, by using
this more straightforward signal as a raw signal waveform,
end-to-end systems can be trained using less training data,
as shown in [39].

Even though glottal flow signals have not been used as
raw waveforms in training end-to-end—based pathological
voice detectors, information about voice source has been
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utilized both in traditional pipeline systems and in end-to-end
frameworks for various paralinguistic tasks such as detection
of emotion, gender, dialect, and depression [44]—[48]. The
importance of glottal source for pathological voice detection
in the traditional pipeline framework was analyzed in [6],
[25], [49], indicating discriminative power of glottal features
in the identification of pathological voice. In the end-to-end
system framework, the glottal source has been taken advan-
tage of in detection of emotion [50] and depression [47], and
in TTS [39]. In the area of pathological voice detection, there
is typically a relatively small amount of training data available
(see, e.g., [38], [51]) in comparison to speech recognition
[52] and speaker verification [53] systems that might use
even thousands of hours of speech data. In order to avoid the
data scarcity problem, some previous studies have used data
augmentation techniques to artificially increase the amount of
pathological voice training data [54], [55]. However, without
taking advantage of data augmentation, using deep learn-
ing models trained with voice excitation signals has shown
improved accuracy in paralinguistic speech processing tasks
compared to using raw speech of the same amount of data
[47], [50]. Inspired by these results, the present study aims to
utilize the glottal excitation for pathological voice detection
in an end-to-end framework.

In this study, a comprehensive investigation of the influ-
ence of the glottal source in the detection of pathological
voice is conducted by comparing traditional pipeline systems
and modern end-to-end systems. In the traditional pipeline
framework, acoustic features computed using the openS-
MILE toolkit and features representing the glottal source
waveform are considered. Using both acoustic and glottal
features extracted from every voice utterance and the cor-
responding labels indicating healthy/pathological, separate
sets of SVMs are trained. In the end-to-end framework, two
types of raw signal waveforms (speech and glottal source
waveform estimated by glottal inverse filtering) are used to
train deep learning models. Two deep learning architectures
(a combination CNN and MLP as well as a combination
of CNN and LSTM) are compared to build the end-to-
end classifiers. Three publicly available pathological voice
databases (two in dysarthria, one in dysphonia) are utilized
for developing the detection systems. In the area of patho-
logical voice detection, glottal source information has been
used in the traditional pipeline framework in [6], [25], but
glottal source waveforms have not been taken into account
before to build end-to-end systems in the study area. Our
present study is also motivated by a recent TTS study by
Juvela et al. [39], which shows that (generative) deep learn-
ing architectures can be effectively trained using raw glottal
waveforms.

The rest of the paper is arranged as follows. In section II,
a brief description of pathological voice detection using a
traditional pipeline framework is provided. The end-to-end
system built for pathological voice detection is explained in
Section III. The details about speech corpora, the experimen-
tal setup and results are provided in Section IV. Section V
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concludes the present study and outlines some of the possible
future extensions.

Il. PATHOLOGICAL VOICE DETECTION USING A
TRADITIONAL PIPELINE SYSTEM

A. SYSTEM STRUCTURE

In order to classify pathological voice from healthy speech,
a detection system based on the traditional pipeline approach
was developed. The system, shown in Figure 1, consists of
two main parts: feature extraction and SVM classifier. In the
feature extraction stage, both acoustic and glottal features
are computed from the speech signal. Two acoustic feature
sets computed with the openSMILE toolkit are considered
as baseline features. Two glottal feature sets are obtained
from the glottal flow waveform, which is computed using
the quasi-closed phase (QCP) algorithm [56] as the glottal
inverse filtering method. Training of SVM classifiers is car-
ried out with the acoustic and glottal features to estimate one
of the two probable output labels (pathological/healthy).

Output
Speech | Feature » SYM | (pathologicall
signal extraction classifier healthy)

FIGURE 1. The studied pathological voice detection system based on the
traditional pipeline approach.

The training phase of the pathological voice detection
system is given in Figure 2. First, in order to train the detec-
tion system, three multi-speaker pathological voice databases
are considered (details are provided in Section IV-A). From
every speech utterance of the databases, two sets of base-
line acoustic features (openSMILE-1 and openSMILE-2,
described in Section II-C) are computed using the openS-
MILE toolkit. Glottal source waveforms are computed with
the QCP method. Using the estimated glottal flows, two
glottal feature sets (Glottal-1 and Glottal-2, described in
Section II-B) are extracted. Using the features computed
from every voice utterance as input and the corresponding
output labels (pathological/healthy), training of SVM clas-
sifiers is performed. Separate SVM classifiers are trained
utilizing both sets of the acoustic and glottal features, and
their combinations.

After completion of the training phase, the SVM classifiers
are utilized to predict the occurrence of voice pathology.
During testing, the same feature sets that were used during the
training phase are extracted from voice utterances. Using the
extracted features as input, the SVM classifier finally outputs
pathological/healthy labels.

B. GLOTTAL FEATURE EXTRACTION

In this study, the extraction of glottal features is carried out by
first estimating the glottal flow from every voiced utterance
using the QCP glottal inverse filtering method [56]. From the
estimated flow waveforms, following two glottal feature sets
are computed: time- and frequency-domain glottal features
and PCA-based glottal features.
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FIGURE 2. Training phase of the pathological voice detection system
based on the traditional pipeline approach.

TABLE 1. Glottal-1 feature set. See [59] for detailed description.

Frequency-domain glottal features

HRF | Harmonic richness factor
HIH2 | Difference between the lowest two glottal harmonics
PSP Parabolic spectrum parameter
Time-domain glottal features
0Q1 Open quotient, obtained from the primary
glottal opening
0Q2 | Open quotient, obtained from the secondary
glottal opening

AQ Amplitude quotient

OQa | Open quotient, extracted from the LF model
QOQ | Quasi-open quotient

CIQ Closing quotient
NAQ | Normalized amplitude quotient

SQ1 Speed quotient, computed from the primary
glottal opening
SQ2 Speed quotient, computed from the secondary
glottal opening

1) TIME- AND FREQUENCY-DOMAIN GLOTTAL

FEATURES (GLOTTAL-1)

The first glottal feature set (referred to as Glottal-1) char-
acterizes various time- and frequency-domain aspects of
the glottal flow waveform [57], [58]. A list of time- and
frequency-domain glottal features used in this study is given
in Table 1. Using the APARAT toolbox [59], the glottal
features are derived from every cycle of the flow waveform.
These features are then averaged over the frame. The glottal
feature extraction is carried out in 30-ms frames only for
utterances that are voiced. All features are expressed using a
linear scale except for two frequency-domain glottal features
(H1H2 and HRF) which are presented in the dB scale. Using
the features extracted from all voiced frames of the utterance,
a glottal feature vector is formed. Statistics of this glottal
feature vector and its delta vector are subsequently expressed
with the following eight measures: minimum, maximum,
mean, median, standard deviation, range, kurtosis, and skew-
ness. This finally leads to the Glottal-1 feature set consisting
of (12 4+ 12) x 8 = 192 features.

2) PCA-BASED GLOTTAL FEATURES (GLOTTAL-2)

The second glottal feature set (referred to as Glottal-2) param-
eterizes the time-domain glottal flow waveform using the
principal component analysis (PCA) technique. In order to
obtain PCA-based features, principal components (PCs) need
to be computed first. PCs are computed using a set of glottal
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flow waveforms that are obtained from a speech database
described in [60] consisting of long vowels. The glottal flow
waveforms are differentiated, and processed in smaller seg-
ments that are two pitch periods long and centered at glottal
closure indices. The segments of the flow waveform are
windowed with the Hann window, interpolated to a constant
length, and normalized in energy. The global mean of the flow
waveform is computed using the glottal segments obtained
from all utterances of the database. Every glottal segment
is normalized by subtracting the global mean. Performing
principal component analysis on the normalized glottal seg-
ments results in eigenvalues and eigenvectors (also known as
principal components).

Using the principal components, the glottal source wave-
forms estimated from utterances of a pathological voice
database are parameterized. By following a similar proce-
dure as described above, two pitch period-long segments are
obtained from the flow waveforms. By utilizing the princi-
pal components, each glottal segment is represented by PC
weights. In this study, 30 PC weights are used to represent
the glottal segments. The features obtained from all glottal
segments of a frame are averaged. Using the PCA-based
glottal features estimated from all voiced frames of an utter-
ance, a glottal feature vector is formed. Following a similar
procedure as in Glottal-1, the statistics related to the glottal
feature vector and its delta vector are represented with eight
measures, resulting in (30 + 30) x 8 = 480 features repre-
senting the Glottal-2 feature set.

It is worth pointing out that both Glottal-1 and Glottal-2
represent hand-crafted features. Therefore, these two sets of
glottal features can be used to build detectors based on the
classical pipeline approach by training SVM classifiers to
output pathological/healthy labels.

C. ACOUSTIC FEATURE EXTRACTION WITH openSMILE
For detecting pathological voice from healthy speech, two
sets of acoustic features (referred to as openSMILE-1
and openSMILE-2) are extracted using the openSMILE
toolkit [61]. In literature, features obtained with the openS-
MILE toolkit have been extensively utilized as baselines for
the detection of paralinguistic cues such as emotions, speaker
traits and states, as well as voice pathologies [62]-[64]. The
first feature set consists of a set of 16 basic acoustic features
given in Table 2. Using this set of acoustic features and their
derivatives computed from every frame of the speech utter-
ance, an acoustic feature vector is formed. Twelve statistical
functionals (details are provided in Table 2) are computed
from the acoustic feature vector to obtain (16 + 16) x 12 =
384 features representing the openSMILE-1 feature set.

The second acoustic feature set includes 56 acoustic fea-
tures (shown in Table 2) that are derived from every frame
of the speech utterance. These acoustic features, along with
their first and second order derivatives, form the acoustic fea-
ture vector. Using this acoustic vector, thirty-nine statistical
functionals (details are provided in Table 2) are calculated for
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TABLE 2. Two acoustic feature sets computed with the openSMILE toolkit.

See [61] for detailed description.

Feature sets Acoustic features

Statistical functionals

openSMILE-1 | zero-crossing rate, RMS-energy, pitch,

MFCCs (12), voicing probability

min (or max) value and its relative position, range, median, kurtosis,
skewness, standard deviation, 2 linear regression coeff. and quadratic error

openSMILE-2 | log-energy, zero-crossing rate, pitch,

MFCCs (13), Mel-spectrum (26), jitter, shimmer,
voicing probability, spectral flux, roll-off

points, spectral centroid, position of spectral

minimum and maximum

min (or max) value and its relative position, range, median, kurtosis,
skewness, standard deviation, 2 linear regression coeff., linear and
quadratic errors, 3 quartiles, 2 percentiles (95% & 98%), 3 inter-quartile
errors, number of peaks, mean of peaks, mean distance between peaks,
geometric, arithmetic and quadratic means

Raw waveform Predicted label
(speechor — MP » MLP/LSTM — (pathological/
glottal flow) healthy)

CNN xN

FIGURE 3. The studied pathological voice detection system based on the
end-to-end approach. Conv: convolution, MP: Max pooling, MLP:
multilayer perceptron, LSTM: long short-term memory, x N: number of
convolutional layers.

every utterance to form (56 + 56 + 56) x 39 = 6552 features
representing the openSMILE-2 feature set.

Ill. PATHOLOGICAL VOICE DETECTION USING AN
END-TO-END SYSTEM

The end-to-end framework for pathological voice detection
is illustrated in Figure 3. The framework followed in this
study has been previously used in different paralinguistic
tasks [47], [48], [65]. The system consists of multiple layers
of CNN followed by a multilayer perceptron. The system
takes raw time-domain waveform as input, which is subse-
quently passed through multiple CNN layers. The resulting
output from CNNs, which is a compact representation of raw
waveform, is passed through MLP to predict the output label
(pathological/healthy). The combination of CNN and MLP
is jointly trained in a single framework. In addition to the
CNN+MLP network described above, a CNN+LSTM deep
learning framework is also explored in the current study.

As input to the end-to-end systems, the current study
investigates two time-domain raw waveforms: the speech
signal and the glottal flow waveform obtained with QCP.
Instead of presenting the raw waveform over the entire voice
utterance, the input is divided into fixed-length segments,
which are given as inputs to the end-to-end systems. During
testing, scores are obtained for every segment of an utterance.
The scores obtained from all segments of the utterance are
averaged and thresholded to get the final binary decision
(pathological/healthy) for the utterance. In this study, 250-ms
segments are used to process the raw waveform. In the
development stage of the end-to-end systems, this segment
duration gave the best detection accuracy compared to four
other tested segment durations (50 ms, 100 ms, 500 ms and
1000 ms). This experimental result in varying the segment
duration can be explained as follows. Using a too short seg-
ment duration (50 ms or 100 ms) reduces the performance
of the end-to-end system as the network may not sufficiently
capture pathological information present in short segments
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of raw waveforms. As the segment duration is increased
too much (> 250 ms), the number of segments to train the
end-to-end system reduces and becomes too small for the
given database. Therefore, in order to properly train the
detection system using a longer segment duration, more data
is required. Moreover, in order to appropriately capture the
embedded information in the raw waveform as the segment
duration increases, the complexity of the end-to-end system
grows which in turn calls for more training data. By taking
into account both the amount of training data and the network
complexity, it is understandable that the segment duration
of 250 ms turned out to be the best choice in our search for
the optimal segment duration for the end-to-end systems. The
method used in this work for choosing the optimal segment
duration has also been adopted in [66] and [67].

IV. EXPERIMENTS

The experiments of the current study aim to analyze the
impact of glottal source information in pathological voice
detection by comparing systems based on the classical
pipeline approach to end-to-end systems. This section pro-
vides descriptions of the speech databases and the setup used
in the experiments.

A. SPEECH CORPORA

In this study, three databases of pathological voice are used.
The first two databases (UA-Speech and TORGO) consist
of speech utterances collected from speakers with dysarthria,
which is caused either by cerebral palsy or amyotrophic lat-
eral sclerosis. The third corpus (the UPM database) includes
utterances recorded from speakers with dysphonia, which is
caused by different organic voice disorders (nodules, polyps,
oedemas, and carcinomas).

1) THE UA-SPEECH DATABASE

The Universal access speech (UA-Speech) database [68] con-
sists of speech recordings from 13 dysarthric patients (four
female and nine male) and 13 healthy controls speakers (four
female and nine male). The age of the subjects varies from
18 years to 58 years. A list of isolated words was uttered by
every speaker in three blocks. The total number of words in
each block is 255, which includes a set of 155 words that
are the same in all blocks and a set of 100 words that are
different across the blocks. An eight-microphone array was
used to record speech utterances, and the spacing between
each microphone was 1.5 inches. This work utilizes speech
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utterances collected from microphone no. 6 of the array with
a sampling frequency of 16 kHz. Further details regarding the
speech database are given in [68].

2) THE TORGO DATABASE

The TORGO database [69] contains speech utterances
recorded from eight dysarthric patients (three females and
five males) and seven healthy control speakers (three females
and four males). The age of the speakers in TORGO varies
from 16 years to 50 years. This database consists of three
types of speech utterances, namely non-words, words, and
sentences. Non-words include vowels uttered in high and
low pitch, and multiple repetitions of /iy-p-ah/, /ah-p-iy/,
and /p-ah-t-ah-k-ah/. Words used for speech recordings
were chosen from different sources such as the word intel-
ligibility sections of the Frenchay Dysarthria Assessment
[70] and the Yorkston-Beukelman Assessment of Intelligi-
bility of Dysarthric Speech [71]. Sentences were obtained
from different sources such as the Grandfather passage from
the Nemours database [72], sentence intelligibility section
of the Yorkston-Beukelman Assessment of Intelligibility of
Dysarthric Speech [71], the MOCHA database [73], and
spontaneously elicited descriptive texts. Detailed descrip-
tions about the text prompts and recordings are given in the
TORGO database paper [69]. In this work, all three types of
speech utterances that were recorded by the array microphone
with a sampling frequency of 16 kHz are used.

3) THE UPM DATABASE

The Universidad Politécnica de Madrid (UPM) database
[74], [75] consists of speech recordings from 201 speakers
with dysphonia (75 male and 126 female) and 201 healthy
control speakers (88 male and 113 female). The age of the
speakers varies from 11 years to 76 years. Each speaker
produced the Spanish /a/ vowel using sustained phonation.
The vowels were originally sampled at 50 kHz, but the data
was downsampled to 16 kHz for the purposes of the present
study.

B. EXPERIMENTAL SETUP

The speech data from the three pathological voice databases
are used in the experiments as follows. For every database,
70% of the data is used in training, 20% is used in testing and
the remaining 10% of the speech data is used for validation.
This type of data partition has been followed in several previ-
ous detection studies related both to traditional pipeline [76]
and end-to-end [32], [33] systems. For UA-Speech and
TORGO, the database is split in order to maintain a good
partition of speakers with different severities or intelligibility
scores between the training, validation, and test sets, with-
out having any overlap in speakers between the different
sets. A similar method of data splitting has been used, for
example, in [38]. Tables 3 and 4 show the data partition in
UA-Speech and TORGO, respectively. In both tables, F* and
M* denote dysarthric female and male speakers, respectively,
and FC* and MC* denote healthy female and male controls,
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TABLE 3. Data partition in the UA-Speech database. Intelligibility levels of
dysarthric speakers are very low (VL), low (L), mediocre (M), and high (H).

Validation
F04 (M), M0O4 (VL),
M09 (H), CF03,
CMO05, CMO09,

Testing
F02 (L), M05 (M),
MI10 (H), M16 (L),
CF05, CMO06,
CM10, CM13

Training
F03 (VL), FO5 (H),
MO1 (VL), M07 (L),
MO8 (H), M11 (M),
CF02, CF04, CMO1,
CMO04, CM08, CM12

TABLE 4. Data partition in the TORGO database. Severities of dysarthric
speakers are very low (VL), low (L), and mediocre (M).

Training Testing Validation
FO1 (L), FO3 (VL), F04 (VL), M04 (M), | MO1 (M), M03 (VL),
MO02 (M), MO5 (L), FC03, MCO01 FCO01, MC02
FC02, MC03, MC04

respectively. In the UPM database, 280 randomly selected
subjects (140 pathological and 140 healthy) are used for
training, 80 randomly selected subjects (40 pathological and
40 healthy) are used for testing, and the remaining 42 subjects
(21 pathological and 21 healthy) are used for validation.

Using the three pathological voice databases, detection
systems are developed based on the traditional pipeline and
end-to-end approaches. In order to develop a system based
on the traditional pipeline approach, the speech utterances of
the three databases are analyzed with a frame size of 30 ms
in 15-ms increments. Two acoustic feature sets (openSMILE-
1 and openSMILE-2) are computed from every utterance of
the databases. The glottal flow waveforms are estimated from
voiced frames of every speech utterance using QCP. Using
the estimated glottal flow waveforms, two glottal feature
sets (Glottal-1 and Glottal-2) are computed. Using global
mean and global standard deviation computed from acoustic
and glottal features, each of the features are individually
normalized. Training of SVM classifiers is performed using
the normalized acoustic and glottal features. Utilizing both
individual as well as a combination of acoustic and glottal
feature sets, training of separate sets of SVM classifiers is
carried out. Gaussian, radial basis function kernel is used
to train the SVM classifiers. The kernel parameter y and
penalty parameter C are optimally selected for every SVM
classifier. The values of C and y are varied from 10~3 to
103 in multiples of 10 and the pair (C, y) which leads to
the highest classification accuracy with the validation data is
selected.

In the end-to-end systems, speech utterances of the three
databases are treated in 250-ms segments with a 50-ms
increment. Glottal flow waveforms estimated with QCP are
treated in similar segments. The segments of the raw speech
waveform and the raw glottal flow waveform are used to
separately train CNN4+MLP and CNN+LSTM networks.
Both CNN+MLP and CNN+LSTM networks are individ-
ually trained for each of the three databases. The details
of the network architecture are given in Table 5. In this
work, only 3 layers are used in CNNs in the end-to-end sys-
tems. The network configuration used in this study has been
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TABLE 5. Network architecture of the end-to-end systems.

Network Configuration

CNN+MLP convl: filters = 16, kernel size = 64, strides = 2,
conv2: filters = 32, kernel size = 32, strides = 2,
conv3: filters = 64, kernel size = 16, strides = 2,
MLP: 128 hidden units, Activation: ReLu
Fully connected output layer, Activation: Sigmoid

CNN+LSTM | conv: same as above
LSTM: 128 hidden units
Fully connected output layer, Activation: Sigmoid

successfully used in different paralinguistic recognition tasks
in previous studies by other authors [47], [48], [65]. These
previous studies indicate that in the context of paralinguistic
recognition tasks, increasing the number of layers does not
have a significant effect on the classification accuracy. Every
convolution layer is followed by a ReLu activation function
and MaxPooling operation with a pool size of 2, and a stride
of 2. During the training stage, batch normalization is used
to reduce the issue of internal covariate shift by normalizing
layer inputs [77], and dropout is used to avoid over-fitting
of deep neural networks [78]. The parameters of the systems
are optimized using the stochastic gradient descent algorithm
with the binary cross entropy-based error criterion.

In order to quantify the performance of different patho-
logical voice detectors, the following three metrics are used:
classification accuracy, sensitivity, and specificity. The clas-
sification accuracy is determined as the ratio of the number of
voice utterances that are classified correctly to the total num-
ber of utterances. Sensitivity is the ratio between the number
of pathological voice utterances that are correctly classified
and the total number of pathological voice utterances. Speci-
ficity is the proportion of healthy speech utterances that are
correctly classified.

C. RESULTS

During testing, classification accuracy, sensitivity, and speci-
ficity values of the different classifiers developed are com-
puted. Classification results for the different feature sets of
the SVM classifiers are shown in Table 6 for the three patho-
logical voice databases. From the table, it can be observed
that the classification results (accuracy, sensitivity, and speci-
ficity) obtained for the two sets of the openSMILE features
are higher compared to the glottal feature sets for all three
databases except for sensitivity in UA-Speech and specificity
in UPM. For the two openSMILE feature sets, openSMILE-2
shows better classification results in all three measures and
three databases, except for sensitivity in the UPM database.
Among the three speech databases, classification accuracies
are higher for the UA-Speech database compared to the
TORGO and UPM databases, except for the openSMILE-1
set and the openSMILE-1 + Glottal-2 set, which gave the
best accuracy in TORGO. Accuracies of the classifiers devel-
oped using the Glottal-1 and Glottal-2 features vary in the
range of 63-73% for the three databases. This result shows
that the glottal source consists of discriminative information
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needed for the detection of pathological voice from healthy
speech. Importantly, by combining these glottal feature sets
with the openSMILE feature sets, an improvement in classi-
fication results can be observed. This signifies the comple-
mentary nature of glottal features, which leads to improved
accuracy, sensitivity, and specificity when combined with the
openSMILE features. Among the different feature combina-
tions, the openSMILE-2 4 Glottal-1 feature set led to the best
results for UA-Speech and TORGO, except for specificity in
TORGO. For the UPM database, however, the openSMILE-
2 + Glottal-2 feature set led to the best results.

The classification results of the end-to-end systems using
both raw speech signals and raw glottal flow waveforms are
shown for the three pathological voice databases in Table 7.
From the table, it can be observed that in terms of all
three measures (accuracy, sensitivity, and specificity) the
CNN-+MLP network performs better than the CNN+LSTM
network for all three databases, except for sensitivity in
the UPM database. Among the three databases, UA-Speech
shows higher classification accuracies compared to the
TORGO and UPM databases. In addition, the use of the raw
glottal waveform shows higher values of accuracy, sensitivity,
and specificity compared to using the raw speech signal for
all databases and for both of the two networks except for
specificity obtained with CNN-MLP in the TORGO database.
This important finding indicates two issues. First, the better
performance obtained by using glottal flow as raw waveform
indicates that the underlying voice pathologies affect the
fluctuation of the vocal folds, as reported in [79], [80]. If the
voice pathologies studied affected solely some other parts of
voice production (e.g., duration, vocal tract), the accuracy
obtained by using speech signal as raw waveform would
have been better. Second, since the glottal flow serves as
the acoustical excitation of the vocal tract, glottal informa-
tion is also embedded in the produced signal; that is, in the
raw speech waveform. However, in addition to glottal infor-
mation, raw speech waveforms also include phonemic and
speaker-specific information that is brought about by the
vocal tract. Involvement of phonemic and speaker-specific
information makes learning of the detection problem more
difficult for the deep learning networks if there is only a
relatively small amount of training data available (which is
the case in the current study due to traning the systems with
pathological voices).

Using the data presented in Tables 6 and 7, it is possible to
compare the performances of the classifiers developed with
the traditional pipeline approach to the end-to-end systems.
In terms of the classification accuracy, it can be noticed
that the best traditional pipeline classifier, trained using the
combination for the openSMILE and glottal features, is better
than the best end-to-end system for all three databases. The
difference between the two detection approaches is, however,
small, except in the UA-Speech database where the classical
pipeline system gave an absolute improvement in accuracy
that was almost 4% compared to the best end-to-end system
(i.e., 91.88% vs. 87.93%).
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TABLE 6. Classification results obtained using the classical pipeline systems with the openSMILE and glottal features for the three pathological voice

databases.
UA-Speech TORGO UPM

Feature set Accuracy | Sensitivity | Specificity | Accuracy | Sensitivity | Specificity | Accuracy | Sensitivity | Specificity
(%) (%) (%) (%) (%) (%) (%) (%) (%)
openSMILE-1 76.65 73.76 79.54 78.24 72.94 83.54 70.73 78.49 62.98
openSMILE-2 86.99 82.35 91.63 80.62 73.73 87.52 72.50 77.61 67.84
Glottal-1 73.56 76.47 70.65 67.17 71.22 63.12 63.17 67.08 59.27
Glottal-2 68.74 69.36 68.12 66.93 71.55 62.17 64.63 65.85 63.41
openSMILE-1 + Glottal-1 81.01 82.55 79.48 79.62 73.21 86.03 73.39 79.54 67.24
openSMILE-2 + Glottal-1 91.88 92.56 91.21 82.12 79.02 85.22 75.61 79.11 72.20
openSMILE-1 + Glottal-2 80.02 81.93 78.12 80.63 72.59 88.68 74.17 80.05 68.29
openSMILE-2 + Glottal-2 91.19 91.57 90.82 81.35 76.83 85.87 76.83 80.81 73.36

TABLE 7. Classification results obtained using the end-to-end systems for the three pathological voice databases. The results are averaged over 5 runs

and mean values are reported.

UA-Speech TORGO UPM
Network Input Accuracy | Sensitivity | Specificity | Accuracy % | Sensitivity | Specificity | Accuracy % | Sensitivity | Specificity
(%) (%) (%) (%) (%) (%) (%) (%) (%)
CNN+MLP | Raw speech 85.12 80.85 89.40 78.83 82.85 76.24 73.71 75.92 71.35
Glottal flow 87.93 86.65 90.62 81.12 85.88 75.26 76.66 80.50 73.50
CNN+LSTM | Raw speech 74.19 69.26 81.48 71.15 78.45 66.17 63.24 65.53 59.92
Glottal flow 77.57 73.13 82.48 75.41 81.32 69.68 72.22 76.56 68.14
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FIGURE 4. Scatter plots between pairs of glottal features for pathological and healthy voices from
100 randomly selected utterances of the TORGO database. The glottal features used are the
normalized amplitude quotient (NAQ) [57], parabolic spectral parameter (PSP) [81], the difference
between the amplitudes of the lowest two glottal harmonics (H1H2) [82], and harmonic richness
factor (HRF) [58]. Parameters are expressed using three pairs: (a) mean NAQ vs. mean PSP,

(b) mean NAQ vs. mean H1H2, and (c) mean NAQ vs. mean HRF. The filled circle denotes
pathological voice and the ‘+" mark denotes healthy voice.

In Table 7, the results obtained from the end-to-end sys-
tems containing only 3 convolutional layers in CNNs are
given. In order to better understand the impact of the number
of convolutional layers of CNNs on the classification accu-
racy, we varied the number of convolutional layers in the end-
to-end systems (the CNN+MLP architecture) from 1 to 8.
The classification accuracy obtained for the raw speech input
of UA-Speech was 84.16 %, 84.67 % 85.12 %, 85.01 %,
84.84 %, 84.12 %, 83.24 %, and 82.31 % for 1, 2, 3, 4,
5, 6, 7 and 8 convolutional layers of CNNSs, respectively.
The best result was obtained when the end-to-end system
with 3 convolutional layers in CNNs was used. The accuracy
obtained by using 4 and 5 convolutional layers of CNNs was,
however, close to that obtained using a 3-layer network. The
results obtained by CNNs of different convolutional layer
numbers were, however, all worse than results given by the
best traditional pipeline systems.

Figure 4 shows scatter plots for pairs of glottal fea-
tures computed from 100 pathological and healthy voice
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samples that were computed by randomly selecting utter-
ances from the TORGO database. Four glottal features (NAQ,
PSP, HIH2 and HRF) were computed from the flow wave-
forms that were obtained using the QCP inverse filtering
method. Even though the scatter plots show slight over-
lapping between the pathological and healthy populations,
the data demonstrates how glottal source information enables
pathological voices to be distinguished from healthy voices.

V. CONCLUSION

Pathological voice detection systems were built based on
the traditional pipeline approach and on the end-to-end
approach. In the traditional pipeline approach, SVM classi-
fiers were trained to predict pathological/healthy labels using
acoustic and glottal features. Acoustic features were com-
puted using the openSMILE toolkit, and glottal features were
obtained using glottal flow waveforms estimated with the
QCP glottal inverse filtering algorithm. Experimental results
showed fairly good classification accuracy for the glottal
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features, which proves the discriminative capabilities of the
glottal source. Results also indicated that the combination of
the glottal features and acoustic features lead to improved
classification accuracy. In the end-to-end system approach,
both CNN+MLP and CNN+LSTM deep learning models
were trained with raw speech and glottal flow waveforms.
The results indicated that the classification accuracies are
higher for the deep learning models trained with glottal flow
compared to raw speech.

The current study is the first detailed investigation of
the effectiveness of the glottal source in pathological voice
detection comparing the traditional pipeline and end-to-end
system approaches. The present work could demonstrate that
the glottal source and its features contain important informa-
tion required to differentiate pathological voice from healthy
speech. Possible future works are as follows: In addition to
dysarthria and dysphonia, the present study can be explored
for other voice pathologies such as dysphasia and dyplopho-
nia. Apart from binary classification task, the effectiveness
of glottal source can be explored for the detection of different
types of voice pathologies. The approach studied in this work
can be utilized for the detection of paralinguistic cues such as
emotional states and speaker traits.
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