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ABSTRACT As fossil fuel is being depleted, the percentage of wind power capacity in total electricity
generation is increasing. In order to improve the absorption capacity of wind power, wind power prediction
has been introduced. Aiming at the disadvantage of low prediction accuracy and unstable model of traditional
extreme learning machine (ELM), a kernel extreme learning machine based on differential evolution (DE)
and cross validation optimization method is proposed to predict short-term wind power generation. Firstly,
the average mean square error (MSE) verified by k folding and cross validation is adopted as the error
function of the model to improve the stability and generalization performance of the model. Secondly,
differential evolution algorithm is used to optimize the regularization coefficient and kernel width of the
kernel extreme learning machine with cross validation and improve the precision of model is 8.34%. Finally,
compared with the application of extreme learning machine with genetic algorithm and cross validation to
a wind farm prediction case in northwest China, the experimental results show that the convergence rate of
this method is twice that of genetic algorithm (GA) optimization algorithm, and the accuracy is higher.

INDEX TERMS Differential evolutionary algorithm, Kernel extreme learning machine, k fold cross
validation, wind power prediction.

I. INTRODUCTION
At present, the basic trend of global energy transformation
is to realize the transition from fossil energy system to low-
carbon energy system, and the ultimate goal is to enter the
era of sustainable energy dominated by renewable energy.
As early as the end of the 19th century, Denmark began to
make use of wind power. Until 1973, when the world oil
crisis occurred, the concern about the oil shortage and the
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environmental pollution caused by the use of fossil fuels
brought wind power back to the attention. Since then, the
United States, Denmark, the Netherlands, the United King-
dom, Germany, Sweden, Canada and other countries have
invested a lot of manpower and money in the research and
application of wind power. Nowadays, wind power could pro-
vide 20% of Denmark’s electricity consumption.Wind power
brings more uncertainty than conventional power generation
to grid. Accurate and reliable wind power prediction is very
important to optimize the operating cost of wind power and
improve the reliability of wind power system [1].
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To solve the wind power prediction problem, an increas-
ing number of prediction methods have been proposed by
researchers. The traditional methods include continuous pre-
diction method [2], kalman filter method [3], [4], and time
series method [5], [6]. While the support vector machine and
neural network method as the modern intelligent prediction
methods have been received extensive attention in the last few
years. [7]. In recent years, a novel single-layer neural network
model, called extreme learning machine, has been proposed
by professor Huang [8], [9]. It only needs to set the number
of hidden nodes in the network, does not need to set the input
weight matrix of the network, and does not need to set the
deviation of hidden elements. Therefore, the method has fast
learning speed and good generalization performance [10].

At present, there are many methods to optimize ELM
algorithm, which have been widely used in various fields,
such as wind power prediction. It can be divided into dif-
ferent categories, such as data preprocessing, error function
optimization and parameter optimization. Data preprocessing
can filter data, eliminate redundant data, simplify algorithm
complexity and improve accuracy [11]–[16]. Error function
optimization can be divided into two types, namely, reg-
ularization and kernel function. Regularization is to pre-
vent overfitting, while kernel function is constructed on
the basis of regularization [17]–[24]. To achieve parameter
optimization, a combination of methods is adopted, includ-
ing genetic algorithm, particle swarm optimization, firefly
algorithm [25]–[30].

Kernel extreme learning machine (KELM), as an error
function optimization method, has been rarely studied in
applications of wind power prediction. On the one hand,
as wind power data are nonlinear, and the kernel method
performs good performance in the processing of nonlinear
data, the KELM shows better generalization performance and
accuracy than the traditional ELM. Heterogeneous Ensem-
ble of ELMs (HE2LM) proposed by Literature [24] for
classification has different ELM algorithms including the
Regularized ELM (RELM), the KELM, and the L2-norm-
optimized ELM (ELML2). The method has high prediction
accuracy, good generalization ability and low sensitivity to
outliers. On the other hand, Literature [31] adopts the method
of leaving one out cross validation to improve the stability
and generalization performance of the model, which cannot
be realized in the case of processing wind power big data.
Therefore, this paper proposes the method of K folding and
cross validation for wind power prediction. Literature [26]
proposes an approximate search algorithm, named weighted
ELM with differential evolution, to improve network accu-
racy. In KELM, the parameters (including regularization
coefficient and kernel width) selection is a crucial problem
for improving the performance of the KELM. Therefore,
this method is applied to the case of wind power prediction
to improve the generalization and stability of wind power
prediction.

The contribution of this paper is as follows. A combined
prediction algorithm of kernel extreme learning machine

based on differential evolution algorithm and cross validation
algorithm (DECVKELM) is proposed and applied to wind
power prediction.

1) Firstly, KELM is used to predict the wind power. Com-
pared with various classification prediction methods, KELM
is more effective in nonlinear wind power prediction data.

2) Secondly, the average MSE value of cross-validation is
used as the loss function of the model to improve the stability
and generalization performance of the model.

3) Finally, the kernel width and regularization coefficient
of the model optimized by DE algorithm are used for param-
eter optimization to improve the prediction accuracy of wind
power, and the accuracy of the proposed model is verified by
comparing and analyzing the GA optimization algorithm.

The remainder of this paper is organized as follows.
Section II introduces ELM algorithm and KELM algorithm.
Section III exploits the novel KELMwith cross validation and
DE methodology to optimize the KELM objective function
and the free parameters for improving the stability of the
model and the accuracy of model prediction. The experimen-
tal results in real wind power prediction scenarios are given
in Section IV to show the advantages of the proposed method.
Finally, Section V summarizes the full text.

FIGURE 1. ELM structure diagram.

II. REVIEW OF THE ELM AND KELM
A. THE ELM MODEL
Extreme learning machine is a feed forward neuron network
(FNN) [8], [9] as shown in Fig.1 below. Its neural Network
structure consists of three layers, including input layer, hid-
den layer and output layer. The basic principle is: randomly
generate weightwij and threshold bj of input layer and hidden
layer, randomly give weight βj of hidden layer and output
layer, then the expected output tj can be expressed as the
following.

l∑
i=1

βig(Wi · Xj + bi) = tj (1)
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where g(·) is the activation function of sigmoid, which makes
equation (1) nonlinear and reduces the error.

The (1) can be expressed in matrix form as follows.

H · β = T (2)

whereH denotes the output of the hidden layer node; β is the
output weight, and T stands for the expected output. Here is
an example of an H neural network.

H (a1, . . . , aL; b1, . . . , bL; x1, . . . xL)

=

G(a1, b1, x1) · · · G(aL , bL , x1)...
. . .

...

G(a1, b1, xN ) · · · G(aL , bL , xN )


N×L

(3)

β =

 β
T
1
...

βTL


L×d

T =

 t
T
1
...

tT1


N×m

(4)

ELM is the least squares error function; its objective function
is as follows.

E =
m∑
j=1

(tj − yj)2

=

m∑
j=1

(
l∑
i=1

βig(Wi · Xj + bi)− yj

)2

(5)

where yj is the real output value. In order to reduce the error
to 0, the ultimate learning machine updates the weight of
hidden layer and output layer, as shown in equation (6).

β̂ = H+ · Y (6)

where β̂ denotes the updated weight, and H+ is the general-
ized inverse matrix of H .
In summary, the extreme learning machine algorithm

described above, extreme learning machine is a very simple
machine learningmethods. There is no need for the process of
network parameters in iteration steps, which greatly reduces
the network parameters adjustment time. Therefore, the opti-
mization of its parameters optimization and algorithm has
become a research hotspot.

B. STRUCTURE OF THE KELM MODEL
The kernel extreme learning machine (KELM) is constructed
on the basis of regularization in order to improve the sta-
bility and generalization ability of the network. For linear
models, regularization is usually achieved by weights of
constraint models. General regularization methods mainly
include Ridge Regress, Lasso Regression and Elastic Net.
Especially Ridge Regression is used for KELM.

Ridge Regress is the regularized version of linear regres-
sion, which adds a regular term equal to α

∑n
i=1 θ

2
i to the cost

function. This makes the learning algorithm not only need
to fit data, but also keep the model weight to a minimum.

Equation (7) gives the cost function of Ridge Regress model.

J (θ ) = MSE(θ )+ α
1
2

n∑
I=1

θ2i (7)

where α is called hyperparameter, which is the degree of
regularization of the model. If α = 0, the Ridge Regress is a
linear model, and if α is very large, then all the weights are
close to zero.

Combined with equation (6), the output weight is as
follows.

β̂ = HT (HHT
+ αI )−1Y (8)

Define kernel matrix
�ELM = HHT

= h(xi) · h(xj) = K (xi, xj)

K (xi, xj) = exp

(
−

∥∥xi − xj∥∥
γ 2

)
(9)

where γ is called the kernel width.
Meanwhile, the output of the network becomes.

t(x) = h(x)β̂ = h(x)HT (αI + HHT )−1Y

=

 K (x, x1)
...

K (x, xm)


T

(αI +�ELM )−1Y (10)

From equations (9) and (10), it can be seen that the ker-
nel extreme learning machine has two parameters, kernel
width γ and regularization coefficient α, which can also
be called penalty factor. The different parameters lead to
different results. In order to obtain the optimal parameters,
evolutionary algorithm can be generally adopted to optimize
them.

III. PROPOSED ALORITHM
A. KELM MODEL BASED ON K FOLD CROSS VALIDATION
In the actual training, the training results are usually good for
the fitting degree of the training set (the initial condition is
sensitive). However, the fitting degree of the data outside the
training set is usually not so satisfactory. Therefore, rather
than using all the data sets for training, we divide them into
parts (which do not participate in the training) to test the
parameters generated by the training set, and relatively objec-
tively judge the degree of conformity of these parameters to
the data outside the training set. This method is called cross
validation.

K folding cross validation, the initial sample is divided
into K subsamples, a single subsample is retained as the
data of the verification model, and other K-1 samples are
used for training. The cross validation was repeated K times,
with each subsample verified once. The results were averaged
K times or other combinations were used to obtain a single
estimate. The advantage of this method is that the randomly
generated subsamples are repeatedly used for training and
verification, and the results are verified once each time.
10-fold cross validation is the most commonly used method.
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FIGURE 2. KELM structure diagram based on 10 fold cross validation.

In this paper, KELM model based on k-folding and cross
validation (CVKELM) is proposed, and its model is shown
in Fig. 2.
As can be seen from Fig.2, the training samples are divided

into 10 parts, with 9 parts for each training and 1 part for
the remaining test. A total of 10 times of model solving are
conducted. With the average MSE error of the 10-degree
model as the objective function, the regularization coefficient
α and kernel width γ were selected. The model has excellent
stability and generalization performance.

B. CVKELM MODEL BASED ON DIFFERENTIAL
EVOLUTION ALGORITHM
Firstly, the DE algorithm randomly generates the initial pop-
ulation X0

= [x01, · · · , x
0
p] in n-dimensional feasible solution

space, where x0i = [x0i1, · · · , x
0
in]

T . p is the population size
of DE. The core idea of DE algorithm is to generate test
population by mutation and crossover operation, and then to
evaluate the fitness of test population. In addition, by apply-
ing the selection mechanism of greedy thoughtto conduct a
one-to-one comparison between the original population and
test population, the best population can be selected in the next
generation.

The basic DE algorithm mainly includes three operations:
mutation, crossover and selection. First, three individuals
were randomly selected from the population for mutation
operation.

vt+1i = xtr1 + F(x
t
r2 − x

t
r3) (11)

where vt+1i represents the population obtained after mutation,
t represents the population algebra, and F is the scaling
factor. Generally, it is (0, 2], whose size can determine the
population distribution and make the population search in the
global range. xtr1, x

t
r2 and xtr3 are three different individuals

randomly selected from the population.

Then, crossover operation is conducted between themutant
population and the original population.

ut+1i,j =

{
vt+1i,j rand(j) ≤ CR or j = randn(i)

x ti,j rand(j) > CR and j 6= randn(i)
(12)

where, ut+1i,j represents the population obtained after
crossover, rand(j) is the random number between [0,1], j rep-
resents the j component of an individual, CR is the crossover
probability, randn(i) is the random quantity between [1,. . . ,n],
which is used to ensure that the new individual has at least one
dimensional component contributed by themutant individual.

Finally, DE algorithm selects individuals with higher fit-
ness from the original population and experimental popula-
tion into the next generation through greedy selection mode.

xt+1i =

{
ut+1i f (ut+1i ) < f (xti )
xti f (ut+1i ) ≥ f (xti )

(13)

f (ut+1i ) and f (xti ) are the fitness of u
t+1
i and xti respectively.

When the fitness of the individual ut+1i is better than that of
xti , the individual of the test replaces the original individual.
On the contrary, the individual of the test is abandoned and
the original individual is retained. Fig. 3 shows the flow chart
of the differential evolutionary algorithm.

In Fig. 3, N is the total number of iterations, which can be
used to satisfy the termination condition and stop the iteration
to get the optimal result, or break out of the loop when the
training number t is greater than the iteration number N ,
and get a relatively ideal result. In this paper, the average
MSE after cross validation is taken as the objective function,
and the differential evolution algorithm is applied to the
CVKELM algorithm to select the regularization coefficient
α and kernel width γ , namely the DECVKELM algorithm,
which improves the accuracy and generalization performance
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TABLE 1. Comparison of KELM results with other algorithms.

FIGURE 3. Flow chart of differential evolutionary algorithm.

of the model. The algorithm block diagram is shown in Fig. 4
below, and the algorithm flow is as follows.

1) Initializing the population, the population number is p
2) Secondly, the fitness is calculated, and the average error

of K folding and cross validation is used as the objective
function

3) DE algorithm parameter mutation, crossover, selection
4) New regularization parameters α and kernel width γ

are obtained

5) Then optimize until the termination condition is satis-
fied or greater than the number of iterations N

6) End

IV. EXPERIMENT RESULTS
A. DATA SOURCES
The test data provided by the northwest China power grid dis-
patching center, has forecast wind speed and the actual output
data type, a total of 6000 samples, sampling time 15 min, this
experiment with 5000 groups of model parameters of training
samples, 1000 samples as new data to verify this model.

B. COMPARISON OF KELM RESULTS WITH
OTHER ALGORITHMS
Data of 4500 groups were randomly trained, and data of
500 groups were tested. Given the regularization coefficient
α = 1000 and kernel width γ = 1, the following Table 1
shows the results of KELM compared with other algorithms.

To evaluate the power wind prediction performance of the
proposed method, we use the mean absolute error(MAE),
mean square error(MSE), root MSE (RMSE) and R-square
as the evaluating criterion defined as.

MAE =
1
n

n∑
i=1

∣∣∣Yi − Ŷi∣∣∣ (14)

MSE =
1
n

n∑
i=1

(
Yi − Ŷi

)2
(15)

RMSE =

√√√√1
n

n∑
i=1

(
Yi − Ŷi

)2
(16)

R− square =
SSR
SST
=

n∑
i=1

(
Ŷi − Ȳi

)2
n∑
i=1

(
Yi − Ȳi

)2 (17)

where Yi is the ith actual load value; Ŷi is the ith predicted
load value; Ȳi is the average of the actual load value and n is
the total number of predicted points.

For convenience of comparison, the number of input nodes
in the BP neural network model is 1, the number of hidden
layer is 1, the number of hidden layer nodes is 150 and ELM
are the same, and the number of output nodes is 1. From
Table 1, Compared with the common BP neural network and
SVM algorithm, ELM has the advantages of short running
time and high precision, as well as the advantages of fewer
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FIGURE 4. CVKELM structure diagram based on differential evolutionary algorithm.

TABLE 2. Wind power error analysis of KELM algorithm based on 10-fold cross validation.

parameters, simple design and simple parameter optimiza-
tion. As the ELM algorithm is simple and easy to optimize,
KELM is also improved in accuracy. one can see that the
KELM algorithm compared to ELM algorithm in every error
indicators improved. This data is a single wind turbine and
the error value is small. If it is multiple wind motors, or even
a region, it will have a great impact on its power dispatch-
ing, power generation planning, downtime, maintenance and
other services, which improve economic benefits.

C. KELM SIMULATION RESULATION RESULTS BASED ON
K FOLDING AND CROSS VALIDATION
In order to improve the stability and generalization perfor-
mance of the model, 10 fold cross validation, regularization
coefficient α = 1000 and kernel width γ = 1 were adopted.

The first result is the same as that in the previous section,
and the results of the other groups varied due to changes in
the training set and test set. The average MAE is 7.5732,
the average MSE is 112.4103 and the average R-square is
0.5281 as shown in Table 2.

D. SIMULATION RESULTS OF CVKELM BASED ON
DIFFERENTIAL EVOLUTION ALGORITHM
Taking the 10-fold cross validation averageMSE as the objec-
tive function, differential evolution was adopted to optimize
the regularization coefficient and kernel width. The popula-
tion size was 10, and the number of iterations was 10. The
results were shown in Fig 5 below, and finally α =14657 and
γ =0.5163 were obtained, It can be seen that the error
decreases gradually until it reaches a stable state, which is
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FIGURE 5. Optimization process of CVKELM algorithm based on
differential evolution algorithm.

FIGURE 6. Prediction error of CVKELM wind power based on differential
evolution algorithm.

consistent with the theory of differential evolution algorithm,
and the final fitness was 103.0324, compared with the prior
precision improved by 8.34%.

The parameters obtained from optimization were assigned
to the model, and the new 1000 sets of data were used for
prediction. The final prediction error was obtained which
can be seen in Fig 6, wherein MAE = 7.3046, MSE =
104.5982 and RMSE= 10.2273. The rated power of a single
wind turbine is 50MW, and the predicted power is mostly
concentrated within 10MW, providing a good reference for
power dispatching operation. However, there are still some
large errors, which may be caused by the large gap between
the predicted wind speed and the actual wind speed.

E. COMPARSION OF WIND POWER PREDICTION RESULTS
BETWEEN DECVKELM AND GACVKELM
DECVKELM algorithm converges faster than GACVKELM,
but it may fall into the local optimal. Since there are only

FIGURE 7. Comparison diagram of wind power prediction optimization
process between DECVKELM and GACVKELM.

FIGURE 8. Comparison diagram of wind power prediction errors between
DECVKELM and GACVKELM.

two optimization parameters, the two results are very similar
in the optimization process. The basic parameters are: pop-
ulation size 10, iteration number 10. Table 3 gives the com-
parison results of parameter optimization and error analysis,
It can be seen that the parameters and results obtained by the
two methods are very similar, and the DECVKELM algo-
rithm is more accurate. One can see that the DECVKELM
algorithm gets the optimal result. in addition, the fitness
curves of optimization process are shown in Fig.7. One can
observe that the initial fitness of DECVKELM algorithm is
lower than that of GACVKELM, but with the increase of
the number of iterations, the final result is better than that
of GACVKELM. Fig.8 is the comparison chart of predic-
tion error. Since both algorithms are based on CVKELM
algorithm, the predicted results are very similar, and the
error of DECVKELM is small. In addition, the convergence
rate of DECVKELM is faster than that of GACVKELM.
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TABLE 3. Comparison table of parameter optimization and error analysis for DECVKELM and GACVKELM.

In this experiment, the convergence rate is twice that of
GACVKELM.

V. CONCLUSION
In the past five years, with the increasing proportion of wind
power generation, the research on the prediction accuracy
of wind power has become extremely important. This paper
focuses on developing a wind power prediction approach
based on a novel KELM algorithm. Due to its simplicity
and flexibility, the traditional KELM algorithm has been
optimized by many scholars, including data preprocessing,
error function optimization, parameter optimization, network
model improvement, etc.

This paper mainly studies the following aspects. Firstly,
KELM is used for wind power prediction due to the nonlin-
earity of wind power data. Secondly, to improve the stability
and generalization performance of the model, K folding cross
validation is used, and its average MSE error is used as
the objective function. Finally, DE algorithm is proposed to
optimize the parameters of KELM algorithm, compared with
the prior precision improved by 8.34%, moreover, compared
with GA algorithm, the convergence rate is twice that of GA
algorithm when the accuracy is similar. In addition, the wind
power prediction based on the above optimization algorithm
can improve the prediction accuracy and stability, improve
the wind power absorption capacity, and provide a reference
for power grid dispatching.
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