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ABSTRACT Delineation of pavement cracks is essential for the damage assessment and maintenance
of pavements. Existing methods are not sufficiently robust to interferences including varied illumination,
non-uniform intensity, and complex texture noise. An integrated system for the automatic extraction of
pavement cracks based on progressive curvilinear structure filtering and optimized segmentation techniques
is proposed in this paper. Considering phase congruency and path morphological transformation, a phase
congruency guided multi-scale path anisotropy filtering (PCmPA) method is first developed to generate a
crack saliency map, significantly enhancing crack structures and eliminating isotropic texture noise. Phase
congruency guided multi-scale free-form anisotropic filter (PCmFFA) is then presented as an extended
curvilinear structure filter considering context information to enhance PCmPA. Finally, to accurately identify
crack pixels and background, the two independent global filtering responses are incorporated with the
phase congruency map and integrated into the graph-cuts based global optimization model with an adaptive
regularization parameter. Experiments are conducted on two public pavement datasets and a self-captured
laser-scanned pavement dataset, with results demonstrating that the proposed method can achieve superior
performance compared to six existing algorithms.

INDEX TERMS Crack detection, curvilinear structure filtering, phase congruency, optimized segmentation,

graph-cuts.

I. INTRODUCTION

The demand for reliable automated pavement crack detec-
tion techniques has risen significantly with increasing use
of intelligent pavement distress inspection. Cracks are com-
mon and harmful road surface defects that directly affects
road service-life and driving safety. Detection of them early
can provide a reliable decision-making basis for efficient
management and maintenance of structured road networks,
which is of great significance in reducing the economic
burden induced by subsequent deterioration and eliminat-
ing safety hazards. In the past decades, intelligent pave-
ment crack detection techniques are drawing increasing
attention because of its essential for the health monitoring and
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assessment of civil infrastructures [1]-[4]. These techniques
incorporate concepts from other curvilinear object detection
tasks including vessel segmentation [5], cartographic extrac-
tion [6], road network extraction [7], and guide-wire track-
ing [8]. Despite a large field of application and decades of
extensive research, the gap between current state-of-the-art
methods and performance goals remains large.

Factors that create challenges to the task of automated
pavement crack detection predominantly include uncertain
interferences such as uneven illumination, varied appearance
of crack structures, and unpredictable isotropic structures
such as blob-like or plane-like clutter. Reasonable excavation
and utilization of the gray distribution and geometric structure
characteristics of pavement cracks can provide an effective
way to solve this problem. For example, local-based meth-
ods including second-order derivatives of Gaussian kernel
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based method [9], [10], diffusion tensors [11], steerable fil-
ter [12]-[14], and wavelet based filters [15], utilize local
analyses of intensity and orientation to detect cracks based
on the assumption that cracks are generally darker than their
surroundings and with obvious line-like structure. While
such methods are simple and intuitive, they are also highly
sensitive to textured noise and have low discriminative
power for complex pavement images. Conversely, non-local
approaches, such as path-based methods [16]-[18], tradi-
tional machine learning based methods [2], [19]-[26], and
deep learning based techniques [1], [3], [4], [27], focus more
on global hypotheses, characterizing curvilinear structures in
larger neighborhoods, and can achieve significantly improved
performance compared to local-based approaches in textured
occasions. While path-based methods dramatically improve
the identification ability of line-like and interference targets,
drawbacks include low contrast between detected curvilin-
ear structures and background and weak continuity of the
detected target. Benefitting from a large amount of precisely
labeled datasets, deep learning-based methods such as the
work [27] and DeepCrack [3], can achieve highly accurate
crack detection, however, it is difficult to directly transform
the trained models to other application scenarios.

Although current research methods have achieved cer-
tain results, automatic pavement crack detection in noisy
backgrounds remains challenging for the following reasons:
(1) Current methods can easily succumb to interference from
complex backgrounds and have poor robustness to illumi-
nation variation and intensity non-uniformity; (2) Most cur-
rent methods model the local geometric properties of ideal
line-like cracks, so complex geometry with sharp bends and
discontinuity may not be appropriately identified; (3) For the
final process of determining of pixel-level cracks, cumber-
some post-processing operations are required.

An integrated system for the automatic extraction of crack
networks from 2D textured pavement images is proposed in
this paper to address these issues. The proposed algorithm
pipeline is illustrated in Fig. 1. Phase congruency tuned
at varying orientation and scales are first used to enhance
edge-like structures. To effectively discriminate isotropic and
curvilinear structures, the progressive multi-scale anisotropy
features PCmPA and PCmFFA are then extracted from phase
congruency map to consider the local contextual informa-
tion of crack structures. Finally, a novel graph-cuts based
optimized segmentation model with adaptive regularization
parameter is utilized to further obtain pixel-wise crack net-
works.

The contributions of this paper can be summarized as
follows:

« Two types of multi-scale anisotropic filtering approa-
ches, PCmPA and PCmFFA, that can be applied to pave-
ment images with complex background interference are
proposed.

o Combining appearance feature and geometric prior
knowledge extracted by the proposed filters, a novel
graph-cuts based optimized segmentation model is
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FIGURE 1. Framework of the proposed approach.

designed to promote the classification of crack pixels.
In addition, an adaptive regularization parameter deter-
mined method is presented for the model.

o Experiments are conducted using both public pavement
datasets and the authors’ self-captured laser scanning
images, and the experimental results demonstrate the
effectiveness of the proposed method.

The remainder of this paper is organized as follows:
Related work is discussed in Section II. Section III presents
the two anisotropy filters and explains the optimized segmen-
tation model in detail. Section IV describes the experimental
results on a series of pavement crack datasets and evaluates
the proposed algorithm. Finally, Section V concludes the

paper.

Il. RELATED WORK

Recent years have witnessed noteworthy progress in pave-
ment cracks detection. In terms of the mathematical tools
being utilized, these approaches can be divided into several
categories.

Early works are primarily aimed at detecting cracks by
employing their intensity or local geometric features, assum-
ing that cracks exhibit line-like structure in a local range
and differ morphologically from the non-crack regions.
Filter-based algorithms are representative of this category.
For example, by considering the local contrast and orien-
tation characteristics, the matched filter was employed by
Sollazzo et al. [10] to match with the specific features of
crack patterns. In this process, the Gaussian curve was uti-
lized to approximate the cross profile along cracks and a set of
matched filter kernels was generated by this specific pattern.
Zalama et al. [15] employed Gabor filters and a statistical
learning system trained from a large database to detect longi-
tudinal and transverse cracks. Li et al. [28] proposed a novel
multi-scale curvilinear structure filter for crack contours
enhancement, in which the curved-support bivariate Gaussian
model was adopted to relax shape assumptions and conquer
the problems of scale and curvature variant simultaneously.
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To promote the robustness to texture noise, two brain-inspired
trainable filters, B-COSFIRE [29] and RUSTICO [30], were
proposed by Strisciuglio ef al. and achieved favorable per-
formance in crack detection. As most of these filter-based
algorithms are built by modeling the local geometric prop-
erties of ideal crack structures, they may not appropriately
identify complex cracks with sharp bends, poor continuity
and bifurcations.

Mathematical morphology is another commonly used
technique that models the profile of curvilinear struc-
tures as elongated patterns. In the work of Wu et al. [31],
grayscale bottom-hat and top-hat operations composed of
four-directional line-shape structuring elements were uti-
lized to extract pixels that belong to black crack and white
crack, respectively. To solve the problem of connecting and
grouping crack fragments, dilation and thinning transforma-
tion have also been adopted. Different from classical open-
ing operators that use fixed line-shape structuring elements,
the path opening and closing operations [32], as originally
introduced by Heijmans, are more flexible in discriminat-
ing curvilinear structures with arbitrary shapes. As they do
not need to impose any constraint on the geometric char-
acteristics of curvilinear structures, great attention has been
received [16], [17], [33]. For example, in the literature [18],
the original path opening model was extended by ranking
the orientation responses of path operators, called RORPO,
to reduce the intensity of isotropic interference objects
and preserve perceptually connected curvilinear structures.
However, when the crack contours become inconspicuous,
the automatic implementation of these methods can be unre-
liable due to difficulties in designing appropriate structuring
elements.

Minimal path-based approaches generally treat the crack
path detection problem as determining minimum cost paths
between candidate crack points and have drawn exten-
sive attention due to their superiority in obtaining con-
tinuous crack paths. For example, in [34], the Free-Form
Anisotropy (FFA) algorithm was utilized to determine the
probability of each pixel belonging to crack by extracting
features from four minimal paths that have been tracked
along with four predefined templates. Li ef al. proposed the
FoSA approach [35], which first searches minimal paths in
each candidate image block by F* algorithm and then utilize
two-step post-processing contains path connection and purifi-
cation to refine crack networks. To release geometric restric-
tion on the cracks and avoid false detections, Amhaz et al.
presented a two-stage minimal path selection algorithm,
namely MPS [36], in which the endpoints within each
sub-image are first selected and the minimal path between
each pair of adjacent points are then searched by Dijkstra
algorithm. Recently, Wissam et al. proposed the OMPS [37]
method for the improvement of the original MPS method by
optimizing candidate endpoints selection and shortest path
search strategies. Although crack contours obtained by these
methods exhibit good connectivity, it is difficult to design
versatile seed points selection and non-crack paths removal
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strategies in practical applications due to changeable back-
ground texture.

Machine learning techniques play a pivotal role in crack
detection. Such techniques generally rely on hand-crafted
low-level features or high-level semantic information
extracted from each image block to construct recognition
models. In [19], the detection of bridge cracks was stud-
ied by using a modified active contour model and greedy
search-based support vector machine. In CrackForest [2],
structured forests [38] technique was utilized to learn crack
tokens for the generation of crack detector. With the devel-
opment of the computing capabilities and convenience of
mass dataset acquisition, deep learning-based crack detection
methods are being comprehensively developed. For example,
in literature [1], deep convolutional neural networks (Con-
vNets) [39] were introduced to automatically learn features
for low contrast pavement patches classification. Recently,
an automatic crack detector based on end-to-end trainable
deep convolutional neural network, namely DeepCrack [3],
was investigated. Although machine learning methods are
suitable for crack images with complex interference, cum-
bersome dataset labeling processes are required, and their
performances are greatly limited by the training dataset.

ill. METHODOLOGY

In this section, the generation of the proposed non-local curvi-
linear structure filters is explained, including phase congru-
ency based multi-scale path anisotropy filter and the modified
multi-scale free-form anisotropy filter. Implementation of the
optimized segmentation model for crack pixels classification
is then discussed.

A. PHASE CONGRUENCY MAPS GENERATION
Phased congruency is based on the concept that salient pat-
terns have similar local phase value when observed at dif-
ferent scales. Specifically, for a curvilinear structure in an
image, phase information is locally congruent, and the degree
of this congruency can serve as a curvilinear detector. For
a 2D image, these local phase features can be defined and
extracted using a set of 2D quadrature filter pairs.
Compared to other quadrature filters, log-Gabor filters
have superior capabilities for encoding natural images. In this
paper, a number of 2D log-Gabor filters tuned at six different
scales {s} and 12 different orientations {6} that linearly vary-
ing from 6 € [0, 7] are employed to obtain a set of phase
congruency maps. Specifically, in each specified direction 6;,
multi-scale 2D log-Gabor filtering is used to capture image
phase information at different scales for the calculation of
one phase consistency map PCy, in that direction. Therefore,
a total of 12 phase congruency maps {PCy, :| i = 1~ 12} are
generated. The higher the response of a point in map PCy,,
the more likely that a line-like pattern aligning to direction
6; will exist and vice versa. Further information regarding
the calculation and reasonably selecting relative parameters
of phase congruency can be obtained from the reference [40].
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B. PHASE CONGRUENCY GUIDED MULTI-SCALE

PATH ANISOTROPY FILTERING

Phase congruency reveals the feature phases of an image
in the frequency domain, which is an intensity and contrast
independent feature metric in which curvilinear structures
with low contrast can be enhanced [41]. Path morphology,
as a non-local anisotropy measurement method, has demon-
strated more robust capabilities for distinguishing curvilinear
structures from texture noised images compared to traditional
local-based approaches. Combining the strengths of these two
approaches, in this subsection, a phase consistency based
multi-scale anisotropy filtering (PCmPA) method is proposed
to address the problem of enhancing cracks from textured
images with varying illumination and contrast.

As observed, for crack targets, the distribution of phase
congruency amplitude along and perpendicular to the crack
direction are different. However, in background regions,
the distribution along any direction path is similar. Based on
this fact, crack targets can be distinguished from backgrounds
by considering the distribution of phase congruency over
different directions. The PCmPA is presented here by con-
sidering four orientational path opening operators to reliably
discriminate curvilinear structures and isotropic structures.

First, given a phase congruency map PCy,, where 6; €
[0, 7], a 2D-oriented Gaussian kernel-based steerable filter
with the specified direction 6; is adopted to amplify corre-
lated responses and smooth out uncorrelated responses. More
importantly, the filter is able to connect small gaps in phase
congruency maps caused by texture noise. The enhancing
process is described by Eq.(1) as follows:

PC(x,y) = PCo(x,y) * Go(x, ), )]
xcosO;+ysinf; —xsinb;+ycoso;

—n(

+
Go(x.y)=e o (po)? @)

where Gy, is the oriented Gaussian kernel and o is the vari-
ances of Gaussian distribution. The parameter p € [0.01, 1]
is used to control the form of the Gaussian kernel so that
a value close to 1 will produce a symmetric kernel, while
a smaller value close to the lower bound will produce an
elongated kernel. In the experiments, o is set as 2, and p is
set as 0.25. Each enhanced image after local convolution is
denoted as PCj.

Using maximum aggregation, the filtered phase congru-
ency maps {PC;‘I_ :| i = 1 ~ 12} are then grouped into one
maximum phase congruency map defined as:

_ *
~ grelon] treit- ©)

Imax

For the map Ip*, path opening operators with path length /
under four different directional adjacency graphs (0))je(1,4]
(shown in Fig. 2) are focused on it to count the length of
a path at each pixel (x,y), and the resulting images are
denoted as:

A (x,y) = po { IR (x, n}, - 4
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FIGURE 2. The four adjacency graphs used for the path opening
algorithm. Graph (a) shows the S-N adjacency graph, graph (b) shows the
SW-NE graph, (c) is the W-E adjacency graph, and (d) is the NW-SE
adjacency graph.

where po {- }0 refers to the path opening operator under adja-
cency graph 0.

As A only represents the maximum path length that tra-
verses each point (x, y) along orientation o}, to estimate the
probability that any point belongs to the curvilinear structure
under scale /, the path anisotropy measurement is defined as:

J(max(a7e, ) — min(A7x, )2
max(A;(x, y))> + min(4}'(x, y))?

PAi(x,y)= ©)

The concept behind this metric is that for backgrounds
or grain-like interferences, the values after four directional
path opening operations are similar, meaning that PA;(x, y)
will approach 0. A large difference remains between the
operations along curvilinear structures and operations along
the remaining direction, which will make PA;(x, y) approx-
imate to 1. To preserve the anti-extensivity of the above
path opening, a minimum operator is applied between the
path anisotropy measurement and normalized maximal phase
congruency map /p+". The normalized path anisotropy mea-
surement is then defined as:

PAT(x,y) =

min {PAl(x ), I (x, y)} (6)

(d) (e) (f)

FIGURE 3. Process results of the proposed path anisotropy measurement
under scale / = 30. (a) Initial images, (b) result ofA ,(©) A,2 (d) A
(€) A%, and (f) PA;.

Fig. 3 illustrates the effect of the proposed path anisotropy
measurement under a fixed scale. To fulfill the requirements
of multi-scale measurement, the path length parameter / is
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varied from i, t0 Lygx With a step Iy, and the proposed
PCmPA measurement is calculated as:

PA*(x,y)= max {PAf(x,y)}. 7

min <! <Imax

The implementation process of the PCmPA algorithm is

presented in Algorithm 1. To demonstrate the robustness

of the PCmPA algorithm, a qualitative comparison with a

path morphology based method- RORPO [18] is provided

in Fig. 4, in which it is confirmed that PCmPA can effectively
enhance crack structures.

Algorithm 1: PCmPA Algorithm

Input: Multi-orientational phase congruency maps
{PCy, :| i=1~12}, set of scales ! € [lnin, lnax],
set of orientations O = {01, 02, 03, 04}

Output: Anisotropy measurement map PA*

REM Stepl: local convolution enhancement
for each phase congruency map PCy, do
‘ PC(;‘I_ = PCy, * Gy,
end
I = n}g?x {K‘gj};

REM Step2: path anisotropy measurement
for each scale | € [lyin, Lyax] do

for each oj in O do
compute four-orientational path opening

o
A7 = po {17
end
compute path anisotropy measurement PA}|< using
Eq.(5), Eq.(6)
end
REM Step3: compute multi-scale path anisotropy
measurement PA* using Eq.(7)
return PA*

(a) (b) (c) (d)

FIGURE 4. Comparison of the proposed algorithm for crack enhancement.
(a) Initial images, (b) enhanced results by the RORPO [18] and (c) PCmPA
algorithm, respectively, under the same parameters (/i =30, Imax =80,
and /54, =10), and (d) enhanced results in selected regions with
excessive bending or bifurcation.

C. MULTI-SCALE FREE-FORM ANISOTROPY
MEASUREMENT

Despite improving the contrast of curvilinear structures and
suppressing isotropic structures, one drawback exists when
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using the PCmPA algorithm. As phase congruency ampli-
tudes at the intersection of cracks are low, this may result in
lower responses derived from path operations (Fig. 4(d) illus-
trates this phenomenon). In this subsection, phase congruency
based multi-scale free-form anisotropy filtering (PCmFFA)
is proposed as an additional multi-scale anisotropy measure-
ment to complement the PCmPA algorithm.

Free-form anisotropy (FFA) [34] measurement is a mini-
mal path searching based pavement crack detection approach
which relies on the assumption that minimal paths along
cracks and backgrounds exhibit different statistical proper-
ties. As shown in Fig. 5, for a given pixel location x and
a fixed searching radius d, four constrained minimal paths
traversing x in different global orientations j (such as up-
down, left-right, upper left-lower right, and upper right-lower
left) are determined using the Dijkstra algorithm. The mean
w; and variance o; of pixel radiometric values along these
four minimal cost paths are the source for the measure-
ment of coherence using sup-min function, and the free-form
anisotropy is calculated as follows:

N
LA
(b) (c) (d)

(a)

FIGURE 5. Minimal paths search strategy of FFA algorithm.
(a)~(d) four-directional minimal paths search templates, () minimal
paths pass through a crack pixel and a non-crack pixel.

max{h(nj, m,gd)} —m_in{h(rrj, ﬂhgd)}
FFAGx, y)= :

. (3

m]ax{h(nj, Tpgd) }

where, 7rj = (u;, 0}) is the computed feature vector of minimal
cost path along searched orientation j, mpgq = (14, 0) is the
feature vector composed of intensity mean p and standard
deviation o calculated on the whole image, and h(7}, pgq) =
sup {min(nj, ﬂbgd)} is the evaluated degree of coherence
between two sources calculated by sup-min function.

Although the original FFA algorithm has achieved good
results, it contains three drawbacks:(1) It is difficult to adap-
tively detect cracks of different widths as the minimal path
searching radius d is fixed; (2) As the feature vector mpgy
of the background region is estimated based on the whole
image, its response value can be significantly affected by
illumination and the non-uniform intensity; (3) For cracks
with low contrast, the FFA response value is low, making it
difficult to distinguish in subsequent processing.

To overcome the above obstacles, the PCmFA is proposed
according to the following strategies. Firstly, the local coher-
ence measurement is generalized by varying the searching
radius d within [dyin, dpax] with a step dyep, as shown
in Fig. 6. The background cues are then estimated locally by
each 2xd+ 1)*(2xd + 1) sized sub-image rather than the
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FIGURE 6. An illustration of minimal paths search strategy (along upper
right-lower left orientation) of the PCmFFA algorithm.

whole image. Thus, the improved multi-scale FFA response
at each pixel is defined as:

1 1
FFA™(x.y) = o= > o FRAG ), ©)
d

d _d : d _d
m/ax{h(nj ,nbgd)}—rr}m{h(nj ,nbgd)}

FFA;(x,y) = (10)

m/ax {h(njd ,ngg d )}
where Ny is the number of scales and FFA is the anisotropy
measurement at scale d. It should be noted that the combined
multi-scale FFA response is a weighted linear combination
on a per-pixel basis, which can emphasize the unequal con-
tributions of different scales.

Algorithm 2: PCmFFA Algorithm

Input: Maximum phase congruency map I+, search
radius d € [dmin, dmax]
Output: Anisotropy measurement map FFA*
BW <« binarized I} ;
ROI < obtain candidate crack regions from image BW;
for each pixel position (x,y) € ROI do
for each scale d € [dy,in, dypax] do
”lilgd <« the distribution of 2+d+1)x(2xd+1)
window around (x, y);
P/d < search four-directional minimal paths

G=1,2,3,4);

njd < compute the distribution of each path P;i ;
compute FFA4(x, y) using Eq.(10);

end

compute FFA*(x, y) using Eq.(9);

end
return FFA*

To guarantee uniform responses, the generalized multi-scale
FFA algorithm is focused on the maximum phase congruency
map ¢, rather than the raw pavement image. Finally,
to improve computational efficiency, points with low phase
congruency amplitude and isolated small regions derived
from the binarized phase congruency map are discarded and
not passed to the PCmFFA filter, as it is generally impossible
that they will belong to crack structures. The implementation
process of the presented PCmFFA algorithm is summarized
in Algorithm 2.
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FIGURE 7. Comparison of the PCmFFA algorithm for crack enhancement.
(a) Initial images, (b) images enhanced by FFA algorithm with fixed
parameter d =30, (c) and (d) images enhanced by the proposed
multi-scale FFA algorithm and PCmFFA, respectively, under the same
parameters (d €[20, 50] with a step dstep =5), and (e) enhanced results in
selected regions.

To verify the effectiveness, the enhanced results of the
PCmFFA algorithm and original FFA algorithm are illus-
trated in Fig. 7. It can be observed that PCmFFA provides
a significant improvement both in the suppression of texture
noise and maintaining the local uniformity. More importantly,
the PCmFFA algorithm can obtain uniform enhancement
effects at bifurcations, which compensates for the short-
comings of the PCmPA algorithm. However, for excessively
curved structures, the four-direction minimal path search-
ing templates prescribed by the PCmFFA may not match
the extension direction of real cracks, resulting in lower
responses. Fortunately, the PCmPA filter is not subject to this
constraint.

D. CRACKS SEGMENTATION USING OPTIMIZED
SEGMENTATION MODEL

The above two proposed multi-scale curvilinear structure
filters are complementary to each other and provide reliable
geometric measurements of crack and non-crack. Higher
detection accuracy can thus be expected when combining
information from both. In this work, an optimized segmenta-
tion technique based on a novel graph-cuts model is presented
for crack pixel classification.

Segmenting tasks using graph-cuts technique [42] can be
treated as finding an optimal labeling f : I, — L, which
assigns a label L, € L to each pixel p € I. In this work, the set
of labels L is defined as L = {0, 1}, in which 1 indicates
crack pixels and O refers to background pixels. By combining
appearance feature and geometric priors (crack probability
map defined by PCmPA and PCmFFA ), the energy function
for the graph-cuts minimization is defined as:

E(L)= (&1 Dy(Ly)+ @Dy (Ly)+w3 Dy (L))
pel

A Y Vipap. Ly) . (11)
p.g}eN

where the data term consists of appearance feature Dp(-)
and two geometric features, D[fc’”DA(-) and D;C’”F FA()), and
w1, w2, and w3 are weight parameters balancing these three
components. The smoothness term Vi, 1(Ly, Ly) provides
a measure for cutting the edge (p,q), N is the set of
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8-neighboring pixels, and A is a weighted parameter for
adjusting the smoothness.

Energy data term: In Eq.(11), the data term D,(L,)
defines the individual penalty for classifying each pixel to
object or background according to intensity information.
To avoid interference from uneven intensity, Ip#* is used
as the appearance feature, and the penalty can be captured
by the likelihood determined by the estimation of intensity
distribution for cracks and background pixels as:

(1 —my)?

2
Dyl =L)y=e 200 (12)

Similarly, the data terms D29 (L,,) and DI *4(L,) can
be determined by estimating the probability distribution of
the foreground and background according to the following
formula:

(PA* _miA* )2

- PA*\2
DI L, =Ly =e 200 )7 | (13)
(FFA* —miFA™)?2
- FFA*y\2
DI I, =Ly =e 2007 (14

For the estimation of free parameters (1, 61.), (m’ZA* , 8£A*)

and (mf™", 8574y in Eq.(12) ~ (14), each correspond-
ing global binarized map is taken as an initialized fore-
ground region. The Gaussian probability distributions of fore-
ground/background regions that build on the appearance and
geometric prior terms can thus be estimated by fitting their
mean value and standard deviation.

Energy smoothness term: The smoothness term provides
a measure of discontinuity between two neighboring pixels
p.q € I with labels L,,L; € L. Let I}Z’gp" and I}f’cf;x be
the intensity values of neighbor pixels p and ¢, respectively.
A measure of smoothness is then defined as:

max max\2
(I pr =1 PC, 4 )

- 1
Vip.g)Lp, L)) =08(Lp, Ly) - € 202

P —qll
where §(L, Ly) is the metric to measure the cost of labeling
smoothness between the labels L, and L,. If L, and L, have
different labels, it is denoted as §(L,, L) = 1, otherwise, it is
defined as 0. o controls the smoothness uncertainty.

Adaptive regularization parameter: In general graph-
cuts algorithms, the data term and smoothness term are bal-
anced by a fixed regularization parameter over the entire
image, which may lead to under or over-segmentation results
for some regions. It is also difficult to independently deter-
mine the most suitable regularization parameter for differ-
ent application scenarios using this approach. In the crack
segmentation task, smaller A are expected at the boundaries
between cracks and backgrounds to encourage their elimina-
tion. Inside backgrounds and crack structures, a higher X is
required to maintain the overall continuity of detected struc-
tures. Based on this, an adaptive regularization parameter \*
is introduced here for a local adaptive balancing effect.

(15)
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For each pixel p pixels in /5%, the average phased congru-
ency of pixels with a magnitude larger than threshold ¢ in the
e-neighborhood of p is first determined and defined as:

y =Y IFMURS =0/ Y Ug& =1,  (16)
ieN; ieNe

where N, = {i | li—pll <eielg,p elﬁc‘”‘}. The result-
ing image y can be regarded as a significance measure of
the phase consistency amplitude in a local range. In the
experiments, ¢ is set as 5-pixels, and a suitable ¢ can be
estimated through the corresponding phase congruency distri-
bution (such as the mean ppc and variance opc) in foreground
regions obtained by adaptive binarized PCmPA and PCmFFA
response maps. According to the authors’ experience,
t=upc —opc is suitable.

The weighted Laplace operator on the normalized y is then
employed to obtain the edge map v, ;, which is expressed as:

1pp,q = %{h’p—l,q-‘rl - Vp,q| + 2|7/p,q—l - Vp,q|
HYpt+1.9-1 — Vp.gl + 2¥p—1.4 — Vp.ql
+|Vp—1,q—1 - Vp,ql + 2|Vp+1,q - Vp,q|
HVprigt1 = Vol +21¥pjr1 = ¥pgl} . (A7)

Finally, ¥, 4 is normalized to [0, 1] and the adaptive regular-
ization parameter of each pixel is defined as:

Ma=a (=Yg, (18)

where « is used to control the highest levels of smoothing and
it is fixed as &« = 0.25 in the experiments.

Fig. 8 provides a qualitative comparison of the
edge-filtering algorithm [43] for computing the adaptive
regularization parameter. It can be seen that the presented
method can capture the boundaries with a good filtering effect
on the edges of non-curvilinear structures.

(b) () (d)

FIGURE 8. The edge maps of adaptive regularization parameter
methods.(a) Initial image, (b) result of edge-filtering [42], (c) result of the
proposed algorithm, and (d) zoom-in on selected region.

Weights assigning: The computational model of opti-
mized segmentation is presented in Eq.(11), however, how the
data terms are combined must still be determined. To solve
this problem, D), D;;C”PA, and D;C”’F FA are separately used as
data term focus on the computational model to obtain three
different classifiers, then the weights are assigned according
to the F1-measure obtained on a training dataset by different
classifiers. That is, the weight w; associated with classifiers
k can be calculated as:

F1;

S AU (19)
ZZ:I Flk

Wk
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where w; € [0, 1], Z,i’:l wr = 1, and Fli is the average
Fl-measure obtained by classifiers k. It is obvious that the
weights are proportional to the corresponding Fl-measure
values.

After obtaining the final segmentation results with the
proposed model, some grain-like false cracks may also be
included. The elimination method [44] is then used to remove
crack paths with a length shorter than 20-pixels.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

Pavement image datasets, evaluation metrics, and baseline
approaches are first introduced in this section. Parameter
setting is then analyzed, and a series of comparative exper-
iments are carried out to evaluate the proposed algorithm.
The algorithm is implemented in MATLAB on an Intel
Core i5 processor clocked at 2.50 GHz with 8G RAM, and
demos of the PCmPA and PCmFFA algorithm are made avail-
able at GitHub repository: https://github.com/DrEdwardLee/
PCmPA-PCmFFA.

A. DATASETS, COUNTERPARTS, AND

EVALUATION METRICS

Three datasets detailed below were tested in the experiments.
oCFD [2] This dataset is composed of 118 road pavement

images taken by an iPhone 5 with the size 480 x 320 pixels,

which can generally represent urban road surface conditions

in Beijing, China. All images accompanied by manually

labeled pixel-wise ground truth contours, and the crack width

ranges from 1 to 3 mm. Images in this dataset contain noises

such as shadows, oil spots, and water stains.

eCrackTree260 [3] It contains 260 pavement images
captured by an area-array camera under visible-light illumi-
nation. It reflects different types of pavement cracks (longitu-
dinal, transverse, alligatoring) under changeable texture, and
many of them suffer from degradation problems including
shadows, occlusions, low contrast, and partially deteriorated
white painting. Each ground truth is 1-pixel width crack
centerline manually annotated by a specialized labeling tool.

eLaserCrack This self-captured dataset contains 60 point
cloud images captured by the authors’ laser crack mea-
surement system that utilize 3D laser-imaging techniques to
model pavement surface. The horizontal, vertical, and depth
resolutions of the collected 3D points are Imm, 10mm and
Imm, respectively. Before crack detection, the 3D road pro-
filing data are transformed into 2D depth images with the size
1200 x 1500 pixels by a series of preprocessing.

To validate the performance of different crack detection
algorithms, three commonly used pixel-level metrics, Preci-
sion (Pr), Recall (Re), and F1-measure (F), are considered in
the evaluation protocol. The metrics are defined as:

P TP

2 -Pr-Re
Pr = 5 Re - ) =
TP+FP TP+FN

" Pr+Re

. (20

where TP, FP, and FN are the number of true positives, false
positives, and false negatives, respectively.

VOLUME 8, 2020

F1l-measure Values

05¢

+classifier k1
0.4 | ——classifier k2
—v—classifier k3

0.3 ‘ ‘ ‘ ‘ ‘
0 10 20 30 40 50
Image No.

FIGURE 9. Crack segmentaion results with different classifier k

(i.e. classifier k1 means the optimized segmentation model under
weights combination {w; =1, 0wy =0, w3 = 0}).

Six state-of-the-art pavement crack detection algo-
rithms are selected for comparison, including the pat-
tern classification based method CrackIT [44], two
bio-inspired filtering-based methods, B-COSFIRE [29] and
RUSTICO [30], two minimal path searching based methods,
FFA [34] and MFCD [45], and the deep learning based
network DeepCrack [3].

According to the related works [3], [30], a certain tolerance
between the detected crack and the ground-truth is allowed
for the performance evaluation. Specifically, if a detected
pixel is not farther than d* pixels from the nearest ground
truth pixel, it is considered as a true positive, otherwise it is a
false positive. In all comparisons, the tolerance distance d* is
set as 5 pixels. Besides, for the filter response results of both
B-COSFIRE and RUSTICO, non-maximum suppression and
hysteresis thresholding techniques are employed to obtain
the thinned and binarized map under optimal parameters as
recommended by their authors. In addition, for the results
generated by DeepCrack, which are thin crack maps with the
size of 512 x 512, size rescaling operators are applied to the
maps to make them have the same size as the corresponding
ground-truth.

B. PARAMETER SETTING

Parameters that must be determined in the proposed algo-
rithm include three main categories: parameters for PCmPA
filtering, parameters for PCmFFA filtering, and weighting
parameters for the optimized segmentation model.

As the parameters involved in the PCmPA and PCmFFA
filtering algorithms are related to the geometric character-
istics of cracks (i.e. minimum length and width of cracks),
considering the resolution of three datasets, parameters for
PCmPA filtering are set as lyin = 20, lyep = 10, Lpax = 80,
and parameters for PCmPA filtering are fixed as d,;, = 20,
dstep = 5, dyax = 50. It should be noted that the removal of
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FIGURE 10. Crack segmentation results with different models (From top to bottom: original pavement images, ground truth,
cracks detected by the model only with PCmPA priors, the model only with PCmFFA priors, and the proposed model).
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FIGURE 11. Fl-measure value on the selected 48 images. FIGURE 12. The obtained average Precision, average Recall, and average
F1-measure value under different parameters 1.
unlikely crack pixels before PCmFFA filtering is governed by The weighting parameters w;, w;, and w3 are crucial

an adaptive binarization, and isolated short paths (less than for determining classification accuracy. In this experiment,
20 pixels) on the binarized phase congruency map are also 48 images are randomly selected from three datasets to
discarded directly and not passed to PCmFFA filtering. investigate detection performance on the images under
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FIGURE 13. Crack detection results on four images selected from the CFD dataset set (From top to bottom: original pavement
images, ground truth, cracks detected by CrackIT, B-COSFIRE, RUSTICO, FFA, MFCD, DeepCrack, and the proposed algorithm).
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different classifiers. As shown in Fig. 9, the average
Fl-measure obtained by the three classifiers are 54.01%,
82.15%, 79.93%, respectively. After a simple calculation
according to Eq.(19), it is clear that the combination of
weights: w; = 0.25, wy = 0.38, and w3 = 0.37 are suitable
for the proposed optimized segmentation model.

C. VALIDATION OF THE PROPOSED MODEL

Before comparing with the state-of-the-art methods, we quan-
titatively analyze the effectiveness of the proposed model
from two aspects, including (1) the necessity of combining
two structure priors, PCmPA and PCmFFA; (2) the influence
of the adaptive regularization parameter.

1) ABLATION STUDY

In this section, we evaluate the detection performance of mod-
els under different combinations of prior terms. Therefore,
three models need to be compared, that is (1) model only
with PCmPA priors (data term contains D, and D{,C”’PA );
(2) model only with PCmFFA priors (data term contains D),
and DIfC”’FF A); and (3) the proposed model (including both
PCmPA priors and PCmFFA priors). Comparative experi-
ments focused on the selected 48 test images under this three
models are shown in Fig. 10, Fig. 11, and Table 1 respectively.

TABLE 1. Performance on the selected 48 images.

Model Precision Recall Fl-measure
POmEFA priors 68.43% 94.03% 79.41%
PCOmPA priors 78.89% 86.39% 83.58%
proposed model 79.92% 91.34% 86.34%

From the visual results in Fig. 10, it can be seen that the
model only with PCmPA priors suffers missed detections
problems at cracks with large bendings or branches. The
model only with PCmFFA priors can compensate for this
problem, while it is more susceptible to texture interference
than that only with PCmPA priors, which causes some false
positives near the real cracks. In contrast, the proposed model
can be compromised in terms of missed detection and false
detection to achieve acceptable detection results. As shown
in Fig. 11 and Table 1, although the proposed model may
not guarantee the best detection performance on each tested
image, the average Fl-measure obtained by it is as high as
86.34%, which is about 2.8% and 6.9% higher than models
that only with PCmPA and PCmFFA priors, respectively.
Thus, these comparison results convincingly demonstrate the
effectiveness of the proposed model.

2) ADAPTIVE REGULARIZATION PARAMETER VS. FIXED
REGULARIZATION PARAMETER

In order to investigate the impact of the fixed regularization
parameter on detection performance and to verify the valid-
ity of the proposed adaptive parameter-determining strategy,
in this part, the selected 40 images were tested by the model
with different constant A. Please notice that since the adaptive
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parameter A, . takes a value in [0, 1] for each pixel (p, ¢),
here, we just c0n51der the detection performance under A that
changes from 0.01 to 1 with an interval of 0.05.

According to Fig. 12, one can see that, a smaller A tends
to increase among the average Precision, average Recall and
average F1-measure, while a larger A decrease these metrics.
Although a better overall performance can be obtained under
a small A (i.e. A = 0.15), the resulted average F1-measure
value is relatively lower than that obtained by the proposed
model with adaptive regularization parameter (which with
an average Fl-measure as 86.34%). From the above results,
it reveals that the adaptive parameter-determining strategy
indeed effectively improves the detection performance.

gl ‘7 i e R
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FIGURE 14. F1-measure value on the CFD dataset.

D. EVALUATIONS AND COMPARISONS

1) RESULTS ON CFD DATASET

Comparative experiments are first conducted on the CFD
dataset, of which four images are randomly selected for
qualitative assessment, as shown in Fig. 13. The F1-Measure
and the performance evaluation are provided in Fig. 14 and
Table 2, respectively. Note that the detection results of the
DeepCrack algorithm are obtained by running web demo, and
the results of other algorithms are downloaded from publicly
available datasets.'

TABLE 2. Crack detection overall performance on CFD dataset.

Method Precision Recall F1-measure
CrackIT 68.25% 86.90% 74.28%
B-COSFIRE 72.95% 86.01% 77.85%
RUSTICO 73.29% 85.66% 78.18%
FFA 66.35% 95.64% 74.65%
MFCD 88.68 % 88.70% 87.04%
DeepCrack 88.15% 93.01% 89.39%
our method 87.25% 93.42% 88.76%

As shown in Fig. 13, the CrackIT toolbox provides dis-
continuous crack segments and produces false detection in
the vicinity of real cracks. As the algorithm relies solely

IDownloadable from http://telerobot.cs.tamu.edu/bridge/Datasets.html.
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FIGURE 15. Crack detection results on the CrackTree260 dataset (From left to right: original pavement images, ground truth, cracks deteced by CrackiT,

FFA, B-COSFIRE, RUSTICOFFA and the proposed algorithm).

on gray statistical cues (the mean and standard variation) of
each small image block and does not consider the geometric
properties of cracks, it is difficult to detect cracks with poor
continuity and weak contrast. For cracks with good continu-
ity and obvious contrast, both B-COSFIRE and RUSTICO
can achieve desirable results. As the core concept of these
two algorithms is based on Gabor filtering, when strong
grain-like interference occurs on the road surface and the
crack is ambiguous, the discrimination of the Gabor response
for cracks and background area is poor, so that the detection
performance of these two algorithms is degraded. As MFCD
adopts a multi-scale fusion strategy in the stage of crack
path selection and verification, its detection performance is
better than FFA algorithm. However, for isotropic block-like
targets, it lacks recognition ability, resulting in false detection
(as shown in the first image of the seventh row in Fig. 13).
The results indicate that the proposed method outperforms
the techniques above as it not only produces less noise, but
maintains the continuity of cracks. Although the high-level
semantic information based DeepCrack model shows supe-
rior generalization ability and achieves better TP on this
dataset, it fails to detect small cracks near dense cracks.

The quantitative evaluation results are illustrated in Fig. 14
and Table 2. Although the F1-measure of the proposed algo-
rithm on this dataset is not the best, at about 0.63% lower than
the highest performing DeepCrack algorithm, it performs
much better than the traditional algorithms mentioned above.
It should also be noted that for cracks with extremely low
contrast and excessive interference, both DeepCrack and the
proposed algorithm produce missed detections, resulting in
a decline in detection performance. The detections on the
24th and 81st samples in Fig. 14 provide an illustration of
this problem in that their F1-Measure value is much lower
than that of other samples.
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FIGURE 16. F1-measure value on the CrackTree260 dataset.

2) RESULTS ON CrackTree260 DATASET

Four publicly available algorithms including CrackIT,
B-COSFIRE, RUSTICO, and FFA algorithms are selected as
counterparts in this experiment to examine the effectiveness
of the presented method. These algorithms are implemented
using the source code or demos provided by the authors.
Specifically, the detections of CrackIT algorithm are obtained
under the optimal parameters selected in advance by multi-
ple tests. The four-directional shortest path searching radius
of FFA algorithms is set as d = 30 recommended by the
author. For B-COSFIRE and RUSTICO, comparison exper-
iments are conducted under fine-tuned parameters using a
grid search strategy. As the DeepCrack model is trained on
CrackTree260 dataset, it is not selected.

Fig. 15 shows the representative detections, where it can
be observed that the performance of CrackIT is greatly
affected by shadows. The recall rate of these four counterparts
degrades when the contrast between crack and backgrounds
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FIGURE 17. Crack detection results on the LaserCrack dataset (From left to right: original pavement images, ground truth, cracks deteced by CrackIT, FFA,

B-COSFIRE, RUSTICOFFA, DeepCrack and the proposed algorithm).

is low. Although the proposed algorithm also delivers some
missed detections, it is the most approximate to ground
truth. The performance on the CrackTree260 dataset are
summarized in Fig. 16 and Table 3, indicating that on this
dataset, the proposed algorithm increases precision, recall,
and F1-measure by 10.03%, 0.86%, and 7.69%, respectively,
compared to the other algorithms.

TABLE 3. Crack detection overall performance on CrackTree260 dataset.

Method Precision Recall F1-measure
CrackIT 69.02% 82.09% 72.14%
B-COSFIRE 65.70% 77.60% 70.93%
RUSTICO 64.94% 76.16% 69.22%
FFA 65.57% 90.48% 75.51%
our method 79.05% 91.34% 83.20%

Comparing Table 3 with Table 2, it can be seen that the
performance of all algorithms on the CrackTree260 dataset
is lower than that on the CFD dataset. This is mainly due to
noise interference in the CrackTree260 dataset being more
complicated than that of the CFD dataset.

3) RESULTS ON LaserCrack DATASET

The proposed algorithm is tested on the LaserCrack dataset
and compared to the CrackIT, FFA, B-COSFIRE, RUSTI-
COFFA, and DeepCrack algorithms. Fig. 17 shows the qual-
itative detection results, where it can be observed that both
CrackIT and FFA produce misdetection and result in a higher
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FP rate. For cracks with larger width or lower contrast,
the DeepCrack algorithm shows obvious omission (as shown
in the second and fourth images in the seventh column of
Fig. 17).

TABLE 4. Crack detection overall performance on LaserCrack dataset.

Method Precision Recall F1-measure
CrackIT 62.35% 78.00% 69.31%
B-COSFIRE 64.29% 73.31% 68.42%
RUSTICO 65.53% 72.91% 69.96%
FFA 60.80% 87.53% 71.58%
DeepCrack 86.73% 67.70% 73.63%
our method 76.92% 89.44% 80.60 %

The overall performance of the comparison methods are
listed in Table 4, which indicates that the proposed algorithm
obtains the best result with an F1-measure value of 80.60%.
Although DeepCrack achieves the best precision of 86.73%
on this dataset, 9.81% higher than the proposed algorithm,
it has a high false negative and results in an Fl-measure
that is 6.97% lower than the new algorithm. The reason for
this phenomenon may be related to the characteristics of
the LaserCrack dataset, which is significantly different to
the CrackTree260 dataset that the DeepCrack network was
trained on.

In terms of computational efficiency, the average running
time on this dataset is listed in Table 5. As DeepCrack is
based on GeForce GTX TITAN-X GPU, it is not suitable
to compare. Besides, since the released demo of the FFA
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TABLE 5. Comparison of computational time.

Method
Time (s)

our method

32.31

CrackIT B-COSFIRE  RUSTICO
5.73 15.54

12.47

algorithm is an executable file, it is also not selected for com-
parison. Although the proposed algorithm takes more time
than the CrackIT, B-COSFIRE and RUSTICO algorithms,
considering the detection results, such running time is also
tolerable.

As illustrated by the three experiments, the proposed algo-
rithm is superior to low-level vision feature-based methods.
In addition, the performance of all methods on the Crack-
Tree260 and LaserCrack datasets are lower than that on the
CFD dataset, which is related to the noise interference degree
of these datasets. Although the performance of the proposed
algorithm on CFD dataset is lower than DeepCrack, the new
algorithm still exhibits obvious advantages as it does not
require elaborately labeled training samples and has superior
generalization capabilities.

V. CONCLUSION

An integrated system for the automatic delineation of pave-
ment cracks was presented in this paper, in which crack
pixels are extracted by solving an optimized segmentation
framework merged crack geometric prior information. The
two types of global curvilinear structure filtering methods
PCmPA and PCmFFA were proposed to provide geomet-
ric prior features, and then integrated together with a crack
appearance feature using a regularization parameter adaptive
graph-cuts model. To the extent of the authors’ knowledge,
no previous work has combined global filtering technique
and optimized segmentation model for the identification of
cracks. Validation results on three pavement datasets demon-
strated that the proposed algorithm is robust to uneven inten-
sity and texture noise, and the overall performance obtained
by the algorithm is superior to that of the comparison algo-
rithms. Future research will be dedicated to investigating
a reasonable fusion strategy that combines the deep learn-
ing model with the proposed hand-crafted geometric prior
features to construct a more robust curvilinear structures
detector.
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