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ABSTRACT Recent studies indicate that adversarial learning can reduce distribution discrepancy between
domains effectively, but when the samples belonged to different classes have similar characteristics in
the domains, they may be incorrectly aligned to similar classes after domain adaption, which gives rise
to negative transfer. To prevent such misalignment, we propose a weighted adversarial network based
unsupervised domain adaptation method. Its contributions are mainly reflected in the following two aspects:
1) according to the similarity of features between classes, the different weights are given to the corresponding
domain discriminators, which means that we will focus on the alignment of the classes with similar
characteristics; 2) all domain discriminators will be given a certain weight again based on the entropy of
true or pseudo label vectors, that is, the clearer the sample classification result, the greater its credibilty
during domain discriminators learning. Experimental results on several cross-domain benchmark data sets
show that our newly proposed approach outperforms state of the art methods.

INDEX TERMS Adversarial network, domain adaptation, image classification, transfer learning, unsuper-
vised learning.

I. INTRODUCTION
In many computer visual tasks, a large amount of labeled
training samples are needed for traditional machine learn-
ing methods, however, annotating datasets for every task
are extremely expensive and time-consuming, so when the
number of annotated samples is limited, how to achieve
accurate image classification and recognition has become
a research hotspot. Transfer learning relaxes the restriction
that the training and testing data are drawn from the same
distribution, and adopts domain adaptation to reduce the data
distribution difference between the samples in the source
and target domains, where the source and target domains
contain labeled and unlabeled samples respectively, thus the
unlabeled samples can be recognized using the knowledge
which is migrated from the well-labeled source domain [1].

Many previous deep domain adaptation methods achieve
the alignment of the source and target domains well, but it
is rarely considered whether all classes in the domain are
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aligned exactly. In other words, if the samples belonged
to different classes are similar enough, they are likely to
be misaligned after adaptation. To address this challenge,
we propose a novel weighted adversarial network based
domain adaptation method, where the first contribution is
that we weights the domain discriminators to varying degrees
according to the feature similarity between the classes, and
achieve better alignment of all classes in the source and target
domains. For example, it is assumed that there are several
classes of samples in the source domain such as ‘‘bicycle’’,
‘‘motorcycle’’, ‘‘dog’’, etc, since the classes of ‘‘bicycle’’ and
‘‘motorcycle’’ are strongly related to each other, we need
to pay more attention to the alignment of these two classes
as shown in Fig.1, that is, give their domain discriminators
greater weights. In addition, the second contribution of our
proposed method is to assign the weights to all domain
discriminators according to the true or pseudo labels. For
instance, if the prediction result of one sample is clear during
training as shown in Fig.2(a), it will play a more important
role in the training of domain discriminators; In contrast,
the more confused the prediction result, the less weight the
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FIGURE 1. Schematic diagram of misaligned similar classes after domain adaptation.

FIGURE 2. Probability distribution of prediction results.

sample will be given during training. Experimental results
demonstrate that the proposed method can obtain high recog-
nition accuracy on standard domain adaptation datasets.

The remainder of this paper is organized as follows.
In section II, some related works are addressed. In section III,
we give the details of the proposed domain adaptation
method. We describe the experiments that were conducted
on standard cross-domain recognition datasets to prove the
effectiveness of the proposed method in section IV. Finally,
conclusions are drawn in section V.

II. RELATED WORK
At present, the existed deep domain adaptation methods
can be roughly divided into the following three categories:
the discrepancy-based, adversarial-based and reconstruction-
based methods [2].

1) Discrepancy. The discrepancy-based methods is to
reduce the shift between the source and target domains
by fine-tuning the deep network. In supervised and semi-
supervised domain adaptations, some feature similarity

metric learning based methods are proved to be effective
[3]–[6], where the features are extracted from the different
layers of deep network. In addition, there are two major
techniques to deal with unsupervised domain adaptation, one
is still based on feature similarity metric learning, unlike to
supervised domain adaptations, the unlabeled samples are
annotated by pseudo labels [7]–[9]; the other is aligning
the statistical distribution of two domains by using some
distribution discrepancies, where the commonly used dis-
tribution discrepancies include Maximum Mean Discrep-
ancy (MMD) [10], [11], Joint Maximum Mean Discrepancy
(JMMD) [12], Weighted Maximum Mean Discrepancy [8],
Wasserstein distance [13], orthogonal discrepancy [14] and
correlation alignment [15], [16].

2) Adversarial. In the adversarial-based methods, some
domain discriminators are added to the deep network model,
and we hope that at the same time as correctly classifying
samples into the source and target domains, the learned fea-
tures can confuse the domain discriminators asmuch as possi-
ble [17]. For this purpose, a gradient reversal layer is embed-
ded to the deep network model [18]. Subsequently, some
improved adversarial-based deep network models are contin-
uously proposed, for example, multiple domains discrimina-
tors are used to classify different levels of features [19] or to
align all categories of the source domain [20]–[21], and when
the label space of target domain is a subset of the label space
of source domain, a adversarial nets-based partial domain
adaptation method is proposed [22].

3) Reconstruction. The existing reconstruction-based
methods can be roughly divided into two categories,
one is using encoder and decoder networks to imple-
ment feature extraction and image reconstruction respec-
tively [23]–[25], and the other is based on different adver-
sarial networks [26], [27].

In summary, from experimental results the features learned
by the above methods have good transfer effect for most
categories. However, for the classes with strong similarities,
such as ‘‘cat’’ and ‘‘dog’’, the recognition accuracy still needs
to be further improved. Therefore, we assign greater weights
to the domain discriminators of these classes than others,
and reduce the impact of false pseudo labels during domain
adaptation, so that all classes of the source and target domains
are aligned exactly as much as possible.
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III. WEIGHTED ADVERSARIAL NETWORK BASED
DOMAIN ADAPTATION
A. NETWORK MODEL
In domain adaptation, the source domain is given as Ds ={(
xsi , y

s
i

)}ns
i=1, y

s
i ∈ Ls, d si = 0, where xsi and y

s
i represent

the sample and its label, ns, Ls and Ks are the number of
samples, the set of labels and the number of labels in the
source domain, d si represents the domain label of the source
domain; in addition, the target domain is defined as Dt ={(
xti
)}nt
i=1, d

t
i = 1, where xti represents the sample, nt , Lt and

Kt are the number of samples, the set of labels and the number
of labels in the target domain, d ti represents the domain label
of the target domain. The goal of our proposed method is to
reduce the shifts across domains through learning of transfer
feature f = Gf (x) and classifier y = Gy (f ).

To match the source and target domains upon the structures
better, there are two issues that need to be considered: 1) If the
prediction result of the training sample is not clear, it is diffi-
cult to determine its class, so using this sample to adjust the
networkmay lead to negative transfer; 2) If we do not focus on
the alignment of the classes with similar features, the samples
belonged to these classes may be misclassified after domain
adaptation. In response to the above issues, we have improved
the deep learning network from the following two points.

1) If the label vector of sample xsi in the source domain
is ysi , where y

s
i =

[
ysi (1) y

s
i (2) . . . y

s
i (Kt)

]T , ysi (j) = 1,
ysi (k) = 0, k = 1, 2, . . . , j− 1, j+ 1, . . . ,Kt , it is reasonable
to align the jth class using the sample xsi , and the weight of
the sample xsi should be set to 1 in the alignment process;
If the prediction result yti of sample xti in the target domain
is clear as shown in Fig.2(a), i.e., ysi (j) ≈ 1, ysi (k) ≈ 0,
k = 1, 2, . . . , j− 1, j+ 1, . . . ,Kt , xti is very likely to belong
to the jth class, and it can be considered to play an important
role in the alignment process, so the sample xti should be given
a large weight; on the contrary, if the label prediction result
yti is not clear as shown in Fig.2(b), such prediction result
will make the sample xti untrusted in the alignment process,
so its weight should be as small as possible. From the above
analysis, we proposed a new weight function according to the
probability distribution entropy of the label vector as shown
in (1), which is located between the prediction result and the
domain discriminators in the network as shown in Fig.3,

h
(
ŷi
)
= 1−

1
Ks logKs

Ks∑
k=1

(
ŷi (k) log ŷi (k)

)
(1)

where if the sample x belongs to the source domain, ŷi is
the true label vector, i.e., ŷi = ysi ; else ŷi is the pseudo label
vector.

2) From the analysis above, we want to achieve the align-
ment of all classes between the source and target domains
by using the true or pseudo labels of the training samples.
However, because of the similarity differences between
classes, if we align all classes using the same weight,
the classes with similar features will most likely
be misaligned, such as ‘‘cat’’ and ‘‘dog’’, ‘‘bicycle’’

and ‘‘motorcycle’’. Therefore, in order to avoid that the
classes which have strong similarity to others are misaligned,
we should pay more attention to the alignments of these
classes in the domain adaptation process, i.e., give greater
weights to these alignments. It is well known that there have
been many effective functions which can measure feature
similarity during clustering [28], [29], where linear discrim-
inant analysis (LDA) model can be considered suitable to
measure the differences between classes well. Therefore,
in the improved network we add a new weight function s (f )
as shown in (2) based on the idea of LDA, which is used to
measure the similarity between different classes.

sj (f ) = max
k=1,2,...,Ks,k 6=j



〈
1
cj

∑
ysi (j)=1

f xsi ,
1
ck

∑
y(k)=1

f xsi

〉
∥∥∥∥∥ 1
cj

∑
ysi (j)=1

f xsi

∥∥∥∥∥ ·
∥∥∥∥∥ 1
ck

∑
y(k)=1

f xsi

∥∥∥∥∥


(2)

where cj is the number of the samples with j-label during one
iteration, and f xsi represents the feature of the sample xsi in the
source domain, i = 1, 2, . . . , ns.
From the above analysis, we can conclude that the sample

with less feature unique should be given greater weight during
class alignment.

In summary, the network architecture of the proposed
method is shown in Fig.3,

FIGURE 3. The proposed network architecture.

where Gf , Gy and Gd represent the feature extractor,
the feature classifier and the domain discriminator respec-
tively, whose parameters are θf , θy and θ id , i = 1, 2, . . . ,Ks,
and GRL represents the gradient reversal layer.

Then, in order to obtain good model parameters through
training, we need to design a reasonable loss function, which
needs to meet the following three requirements as much as
possible:
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1) Minimize the label prediction loss Ly of the samples in
the source domain by seeking the parameters θy and θf ;

2) Minimize the domain prediction loss Ld of the
samples in the source and target domains by seeking θ id ,
i = 1, 2, . . . ,Ks;
3) Maximize the domain prediction loss Ld of the samples

in the source and target domains by seeking θf , where the
purpose is to make the feature distributions of the source and
target domains as similar as possible.

From the above analysis, the loss function can be written
as (3),

L
(
θf , θy, θ

1
d , θ

2
d , . . . , θ

Ks
d

)
=

1
ns

∑
i=1,2,...,N ;di=0

Ly
(
Gy
(
Gf (xi)

)
, yi
)

−
λ

ns + nt

∑
i=1,2,...,N

Ks∑
k=1

Ld
(
Gd

(
sk
(
Gf (xi)

)
h
(
ŷi
)
ŷi (k)

× Gf (xi)
)
, di
)

(3)

and its optimization problem is to seek the best parameters
θ̂y, θ̂f and θ̂ id , i = 1, 2, . . . ,Ks, which satisfy (4) and (5).(

θ̂f , θ̂y

)
= argmin

θf ,θy

L
(
θf , θy, θ

1
d , θ

2
d , . . . , θ

Ks
d

)
(4)(

θ̂1d , θ̂
2
d , . . . , θ̂

Ks
d

)
= argmax
θ1d ,θ

2
d ,...,θ

Ks
d

L
(
θf , θy, θ

1
d , θ

2
d , . . . , θ

Ks
d

)
(5)

B. OPTIMIZATION OF PARAMETERS BASED ON BATCH
GRADIENT DESCENT
In the loss function of our proposed deep network, the func-
tion si (f ), which depends on the samples of the source
domain, represents the similarities between classes, and the
function h

(
ŷ
)
represents the credibility of label vector, which

depends on the samples of both the source and target domains.
Therefore, it is necessary to select a certain number of sam-
ples from the source and target domains at each iteration
during training, then use batch gradient descent method to
optimize the model parameters, which is summarized below
in Algorithm 1.

IV. EXPERIMENTS
A. DATASETS
The proposed method is evaluated on three commonly
used datasets, which include Office-31 dataset [30]
and ImageCLEF-DA dataset [31], and Office-Caltech-10
dataset [32].

1) The Office-31 dataset consists of the following
three domains: ‘‘Amazon’’ (A31), ‘‘Webcam’’ (W31) and
‘‘DSLR’’ (D31), and each domain contains 31 categories of
objects, where some samples are shown in Fig.4.

2) The ImageCLEF-DA dataset consist of three domains:
‘‘Caltech-256’’ (C), ‘‘ImageNet ILSVRC 2012’’ (I) and

Algorithm 1 Model Parameters Optimization Process

1. Input Ds, Dt , λ and ω, where Ds =
{(
xsi , y

s
i

)}ns
i=1, Dt ={(

xti
)}nt
i=1;

2. Initialize θ (0)y , θ (0)f and θ i(0)d , i = 1, 2, . . . ,Ks, c = 0;
3. for epoch = 1, 2, . . . , ω, do
4. Solve sj (f ), j = 1, 2, . . . ,Ks;
5. for batch = 1, 2, . . ., do
6. Solve h (y), where each batch contains 2Ks samples;
7. Update θ (c)y , θ (c)f and θ i(c)d , i = 1, 2, . . . ,Ks;

8. θ
(c+1)
f ← θ

(c)
f − µ

(
∂L(c)y
∂θf
− λ

∂L(c)d
∂θf

)
9. θ

(c+1)
y ← θ

(c)
y − µ

∂L(c)y
∂θy

10. θ
i(c+1)
d ← θ

i(c)
d − µ

∂L(c)d
∂θ id

, i = 1, 2, . . . ,Ks
11. end for
12. end for
13. Output θ̂y, θ̂f and θ̂ id , i = 1, 2, . . . ,Ks.

FIGURE 4. Some samples of Office-31 dataset.

FIGURE 5. Some samples of ImageCLEF-DA dataset.

‘‘Pascal VOC 2012’’ (P), each domain contains 12 categories
of objects, where some samples are shown in Fig.5.
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TABLE 1. The classified results of some easily misclassified samples.

3) The Office-Caltech-10 dataset consists of four different
domains: ‘‘Amazon’’ (A), ‘‘Webcam’’ (W), ‘‘DSLR’’ (D)
and ‘‘Caltech’’ (C), each domain contains 10 categories of
objects, where ‘‘Amazon’’, ‘‘Webcam’’ and ‘‘DSLR’’ are
selected from Office-31 dataset, ‘‘Caltech’’ is added as a new
domain, and some samples are shown in Fig.6.

FIGURE 6. Some samples of Office-Caltech-10 dataset.

B. MODEL ARCHITECTURES AND PARAMETERS SETTING
The used datasets in our experiments are not very large,
if we train the network from scratch, the over fitting is eas-
ily to appear during training, so it is suitable to fine-tune
the deep network which has been pre-trained on ImageNet,
where the AlexNet [23] and the three fully connected layers
(f → 1024 → 1024 → 2) [20] can be used for feature
extractor and domain discriminator, and the initial model
parameters are selected from the literature [7] in the proposed
method. In addition to designing the network architecture,
there are two parameters, i.e., the learning rate µ and the
balance factor λ, to be set according to the experimental
results, where the optimal parameters can be acquired by
maximizing the average recognition accuracy Ara on the
above three datasets as shown in (6). Fig.7 demonstrates the
variation of the average recognition accuracies when λ ∈
{0.01, 0.05, 0.1, 0.5, 1, 2} and µ ∈ {0.1, 0.01, 0.001}.

λ∗ = argmax
λ

Ara (λ) (6)

From Fig.7, we can see that when the parameters λ and µ
are set as 0.5 and 0.01 respectively, the highest average
recognition accuracy can be obtained.

FIGURE 7. The average recognition accuracies under different λ and µ.

C. RESULTS AND ANALYSIS
To verify the effectiveness of the innovations, we will com-
pare the feature transfer abilities based on the following
three network structures: 1) network 1: the proposed network;
2) network 2: the network without h

(
ŷ
)
layer, 3) network 3:

the network without h
(
ŷ
)
and si (f ) layers, where the com-

pare results are visualized in Fig.7 by using t-SNE.
First, From Fig.8(b), we can see that the recognition accu-

racy of the network without the proposed functions h
(
ŷ
)

and si (f ) is 0.786, where some images of different classes
with similar features are easily misclassified; Then, when the
domain discriminators are weighted differently based on the
feature similarities between classes, the recognition accuracy
is significantly improved to 0.825 as shown in Fig.8(d); At
last, we add the label credibility weight function h

(
ŷ
)
to the

network, and the recognition accuracy is further improved to
0.840. It can be seen that the proposed two weight functions
have a positive effect on correct classification, especially for
the classes with similar features as shown in Fig.9.

As we know, the features of the classes ‘‘Person’’ and
‘‘Aircraft’’ are significantly different with each other, it is not
difficult to distinguish the two classes, therefore, In Fig.9(d)
and Fig.9(e), we can see that the proposed models is almost
the same as some common used models in terms of the
recognition accuracy. However, the discrimination between
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FIGURE 8. The t-SNE visualization of deep features on the ImageCLEF-DA dataset.

TABLE 2. Comparison of recognition accuracy using Office-31 dataset.

‘‘Bicycle’’ and ‘‘Motorcycle’’ is not great, which look more
similar comparing with ‘‘Person’’ and ‘‘Aircraft’’, so they
are more likely to be misclassified for some networks. For
example, the true label of the test image in Fig.9(a) is
‘‘Motorcycle’’, since network 3 does not pay enough atten-
tion to these similar classes during training, the image is
incorrectly recognized as shown in Fig.9(d). On the contrary,

the proposed method solve the problem well using two novel
weighted functions. The three networks based classification
results of some samples which are easily misclassified are
shown in Table 1.

From Table 1, we can see that some classes are not very
related to each other, for example, ‘‘Aircraft’’ and ‘‘Car’’, but
due to the factors such as shooting angle, these images may
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TABLE 3. Comparison of recognition accuracy using ImageCLEF-DA dataset.

TABLE 4. Comparison of recognition accuracy using Office-Caltech-10 dataset.

FIGURE 9. The testing images and their classification results using
different networks.

still be misclassified. As shown in Table 1, the true labels
of the first and last images are ‘‘Aircraft’’, but they do not
look very similar, where the last image is misclassified as
‘‘Car’’. In this case, the proposed model can still recognize

these images accurately, and we can concluded that the two
proposed functions are helpful for improving the robustness
of the model.

Then, we will compare the proposed method with some
existed models using Office-31 dataset, ImageCLEF-DA,
dataset, and Office-Caltech-10 dataset, and the comparison
results are shown in Table 2, Table 3, and Table 4.

In the three tables, we can see that the proposed method
makes that all the classes in the source and target domains
are better aligned after adaptation, especially for the classes
that have a strong correlation with other classes, and achieve
higher recognition accuracy than other methods, therefore,
it can be concluded from the experimental results that our
innovations are of great significance.

V. CONCLUSION
In this paper, an unsupervised domain adaptation method
based on weighted adversarial network is proposed, which
implements the alignment of all classes between domains
according to feature similarity and label credibility. To the
best of our knowledge, the weighted adversarial network
based on feature similarity and label credibility has not been
proposed, and its biggest innovation is to improve the effect
of distinguishing the classes with similar features such as
‘‘bicycle’’ and ‘‘motorcycle’’. The experimental results on the
used two datasets showed the improvements in accuracy.
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