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ABSTRACT High-resolution CT images can clearly display anatomical structures but does not display
functional information, while blurred PET images can display molecular and functional information of
lesions but cannot clearly display morphological structures. Therefore, accurate PET-CT image registration,
which is used for anatomical structure and functional information fusion, is a prerequisite for early
stage cancer diagnosis. However, some hypermetabolic anatomical structures, such as brain and bladder,
have low registration accuracy. To solve this problem, a 3D unsupervised network based on a metabolic
constraint function and a multi-domain similarity measure (3D MC-MDS Net) is proposed for 3D PET-CT
image registration. Specifically, a metabolic constraint model is established based on the standard uptake
value (SUV) distribution of hypermetabolic regions such as brain, bladder, liver and heart, which reduces
the excessive distortion on displacement vector field (DVF) caused by hypermetabolic anatomical structures
in PET images. A DVF estimator is built based on 3D unsupervised convolutional neural networks and a
spatial transformer is used for warping 3D PET images to 3D CT images. The generated registration results
(PET image patches) and the original 3D CT image patches are used for calculating the spatial domain
similarity (SD similarity) and frequency domain similarity (FD similarity). Finally, the loss function of the
entire registration network is constructed by a weighted sum of SD similarity, FD similarity and a smoothness
of DVF. A dataset consisted of 170 whole-body PET-CT images is used for registration accuracy evaluation.
The proposed unsupervised registration network, 3DMC-MDS Net, can accurately learn the 3D registration
model by using the training dataset with the metabolic constraint model, which significantly improves the
registration accuracy.

INDEX TERMS PET/CT images, 3D image registration, unsupervised registration, metabolic constraint,
convolutional neural network.

I. INTRODUCTION
Positron emission tomography (PET) scanners can track
radioactive tracers to record the metabolic activity of patient
anatomical structures, which is crucial for the detection and
diagnosis of early stage cancer [1]. Because PET images are
blurred and have low resolution, the integration of computed
tomography (CT) scanners can further obtain the morpho-
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logical information of patients. In general, the metabolic
pattern of cancer tissues is more active than normal tissues.
Therefore, compared with conventional imaging technology,
the functional information and morphological information
provided by PET-CT imaging is expected to significantly
improve the sensitivity and specificity of early stage cancer
diagnosis.

However, the present PET-CT image registration solution
provided by vendors has decent accuracy in normal metabolic
regions such as bone, but not ideal in the diaphragm and some
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hypermetabolic regions. Therefore, accurate PET-CT image
registration is an important prerequisite for improving the
accuracy of early stage cancer diagnosis.

To compensate for the anatomical structure mismatch in
PET-CT caused by body movements and different postures,
[2] proposed a cubic B-spline interpolation algorithm to cap-
ture local non-rigid movements of chest PET-CT images and
mutual information (MI) was used to measure the similarity
between current registration results and fixed images in an
iterative process. Reference [3] performed a rigid registration
on chest PET-CT images and evaluated the registration per-
formance by measuring the average movement of anatomical
structures. Reference [4] used a pyramid scheme combing
global rigid registration and local non-rigid registration to
perform a 3D registration of whole-body PET-CT images,
in which the normalized mutual information (NMI) between
fixed images (CT) and moving images (PET) was used as
the similarity measure. Recently, [5] proposed an accurate
registration framework for PET-CT and ultrasound volumes
by concatenating a thin-plate spline based deformable regis-
tration method and a rigid registration algorithm, which was
performed by maximizing the overlap between segmented
prostate volume masks [6]. In these proposed methods,
the range of registration is limited in local regions. Note that
the method in [4] is 3D whole-body registration but is based
on local non-rigid registration. In addition, the combination
of rigid and non-rigid registration methods in a traditional
iterative process increases the framework complexity and
reduces the computational efficiency.

Mutual information can be used as a similarity mea-
sure in multimodal registration algorithms [7]–[10]. The
mutual information value between images can be measured
by considering the distribution of image gray values as
one-dimensional signals. High mutual information values
usually correspond to a high registration accuracy [11],
but it cannot guarantee the complete alignment of local
anatomical structures in whole-body PET-CT image regis-
tration tasks. The mutual information value between moving
images (PET) and fixed images (CT) usually increases during
the registration process. However, unlike other multimodal
registration tasks, the non-shared information between PET
images and CT images leads to an extra reduction in mutual
information values, reflecting the difference between func-
tional information in PET and anatomical structure informa-
tion in CT. Because the anatomical structure corresponding
to bright pixels in PET images can be over-deformed in
non-rigid registration process, the original non-shared infor-
mation between PET images and CT images is expected to
be incorrectly transformed to shared information, resulting
in further increase of the mutual information value. As a
result, the ideal alignment does not correspond to the highest
mutual information value in the above situation. Therefore,
mutual information measures cannot be directly applied to
whole-body PET-CT image registration tasks.

Recently, deep learning techniques [12] combined with
iterative-basedmethods are used to obtain registration results.

Reference [13] proposed a rigid registration model for MR
images by using a convolutional neural network (CNN) as
a similarity metric and the registration results outperformed
MI based registration. Reference [14] proposed a supervised
rigid image registration framework for 3DCT and cone-beam
CT images and this end-to-end solution demonstrated the
feasibility of deep learning technology in rigid registration
tasks by using the output of CNN.

Iterative-based methods can obtain high registration accu-
racy but the registration efficiency is limited. Reference [15]
proposed a real-time rigid image registration model by using
CNN to generate transformation parameters and the registra-
tion results demonstrated that the proposed framework signif-
icantly improved the computational efficiency without losing
much precision compared to conventional methods. Although
supervised training models can be used in rigid image regis-
tration tasks, it is hard to obtain ground truth transformations
corresponding to the training dataset. To overcome the diffi-
culty of obtaining ground truth transformations, [16] used a
stacked auto-encoder (SAE) for brain MR image registration
and the proposed unsupervised approach avoided the tedious
labeling process with human errors. However, the network
training process is not end-to-end and limited in brain regions.

The reliance on ground truth transformations or parameters
makes unsupervised registration an option, in which a key
innovation called spatial transformer network (STN) [17] has
been widely used [18]. STN can be used for fast feature map
transformation and the differentiable characteristic makes it
possible to be embedded in larger networks as a component.
Reference [19] proposed a CNN based real-time deformable
registration framework and the transformation parameters
were used in STN to correct inspiration caused deformation
in MR images. Inspired by STN, [20] concatenated a CNN
regressor with a spatial transformer and proposed a 2D end-
to-end deformable image registration network (2D DIR Net).
2D DIR Net expects a moving image and a fixed image as
inputs and uses an unsupervised similarity measure as loss
function for network training. The trained CNN regressor can
automatically generate registration parameters with higher
computational efficiency, avoiding the usage of ground truth
transformation. However, 2DDIRNet cannot effectively ana-
lyze the information in 3D images for registration.

In order to accomplish automatic unsupervised registration
on 3D PET-CT images, in our previous work, two registration
methods (3D CNN-RT [22] and DenseRegNet [30]) were
proposed based on deep learning technology. 3D CNN-RT
utilized a 3D CNN network structure to register 3D PET-CT
images and a regular term was added to the loss function
for preventing the over-deformation of anatomical structures.
DenseRegNet utilized a DenseNet based network structure
for displacement vector field (DVF) predicting and proposed
a two-level similarity measure for network training optimiza-
tion, further improving the registration accuracy. Although,
our previous works [22] [30] showed potential capability of a
deep CNNmodel for image registration between PET and CT
images, the accuracy of the registration on hypermetabolic
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regions such as the brain, bladder, liver and heart were still
unsatisfied.

To solve the above problem, an unsupervised network is
proposed in this paper for 3D PET-CT image registration
by using a metabolic constraint function and a multi-domain
similarity measure (3D MC-MDS Net). The main contribu-
tions of the proposed work are as follows.
• (1) A metabolic constraint model is built to restrict the
over-deformation of hypermetabolic anatomical struc-
tures during the registration processes (Section II-A).

• (2) A novel frequency domain similarity (FD similarity)
measure is combined with a spatial domain similarity
(SD similarity) measure and a smoothness to construct
loss function for the proposed registration network,
which significantly improves the PET-CT image regis-
tration accuracy (Section II-C).

The remaining of this paper is organized as follows.
Section II will describe the implementation of the proposed
3D MC-MDS Net. Section III will show the dataset and
experimental process. Section IV will show the experimental
results and discuss related issues. Section V will draw con-
clusions.

II. METHOD
In theory, the proposed method can perform registration from
PET images to CT images, in which PET images are referred
as moving images, and vice versa. However, PET images are
blurred, which contain metabolic information. If the blurred
PET images are referred as fixed images and the CT images
are referred as moving images, it will lead to larger registra-
tion errors. Thus, the scheme of PET for moving images and
CT for fixed images is selected.

A. METABOLIC CONSTRAINT MODEL
Some hypermetabolic anatomical structures in PET images
cause the distortion in the PET-CT image registration pro-
cess and reduce the registration accuracy [22], as shown in
Figure 1.

FIGURE 1. The distortion caused by hypermetabolic anatomical
structures (coronal section). (a) Fixed image (CT). (b) Moving image (PET).
(c) Reference truth [28]. (d) 3D CNN-RT [22] registration result,
the regions pointed by red arrows are distorted hypermetabolic
anatomical structures (brain, bladder).

The registration results of hypermetabolic anatomical
structures in Figure 1, which are pointed by arrows (brain and
bladder), are severely distorted. The registration result in the
brain region are excessively stretched in horizontal direction,
causing severe distortion of the contour, while the registra-
tion result in the bladder region are significantly squeezed
(Figure 1(d)). Therefore, reducing the adverse effects of
hypermetabolic anatomical structure is needed for improving
the registration accuracy.

To discover the standard uptake value (SUV) distribu-
tion pattern of hypermetabolic anatomical structures such
as brain, bladder, heart and liver, a dataset consisted
of 170 PET-CT images is used for statistical analysis. The
SUV distribution in hypermetabolic anatomical structures is
shown in Table 1 and Figure 2.

FIGURE 2. SUV distribution box diagram of hypermetabolic anatomical
structures.

The bladder records the highest mean metabolic value
(µSUV = 39.241) in Table 1 and Figure 2, which is
significantly higher than the metabolic level of the brain
(µSUV = 11.056) and the heart (µSUV = 3.970). It can be
explained by the pseudo-metabolic phenomenon generated
by the deposition of the radioactive tracer, which contributes
to the high bladder SUV and does not indicate the exact
metabolic level. The standard deviation of bladder SUV is
34.772, which is much higher than brain (σSUV = 3.185) and
heart (σSUV = 3.346), indicating that the deposition of the
radiotracer amplifies the metabolic level differences between
different individuals. As for liver, the mean and standard
deviation of liver SUV are 2.144 and 0.604, respectively.
Therefore, the registration distortion is severe in hyperme-
tabolic anatomical structures with highermetabolic level such
as brain and bladder in Figure 1(d), while the registration
accuracy in anatomical structures with lower metabolic level
is decent.

To suppress the registration error in hypermetabolic
anatomical structures, a metabolic constraint model is pro-
posed in this paper and applied to the registration process.
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TABLE 1. SUV distribution of hypermetabolic anatomical structures.

The metabolic constraint function is as follows.

fmc(p) =


k1 × p(x, y, z)+ b1, if 0 ≤ p(x, y, z) ≤ µ1

k2 × p(x, y, z)+ b2, if µ1 ≤ p(x, y, z) ≤ µ2

k3 × p(x, y, z)+ b3, if , p(x, y, z) ≥ µ2

(1)

where fmc represents the metabolic constraint function,
p(x, y, z) is the SUV in the moving image (PET), and x, y, z
represent coordinates in the 3D space. ki, bi (i = 1, 2, 3) and
µj (j = 1, 2) are hyperparameters.

To maintain the relationship between anatomical struc-
tures at different metabolic levels, the metabolic constraint
function fmc is monotonically increasing. Specifically, for
∀p(x, y, z), q(x, y, z) ∈ M , such that p(x, y, z) ≤ q(x, y, z),
then fmc(p(x, y, z)) ≤ fmc(q(x, y, z)), where M denotes a
moving image.

B. 3D UNSUPERVISED REGISTRATION NETWORK
STRUCTURE
The network structure of 3D MC-MDS Net is shown in
Figure 3 and includes the following parts. (1) A metabolic
constraint model (Section II-A), which is used to restrict
the over-deformation of hypermetabolic anatomical struc-
tures during the registration processes; (2) A CNN based
low-resolution displacement vector field (LR-DVF) esti-
mator [22], which expects PET-CT images as inputs
and outputs LR-DVF as transformation parameters; (3) A
bicubic interpolation operation layer, which generates
high-resolution displacement vector field (HR-DVF) from
LR-DVF; (4) A 3D spatial transformer [23], which uses the
HR-DVF to warp a moving PET image to a fixed CT image;
(5) The multi-domain similarity loss for network training,
which will be discussed in Section II-C.

The LR-DVF estimator is the only trainable structure in
the entire network, which consists of 7 convolutional layers.
The filter size of first 4 layers is 3 × 3 × 3@16 with an
exponential linear unit (ELU) appended as activation function
and the filter size of subsequent 2 convolutional layers is
1 × 1 × 1@16 with ELU appended. The size of the last
convolutional layer is 1 × 1 × 1@3 without ELU function.
In addition, each of the first 4 convolutional layers is linked
to an average pooling layer of size 2× 2× 2.

To obtain accurate registration results, the resolution of
HR-DVF in Figure 3 is set to be the same as original input
patches. SinceHR-DVF is directly obtained fromLR-DVF by
using bicubic interpolation, LR-DVF determines the defor-
mation granularity of the moving image (PET) in the reg-
istration process. Lower the resolution of LR-DVF results
in larger the deformation granularity and more components

of rigid deformation in the registration process. On the con-
trary, high LR-DVF resolution corresponds to more non-rigid
deformation components in the registration process. To make
the balance between rigid deformation and non-rigid defor-
mation, the resolution of LR-DVF is set to 4 × 4 × 4
in the training stage, which means that the resolution of
LR-DVF in both horizontal and vertical directions is 1/16 of
HR-DVF.

The inputs of 3D MC-MDS Net in the training process are
PET-CT image patches of size 64 × 64 × 64 and the dataset
generation method is described in Section III-A. The network
training process consists of the following steps.

(1) Generate 3D PET-CT image patches from whole-body
PET-CT images by using overlapped sampling;

(2) Apply metabolic constraint model to 3D PET image
patches by using metabolic constraint function (Eq. (1));

(3) Feed the normalized 3D PET image patches and 3D
CT image patches jointly into the LR-DVF estimator, and
calculating the smoothness of LR-DVF;

(4) Perform a bicubic interpolation on LR-DVF to generate
the HR-DVF;

(5) Feed the HR-DVF and the original 3D PET patches
jointly into the spatial transformer for 3D patch-level PET-
CT registration;

(6) Calculate the spatial domain similarity (SD similarity)
with the original 3D CT patches based on the current regis-
tration result;

(7) Perform a discrete wavelet transform (DWT) on the
current registration result to generate 3 high frequency image
patches and 1 low frequency image patch;

(8) Calculate the frequency domain similarity (FD similar-
ity) between current registration results and the original 3D
CT image patches;

(9) Construct the loss function of the entire registration
network by weighting sum of the smoothness, the spatial
domain similarity (SD similarity) and the frequency domain
similarity (FD similarity);

(10) Perform back-propagation algorithm for LR-DVF
estimator training.

The testing process of 3D MC-MDS Net is shown in
the lower part of Figure 3. The input of the network are
whole-body PET-CT images of size h×w×d , where h and w
are height and width of the image in horizontal direction, d is
depth of the image in vertical direction. The network testing
process consists of the following steps.

(1) Apply metabolic constraint model to 3D whole-body
PET images by using metabolic constraint function (Eq. (1));

(2) Feed the normalized 3D whole-body PET images
and the 3D whole-body CT images jointly into the trained
LR-DVF estimator [22] to directly predict the LR-DVF;
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FIGURE 3. The proposed 3D unsupervised PET-CT image registration network structure.

(3) Perform bicubic interpolation on LR-DVF to generate
HR-DVF;

(4) Feed the HR-DVF and original 3D whole-body PET
images jointly into the spatial transformer for patient-level
PET-CT image registration.

C. MULTI-DOMAIN SIMILARITY LOSS
The conventional voxel-based similarity measure is based
on spatial domain and is suitable for a variety of registra-
tion tasks. However, the voxel intensity of hypermetabolic
anatomical structures is usually low in CT images, making
it difficult to correctly align the anatomical structures in
PET-CT image registration tasks by using only spatial domain
similarity measures.

To compensate for the misalignment by using voxel-based
similarity measure in PET-CT image registration tasks,
a frequency domain similarity measure is proposed in this
paper. Though the voxel intensity of hypermetabolic regions

in CT images is usually low, the contours of perfectly
aligned anatomical structures in PET-CT images are still
partially matched. Therefore, enhancing the sensitivity to
contour information of hypermetabolic anatomical structures
is expected to improve the registration accuracy. Specifically,
the original CT image patches and the current registration
results are transformed into frequency domain information
by discrete wavelet transform (DWT) in the training process.
Note that only high frequency information is preserved for the
frequency domain similarity calculation, which means that
the low frequency information is discarded in the process of
loss calculation.

To improve the registration accuracy by using the context
information of anatomical structures in PET-CT images, it is
also needed to introduce a smoothness measure into the loss
function. Specifically, the gradient of the LR-DVF tensor in
horizontal and vertical directions is used to compose a dif-
ferentiable voxel-level regular term [22], [25] in the training
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process, which is used to minimize the abnormal spatial
transformation of adjacent voxels and ensure the smoothness
of the registration.

Based on the above considerations, a multi-domain sim-
ilarity loss function is proposed in this paper, which is
developed for whole-body PET-CT image registration tasks.
The coordinated multidomain (spatial domain and frequency
domain) loss function includes the following parts. (1) Spatial
domain similarity measure; (2) Frequency domain similarity
measure; (3) Displacement vector field smoothness measure.
Let M denotes a moving image, F denotes a fixed image,
and the registration result is denoted by Mt , where t is
the number of iterations in the training stage. YSD and YFD
are the similarity measures in the spatial domain and the
frequency domain, which are used to align the anatomical
structures. The DVF smoothness measure R(D) is used to
minimize abnormal deformations. Therefore, the definition
of loss function L is shown as follows.

L = −λ1 · YSD(F,Mt )− λ2 · YFD(F,Mt )+ λ3 · R(D) (2)

where the hyperparameters λi (i = 1, 2, 3) are used to balance
the similarity measures and the DVF smoothness measure
R(D) and D is the tensor representing LR-DVF. YSD(F,Mt )
and YFD(F,Mt ) are the similarity measures between fixed
images and current registration results in the spatial domain
and the frequency domain, respectively. Since the size of
whole-body PET-CT images varies with the physical condi-
tion of patients, a similarity measure based on normalized
cross correlation (NCC) is used in this paper. Compared with
the similarity measures based on cross correlation, NCC does
not depend on the size and contrast of an image [24]. The
spatial domain similarity measure YSD and frequency domain
similarity measure YFD can be calculated as

YSD(F,Mt ) = NCC(F,Mt ) (3)

YFD(F,Mt ) = NCC(WT (F),WT (Mt )) (4)

whereWT is the wavelet transform operation. As for the DVF
smoothness, the L1 norm of the LR-DVF partial derivative is
used instead of the L2 norm, which is inspired by the regular
term in [25]. The regular term R(D) can be calculated as

R(D) =
∑
i∈�

‖∇Di‖1 (5)

where Di is a voxel in the LR-DVF tensor, the gradient of
Di in the horizontal and vertical directions is calculated by
using the gradient operation ∇, and� represents the range of
the 3D input image (or image patch). Therefore, the total loss
function of 3D MC-MDS Net can be calculated as

L = −λ1 · NCC(F,Mt )

− λ2 · NCC(WT (F),WT (Mt ))

+ λ3
∑

i∈�
‖∇Di‖1 (6)

where ∇Di is the gradient of LR-DVF tensor.

III. EXPERIMENTS
A. DATASET
A dataset consisted of 170 whole-body PET-CT images
is used for registration performance evaluation, of which
103 cases are male and the remaining 67 cases are female.
18F-FDG is used as the radioactive tracer in the PET imaging
process with a delay of 60 minutes. The spatial resolution
of CT images and PET images in the horizontal direction
is 0.976562mm and 5.46875mm, respectively. The experi-
mental dataset is divided into two parts. (1) The training
dataset which contains 3D PET-CT patches of size 64×64×
64; (2) The testing dataset which contains 3D whole-body
PET-CT images of size 128 × 128 × n (n ranges from
215 to 351). The dataset generation process consists of the
following steps.

(1) Load the 128× 128 sized PET images from a selected
patient and sort them by PET sequence numbers;

(2) Load the 512 × 512 sized CT images from the same
patient and sort them by CT sequence numbers;

(3) Reconstruct the sorted 2D PET and CT images into
a 3D PET image (128 × 128 × n) and a 3D CT image
(512× 512× n);
(4) Convert the voxels in 3D CT images to Hu values and

adjust the window level and the window width;
(5) Convert the voxels in 3D PET images to SUV;
(6) For the testing dataset generation, down-sample the 3D

CT image from 512×512×n to 128×128×n and compose
the 3D whole-body PET-CT image;

(7) For the training dataset generation, crop the 3D
whole-body PET-CT image of each patient separately into
patches of size 64×64×64 with a stride of 32 voxels and the
sampled patches are discarded if the sliding window exceeds
the image boundary;

(8) Repeat step (1) to (7) for all patient cases in the dataset.
Finally, a total of 21,558 3D PET-CT image patches is

generated from 170 3D whole-body PET-CT images and all
generated images and patches are normalized before feeding
into the network.

B. TRAINING PROCESSES AND HYPERPARAMETER
SETTINGS
A10-fold cross-validation is used to evaluate the performance
of 3D MC-MDS Net and baseline methods (Section III-C).
The dataset consisted of 170 PET-CT scans are divided
into 10 parts by random seeds. In each part, image data
of 17 patients (10%) are selected to compose the testing
dataset and the remaining 153 PET-CT scans (90%)with their
patches are used for the training process. The 64 × 64 × 64
sized 3D PET-CT image patches are fed into the network for
training, while 128 × 128 × n (n ranges from 215 to 351)
sized 3D whole-body PET-CT images in the testing dataset
are fed into the trained LR-DVF estimator for registration.
To save memory usage for whole-body images, all tensors for
the loss function calculation are released in the testing pro-
cess. Since the registration results are spatially transformed
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from the original 3D PET images, which are not metabolic
constrained, all voxels (SUV) larger than 5 are clipped to
5 in the visualized registration result and used for subsequent
quantitative evaluation.

The hyperparameters of the metabolic constraint model
(Eq. (1)), which are determined in advance, can be set by
using the statistical data from Table 1 and Figure 2. First,
most of the low metabolic regions (SUV < 1.8) in Figure 1
do not exhibit excessive distortion in the registration process.
Therefore, set µ1 = 1.8, k1 = 1, b1 = 0 for keeping the
original low metabolic information in PET images. Second,
the registration distortions caused by native hypermetabolic
anatomical structures such as brain and heart are visually
different from the distortions caused by anatomical structures
with pseudo-metabolic phenomenon (bladder). Thus, accord-
ing the metabolic level distributions in Table 1, µ2 = 20 is
set for separating different type of hypermetabolic anatomical
structures. Then, k2 = 0.038, b2 = 1.732 are set according
to the monotonically increasing property of the metabolic
constraint model. Finally, k3 = 0.003, b3 = 2.440 are used
to limit the output value of Eq. (1).

In [22], the loss function is constructed by the first term
(space domain similarity) and the third term (regular term) in
Eq. (6), i.e., L = −λ1 · NCC(F,Mt ) + λ3 ·

∑
i∈� ‖∇Di‖1.

Since the goal of registration is to maximize the similarity
between registered images and fixed images, the value of λ1
is set to 1 for investigating the relationship between λ3 and
NCC. In the experiment, the value of λ3 is chosen from range
(0.01, 0.1) with a stride of 0.01 and the optimal value of λ3 is
0.04 (Figure 4).

FIGURE 4. The relationship between regular term coefficient λ3 and
whole-body NCC.

In this paper, the relationship between spatial domain sim-
ilarity coefficient (λ1), frequency domain similarity coeffi-
cient (λ2) and whole-body NCC is also discussed. In the
experiment, the value of λ3 is set to 0.04 according to the pre-
vious discussion and a grid searching is performed in range
(0, 1.25) with a stride of 0.25. Based on the grid searching
result in Figure 5, the parameter values corresponding to the
highest whole-body NCC (λ1 = 1, λ2 = 1, λ3 = 0.04) are
set for optimal registration accuracy.

With regard to the convergence issue, an early stopping
mechanism is used in the training process for network conver-
gence, which monitors the changes of loss (Eq. (6)). As long

FIGURE 5. Grid searching result of spatial domain similarity
coefficient (λ1) and frequency domain similarity coefficient (λ2) in Eq. (6).

as the network loss value continuously increases, the early
stopping mechanism is triggered and the training process is
completed.

Adam optimizer is used in the training process and the
learning rate is 1.0 × 10−4 with 10,000 iterations. The pro-
posed neural network is constructed using TensorFlow and
the 3D bicubic interpolation operation is composed of two
GPU-accelerated 2D bicubic interpolation operations. The
DWT from spatial domain images to frequency domain infor-
mation is implemented by the PyWavelet library and the 3D
spatial transformer is implemented according to [23].

C. BASELINE METHODS AND ABLATION STUDIES
1) BASELINE METHODS
To evaluate and compare the registration accuracy of the pro-
posed registration method for PET-CT images, four baseline
methods are implemented: VoxelMorph [23], 2D deformable
image registration network (2D DIR Net) [20], Advanced
normalization tools (ANTs) [21] and 3D CNN with regular
term (3D CNN-RT) [22].

(1) VoxelMorph [23]: VoxelMorph is a deformable image
registrationmethod that uses a U-Net based network structure
to predict the deformation parameters for a pair of images.
The registration is accomplished by feeding a moving image
into a parameterized spatial transformer based on the pre-
dicted parameters. In this experiment, we applied an open
source implementation of thismethod towhole-body PET-CT
images registrations.1 The hyperparameters (λ = 1) recom-
mended by [23] are used after grid searching and the final
registration is obtained through a single forward propagation.

(2) 2D DIRNet [20]: 2D DIR Net is an unsupervised med-
ical image registration method based on deep learning tech-
nology and its registration accuracy in MR images is better
than traditional rigid registration methods with improved reg-
istration efficiency. Since 2D DIR Net is used for 2D image
registration, it is impossible to input 3D images directly into
this network. To ensure the fairness of the evaluation process,
the 3Dwhole-body PET-CT images are sliced into 2D images

1https://github.com/voxelmorph/voxelmorph
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of size 128× 128 for training and testing and the warped 2D
images of size 128×128 are stacked into 3D images for both
visual and quantitative evaluation.

(3)ANTs [21]: TheANTs software is a conventional image
registration toolkit. The similarity measure between a mov-
ing image and a fixed image is used to update deformation
parameters in an iterative process to generate the registration
result. The Symmetric normalization (SyN) implementation
in the ANTs software toolkit is used for PET-CT image
registration with default arguments, which applies both affine
and elastic deformations to the moving image and uses the
mutual information as a target function in the iterative process
with adequate computational efficiency.

(4) 3D CNN-RT [22]: 3D CNN-RT is a 3D unsupervised
image registration method based on convolutional neural net-
works, which is consisted of a CNN regressor and a 3D spatial
transformer [23]. Compared with conventional 2D registra-
tion methods, it makes full use of the spatial information
contained in the 3D images and avoids over deformation in
the registration process by introducing a smoothness measure
of displacement vector field in the loss function.

Note that feature point based registration methods are suit-
able for structural images because the feature points (corner
points, inflection points, etc.) of these images can be easily
found. However, the PET images in PET-CT registration tasks
are blurred and contain metabolic information rather than
structural information. Therefore, not all of the feature points
in PET images can be explicitly extracted and registration
methods based on feature point are not included in baseline
methods.

2) ABLATION STUDIES
To better demonstrate the effects of the metabolic constraint
model and frequency domain similarity measure proposed in
this paper on the registration accuracy of PET-CT images,
three ablation studies (3D MC-MDS Net, 3D MC-MDS Net
(w/o MDS), 3D MC-MDS Net (w/o MC)) are performed on
the same dataset.

(1) 3D MC-MDS Net: The proposed 3D MC-MDS
Net includes a metabolic constraint model and introduces
multi-domain similarity to construct loss function. This
network can automatically learn the registration model of
PET-CT images in an unsupervised manner. After training,
the final registration results can be generated by a single
feed-forward propagation.

(2) 3D MC-MDS Net (w/o MDS): 3D MC-MDS Net
(w/o MDS) refers to the addition of the metabolic constraint
model based on 3D CNN-RT (3D CNN-RT+MC), which is
also a frequency domain similarity removed version of 3D
MC-MDS Net. This experiment can verify the effects of
frequency domain similarity for PET-CT image registration
accuracy compared with conventional intensity-based simi-
larity. Because the regular term of displacement vector field
can improve the accuracy of PET-CT image registration
task [22], the loss function in this experiment includes spatial
domain similarity measure and regular term, which means

that all the network structures in this study are the same as
3D MC-MDS Net except the loss function.

(3) 3D MC-MDS Net (w/o MC): 3D MC-MDS Net (w/o
MC) refers to the deployment of multi-domain similarity
based on 3D CNN-RT (3D CNN-RT + MDS), which is
also a metabolic constraint model removed version of 3D
MC-MDS Net. This experiment can verify the effect of the
metabolic constraint model on abnormal deformations caused
by hypermetabolic anatomical structures. In addition, the net-
work output is truncated to a range of SUV (0, 5) for further
visualization processes due to the high fluctuation level of
SUV in the original PET images (see Table 1 and Figure 2),
which is also used in [22]. Note that the network structure of
this ablation study is the same as 3D MC-MDS Net except
the metabolic constraint model.

D. EVALUATION CRITERIA
Due to the difficulty of obtaining voxel-level ground truth
transformations for whole-body PET-CT images, the regis-
tration accuracy cannot be evaluated by directly calculat-
ing the mean distances of anatomical landmarks. Instead,
normalized cross correlation [24], mutual information [26]
and normalized mutual information [27] are used to evaluate
the registration accuracy. The above registration accuracy
evaluation measures are calculated as follows.

NCC(M ,F)=

∑m
i=1

∑n
j=1(Mi − M̄ )(Fj − F̄)

σ (M )σ (F)
(7)

MI (M ,F)=
m∑
i=1

n∑
j=1

P(Mi,Fj)log
P(Mi,Fj)
P(Mi)P′(Fj)

(8)

NMI (M ,F)=
2MI (M ,F)

−
∑m

i=1P(Mi)logP(Mi)−
∑n

j=1P
′(Fj)logP′(Fj)

(9)

where functions M̄ and σ (M ) are the mean and standard
deviation of all voxels in the image M , respectively. P(Mi)
denotes the probability of voxelMi appearing in the imageM .
Similarly,P′(Fj) denotes the probability of voxelFj appearing
in the image F . In addition, P(Mi,Fj) is the joint probability
of voxel pair (Mi,Fj).

To evaluate the registration accuracy of brain, the scores
of brain region are also introduced by using the voxel data
within the brain bounding box. Note that only 42 of the
170 whole-body PET-CT images in the dataset contains brain
regions and are used for registration accuracy evaluation. The
brain bounding box refers to the image slices between the
uppermost part of the skull and the maxilla on the CT images.

In addition to comparing with the baseline methods, refer-
ence truth can be obtained by adjusting the pixel spacing of
PET images [28]. Note that ground truth or ground truth trans-
formations are not used in the training process. Specifically,
the pixel spacing of PET image (5.46875mm) is adjusted
to CT image (0.976562mm) for generating reference truth.
Although this method cannot correct non-rigid deformation
caused by breathing and only work for PET-CT images of the
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FIGURE 6. Whole-body PET-CT image registration results. (a) Fixed image (CT). (b) Moving image (PET). (c) Reference truth. (d) VoxelMorph [23]
registration result. (e) 2D DIR Net [20] registration result. (f) ANTs [21] registration result. (g) 3D CNN-RT [22] registration result. (h) 3D MC-MDS
(w/o MDS) registration result. (i) 3D MC-MDS (w/o MC) registration result. (j) 3D MC-MDS registration result. Each registered 3D image is visualized in
the coronal section (top), axial section (middle) and sagittal section (bottom).

same patient, it is still suitable for generating reference truth.
Note that all quantitative evaluation measures are calculated
between the registration results and the corresponding refer-
ence truth.

IV. RESULTS AND DISCUSSIONS
The registration results of 3D PET-CT images are shown
in Figure 6. The proposed method not only significantly
improves the registration accuracy of high metabolic brain
(red arrow), but also suppresses the mismatch of anatomical
structures near the diaphragm (blue rectangular area) caused
by breathing during imaging process. In addition, the regis-
tration accuracy in spine area (green rectangular area) is also
improved.

In the brain region, VoxelMorph (Figure 6(d)), 2DDIRNet
(Figure 6(e)), ANTs (Figure 6(f)), 3D CNN-RT (Figure 6(g))
and 3D MC-MDS (w/o MC) (Figure 6(i)) all generate exces-
sive distortions, resulting in the loss of the contour and inter-
nal textures. Referring to the reference truth (Figure 6(c)),
the 3D MC-MDS (w/o MDS) (Figure 6(h)) maintains the
outline of the brain region but not internal textures, while the
proposed method (Figure 6(j)) maintains most of the textures
of the brain.

Near the diaphragm, VoxelMorph (Figure 6(d)), 2D DIR
Net (Figure 6(e)) and ANTs (Figure 6(f)) give significantly
distorted results, which reduces the registration accuracy.

Since the reference truth (Figure 6(c)) does not compensate
for the misalignment between the moving images (PET) and
the fixed images (CT) caused by breathing in the region
near the diaphragm, the registration accuracy is determined
by using the anatomical structures contained in the fixed
image (Figure 6(a)). 3D MC-MDS (w/o MDS) (Figure 6(h))
does not correct the non-rigid deformation mentioned above.
Although the position of diaphragm is not completely warped
to the fixed image (Figure 6(a)), 3D CNN-RT (Figure 6(g)),
3D MC-MDS (w/o MC) (Figure 6(i)) and 3D MC-MDS
(Figure 6(j)) all correct the low metabolic region misalign-
ment in PET images.

Near the spine, VoxelMorph (Figure 6(d)), 2D DIR Net
(Figure 6(e)), 3D CNN-RT (Figure 6(g)) and 3D MC-MDS
(w/o MDS) (Figure 6(h)) all lost most of the original tex-
tures in the moving PET images, while ANTs (Figure 6(f)),
3D MC-MDS (w/o MC) (Figure 6(i)) and 3D MC-MDS
(Figure 6(j)) have higher registration accuracy in the region
near the spine.

All registration results and their difference images with
corresponding reference truth (coronal section) are shown
in Figure 7. The lower the brightness of the difference
images, the better the registration accuracy. Compared with
the baseline methods, the difference image of 3D MC-MDS
(Figure 7(r)) achieves lower errors. The difference image
of 3D MC-MDS (w/o MDS) (Figure 7(p)) has the lowest
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FIGURE 7. Difference images (k-r) between moving images (b-i) and the reference truth (j).

FIGURE 8. Quantitative evaluation results on 170 whole-body PET-CT images.

brightness in the brain but higher in other regions. The differ-
ence images of 3D CNN-RT (Figure 7(o)) and 3D MC-MDS
(w/o MC) (Figure 7(q)) show more distortions in the high
metabolic regions. Besides, the difference images of Voxel-
Morph (Figure 7(l)), 2D DIR Net (Figure 7(m)) and ANTs

(Figure 7(n)) have more bright regions, indicating that the
anatomical structures are excessively distorted by registration
process.

The quantitative evaluations of the registration accuracy
on 170 PET-CT images are shown in Figure 8 and Table 2.
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TABLE 2. The quantitative evaluation of all registration methods.

Our methods obtain the best results in NCC, MI and NMI
scores, indicating that 3D MC-MDS outperformed the other
methods in terms of registration accuracy. The execution time
per patient for registration is also listed in Table 2. Compared
with the iteration-based methods, the proposed method accel-
erates registration process by applying single feed-forward
propagation scheme.

In order to verify the bidirectional reversibility of the pro-
posed method, a CT-to-PET experiment is performed and the
quantitative evaluation results are shown in Table 3.

TABLE 3. The quantitative evaluation of the proposed method in both
direction (Avg.).

The registration performance of the PET-to-CT mode
in Table 3 is better than that of the CT-to-PET mode.
We believe that the blurred PET images are regarded as fixed
images in the CT-to-PETmode, which leads to relatively large
errors in DVF and reduces the registration accuracy compared
to the PET-to-CT mode. Thus, the PET-to-CT mode is used
in this work.

The proposed method and DenseRegNet [30] both perform
the 3D PET-CT image registration, but these two methods are
different at (1) The loss function of DenseRegNet includes
a 2D DIR Net [20] derived similarity measure and a regu-
lar term, which is defined in the spatial domain. Different
from DenseRegNet, the proposed loss function consists of
a spatial domain similarity measure, a frequency domain
similarity measure and a regular term; (2) A novel metabolic
constraint function is defined and applied to PET images
in the proposed method to reduce the excessive distortion
in hypermetabolic anatomical structures. The quantitative

evaluation of the proposed method and DenseRegNet is
shown in Table 4 and Table 5.

TABLE 4. The quantitative evaluation of the proposed method and
DenseRegNet in whole-body regions (Avg.).

TABLE 5. The quantitative evaluation of the proposed method and
DenseRegNet in hypermetabolic brain regions (Avg.).

In Table 4, the whole-body registration accuracy of the pro-
posed method is slightly lower than DenseRegNet. However,
the proposed method obtains higher scores in the hyperme-
tabolic brain region (Table 5).

The above work shows that the non-rigid deformations
caused by breathing in PET-CT imaging process lead to
systematic differences of anatomical structure alignments in
corresponding PET-CT images, which cannot be compen-
sated by rigid registration. Although there is no ground truth
transformation for network training, the proposed method
(3D MC-MDS Net) successfully learns the PET-CT image
registration model by an unsupervised learning scheme.
A metabolic constraint model is used to suppress the regis-
tration error of hypermetabolic region and a multi-domain
similarity function is used to maintain the texture of the

VOLUME 8, 2020 63087



H. Yu et al.: Unsupervised 3D PET-CT Image Registration Method

anatomical structure in the non-rigid registration process,
which significantly improves the registration accuracy on
whole-body PET-CT images.

V. CONCLUSIONS
In this paper, we propose an unsupervised registration net-
work (3D MC-MDS Net) for 3D whole-body PET-CT
images, which avoids the usage of ground truth trans-
formations for network training. In the proposed method,
a metabolic constraint model is applied to suppress the reg-
istration distortion caused by hypermetabolic regions in PET
images. In addition, we also introduce a multi-domain simi-
larity based loss function to improve the registration accuracy.
In the testing process, a dataset consisted of 170 whole-
body PET-CT images are used for registration accuracy
evaluation. The visual and quantitative evaluation results
demonstrate that the proposed method with metabolic con-
straint model and multi-domain similarity measures signifi-
cantly improves the registration accuracy on 3D whole-body
PET-CT images compared with baseline methods, which is
expected to improve the sensitivity and specificity of early
cancer diagnosis systems.
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