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ABSTRACT As an important tool in the field of mathematics, higher-order derivation problems are
widely used in differentials, quantum mechanics, and engineering applications. However, in the electronic
computer (EC), due to the existence of the carry in the calculation, the computational efficiency is low when
solving the higher-order derivation problem. In response to this problem, the ternary optical computer (TOC)
has the advantages of no carry-in and the characteristics of numerous data bits, reconfigurable processors
and parallel computing. Solve the higher-order derivation problems with complex operations by constructing
multipliers and adders on the TOC platform, and copying multiple composite operator units (COUs). This
article introduces the design of the higher-order derivative algorithm based on TOC in detail, the reconfigu-
ration process of the multiplier and adder, and the number of bits of the multiplier and adder required in the
implementation is given. Besides, the hardware resources and clock cycles in the operation are analyzed. The
feasibility of the implementation scheme is verified by experiments. Compared with the traditional higher-
order derivative, the higher-order derivative based on the TOC is superior in time performance, computational
efficiency, and processing of complex operations. Due to the limitation of the research stage, the algorithm
is only applicable to the function of polynomials, which lays a foundation for the further research of higher-
order derivative algorithms, and has certain application significance.

INDEX TERMS Ternary optical computer, higher-order derivative, MSD adder, MSDmultiplier, composite
operator unit.

I. INTRODUCTION
Internet technology has experienced the rise of the late
20th century, and the rapid development at the beginning
of this century. The rapid growth of the number of internet
users has led to the growth of data volume, and the large-
scale data computing problems brought about by this are
compelling [1]. The speed and efficiency of higher-order
derivation is critical in practical applications, especially in
engineering and scientific computing. For the ordinary elec-
tronic computer (EC), the process of higher-order derivative
addition, subtraction, multiplication and division is realized
by the logic operation of hardware. The addition is the basic
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operation, the logical relationship is ‘‘XOR’’, the same is 0,
the difference is 1, the result of ‘‘XOR’’ is the value of
the local sum, and then determine whether to perform the
carry according to the operation requirements; subtraction is
a complement-addition operation; multiplication operations
use shift-addition or a large amount of hardware for logic
operations; division is performed by shift-subtraction and
performing a complement-addition operation. This process is
repeated multiple times to complete the update of the higher-
order derivative [2]. It can be seen that the EC is inefficient
in dealing with the complicated computing requests.

When the functions are complex, the processing time of
higher-order derivatives will increase sharply, which cannot
meet the needs of users for quick response. Therefore, peo-
ple began to construct many CPUs as parallel computing
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platforms to handle such complex operations [3]. However,
since the number of CPUs is not proportional to the process-
ing power obtained, when the number of CPUs exceeds a
certain value, the processing power of the parallel computing
platform grows slowly. In fact, only 6% to 12% of the energy
is actually used to respond to user requests for computing.
Most of the energy is used to solve communication and I/O
problems, and the energy consumption is huge.

The ternary optical computer (TOC) is a photoelec-
tric hybrid computer. It expresses information through
no-light state and two polarization states. The liquid crystal
array (LCA) is used to control the polarization direction of
the light beam, and the polarizer is used to complete the
information processing. From the application point of view,
the number of pixels in the LCA is large, which makes it have
a large number of processor bits; the calculation function of
the processor bits can be reconstructed, and the running time
can be reconfigured according to user requirements, which is
more advantageous than EC [4]. In addition, TOC’s second-
generation experimental system already has a reconfigurable
optical processor with thousands of data, and the number
of bits is easily extended, which can efficiently calculate a
large amount of complex data. This paper combines the two
characteristics of TOC’s numerous data bits and the recon-
figurable processor. A ternary optical processor with multiple
data bits is used to solve the higher-order derivative problem
of complex calculations by constructing multipliers, adders,
and replicating multiple composite operator units (COUs),
and computational efficiency is analyzed.

II. RESEARCH BACKGROUND
At present, the Modified Signed-Digit (MSD) digital system
of TOC has matured, and the design of adders and multipliers
has also been implemented, which provides a basis for the
algorithm research of higher-order derivatives.

A. MSD DIGITAL SYSTEM
In 1960, in order to solve the problem of fault tolerance
during operation, Algirdas Avizienis used redundant symbols
to limit the carry process to two binary digits, thereby elim-
inating the carry chain [5]. Later, Drake proposed the MSD
digital system and the specific operation method [44]. For the
real number A, it can be simply expressed by MSD as the
following formula:

A =
∑
i

ai2i (1)

Among them, the ai has three representations of u, 0, 1,
corresponding to the vertical polarization state, the no-light
state, and the horizontal polarization state in the TOC, respec-
tively, the liquid crystal and the polarizer are used to achieve
the transition between these three states, thereby completing
the corresponding operations.

B. ONE-STEP MSD ADDER
Based on the operating method of the MSD digital sys-
tem, MSD addition uses four logical transformations T

(calculating carry value), W (calculating local value), T’, W’,
a parallel algorithm that can be completed without carry [39].
However, each operation in the MSD adder requires 3 pho-
toelectric conversions and 3 data feedbacks, and the overall
speed of the addition is still not high. The symmetric MSD
encoding can eliminate continuous 1 or continuous u in the
data. Two conversion methods of T’ and W’ can be used to
easily implement the two-step MSD number without carry
addition, and it is easier to achieve parallelization, but there
is still an intermediate process in this method [6].

The one-step non-carry MSD adder is based on the above
MSD addition principle and the symmetric MSD encoding
technique, which reduces the three steps of the general addi-
tion to one step, so that the addition of thousands of bits can
be completed in one step. The process is as follows: the coded
two numbers are padded with 0 at the end, and the results of
adding two data can be obtained by using the one-step MSD
addition truth table.

C. MSD MULTIPLICATION
The nature of themultiplication is the addition operation, as is
the MSD multiplication. It is an improved addition algorithm
based on theMSD addition. Enter twoMSDnumbers A andB
to multiply them, and the product result is set to P, which
means the following:

P = A× B =
n−1∑
i=0

A× bi × 2i =
n−1∑
i=0

Si × 2i =
n−1∑
i=0

p(i) (2)

Perform the M operation on the i-th bit in multiplier B and
each bit of multiplicand A (the logical operation correspond-
ing to the two one-bit MSD multiplication is called the M
operation.). And the result is shifted to the left by i bits, which
is called the partial product of the multiplication operation.
In the formula (2), Si = A × bi is called partial product,
p(i) = Si × 2i is called sum term, and finally the result P
of the multiplication operation is obtained.

D. MSD MULTIPLIER OF THE MINIMUM MODULE
In multiplication, two multi-digit multiplications can be split
into multiple low-bit multiplications, and then the weights in
the original data are restored by adding 0 to the lower bits.
Based on the theory, the MSD multiplier of the minimum
module (MM) is 4-bits, and two multi-digits in the multi-
plication operation can be separately split, and the split is
performed from the low to the high position with 4 bits as
a basic unit. After splitting, each basic unit in the multiplier
is multiplied with each basic unit of the multiplicand, com-
plement 0 according to the weight of the two basic units in
their original data, and then add them to get two multi-digit
multiplication results [1], [7].

A two-input multiplication operation is performed in the
MSD multiplier of the ternary optical processor based on the
MM. The specific steps are as follows:
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Step 1: Reconstructing the number of the MSD multipliers
of the MM required to satisfy the multiplication operation
according to the number of the input two digits;
Step 2: Data calculation. Input the divided multiplier and

multiplicand, and pass them to the MSD multiplier of the
MM reconstructed by the processor of the TOC for parallel
calculation;
Step 3: According to the weights of the two basic units in

their original data, perform a zero-padding operation on the
obtained results, and then add them to obtain the product of
two multi-digit numbers [38].

III. ALGORITHM DESIGN OF HIGHER-ORDER
DERIVATION BASED ON TOC
This article analyzes the higher-order derivatives of polyno-
mial functions, and concludes the laws through summary. The
algorithm design of the higher-order derivatives is completed
on the TOC platform, and then through the analysis of the
actual complex operation process, an improved higher-order
derivative is proposed.

A. HIGHER-ORDER DERIVATIVES
Let the function f (x) be expressed as:

f (x) = a1xb1 + a2xb2 + a3xb3 + · · · + aixbi + · · · + anxbn

(3)

For the convenience of discussion, b1, b2, · · · , bi, · · · bn
are algebraic expressions without x, then the first derivative
of the function is:

f ′(x) = a1b1xb1−1 + a2b2xb2−1 + a3b3xb3−1 + · · ·
+ aibixbi−1 + · · · + anbnxbn−1 (4)

The second derivative of f (x) is:

f ′′(x) = a1b1(b1 − 1)xb1−2 + a2b2(b2 − 1)xb2−1

+ a3b3(b3 − 1)xb3−1 + · · · + aibi(bi − 1)xbi−2

+ · · · + anbn(bn − 1)xbn−2 (5)

According to inductive reasoning, we can get the m-order
derivative of f (x) as:

f m(x) = a1b1(b1 − 1) · · · (b1 − m+ 1)xb1−m

+ a2b2(b2 − 1) · · · (b2 − m+ 1)xb2−m

+ a3b3(b3 − 1) · · · (b3 − m+ 1)xb3−m + · · ·
+ aibi(bi − 1) · · · (bi − m+ 1)xbi−m + · · ·
+ anbn(bn − 1) · · · (bn − m+ 1)xbn−m (6)

By analyzing the equation (6), it can be concluded that the
general formula of the coefficient in the function f m(x) is set
to c, which is expressed as:

c = aibi(bi − 1)(bi − 2) · · · (bi − m+ 1) (7)

The general formula composed of the power of x is set to d ,
which is expressed as:

d = xbi−m (8)

The function f m(x) is a polynomial composed of c and d .

From the above discussion, f (x) is the higher-order deriva-
tive formula obtained in the ideal case, namely, bi is not
an algebraic form of x and the value is large. However,
in general, bi is finite, so we must first determine bi when
we want to obtain the higher-order derivative f m(x). When
bi is larger than m, we can obtain the m-order derivative of
f m(x). When bi is smaller than m, m-order derivative of f (x)
is 0. Taking formula (6) as an example, it can be determined
that the relationship between c and bi is represented by D(m)
as follows:

D(m) =
{
0, m > bi/2
aibi(bi − 1)(bi − 2) · · · (bi − m+1), m < bi/2

(9)

It can be seen that in m > bi/2, the general formula c of
the coefficient in the function f (x) contains m+1 different
numbers multiplied, and whenm is large, the time cost of cal-
culating the coefficient is large, and the coefficient can be up
to n terms. In the case where calculating a single coefficient
takes a lot of time, the calculation amount of the n coefficients
can be imagined. After the calculation of each coefficient is
completed, if you need to calculate the value of the specific
point of the higher-order derivative, it is also necessary to
multiply each coefficient by the power of the point and then
add the products of each item, which increase the amount
of data, making the calculation amount complicated and the
computational efficiency is low. The solution to this problem
is described in detail in the following sections.

B. HIGHER-ORDER DERIVATIVE ON THE TOC
TOC is a ‘‘three-value’’ opto-electric hybrid computer. It uses
the redundant numeral system with {0, 1, u} digits in radix 2.
There are 19,683 logic transformations, which can calculate
more than one thousand data in parallel on one optical proces-
sor, or multiple programs can be paralleled on one processor,
beyond the computing ability of ECs.
Taking f m(x) as an example, it can be observed that each

coefficient c is multiplied by m+1 data, and there are such
n coefficients in f m(x). Since the TOC has a reconfigurable
processor, the multiplier can be constructed based on the date
contained in ci in the formula (10).

f m(x) =

m+1 multipliers︷ ︸︸ ︷
a1b1(b1 − 1) · · · (b1 − m+ 1)︸ ︷︷ ︸

coefficientc1

xb1−m︸ ︷︷ ︸
d1

+

m+1 multipliers︷ ︸︸ ︷
a2b2(b2 − 1) · · · (b2 − m+ 1)︸ ︷︷ ︸

coefficientc2

xb2−m︸ ︷︷ ︸
d2

+ a3b3(b3 − 1) · · · (b3 − m+ 1)︸ ︷︷ ︸
coefficientc3

xb3−m︸ ︷︷ ︸
d3

+ · · ·

+ aibi(bi − 1) · · · (bi − m+ 1)︸ ︷︷ ︸
coefficientci

xbi−m︸ ︷︷ ︸
di

+ · · · + anbn(bn−1) · · · (bn − m+1)︸ ︷︷ ︸
coefficientcn

xbn−m︸ ︷︷ ︸
dn

(10)
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The detailed algorithm steps are as follows:
Step 1: Data preprocessing, which is completed by the

TOC’s task management software, converts the calculated
values into MSD binary data. TOC uses MSD binary paral-
lelism, so the internal data of the TOC is MSD binary data.
Step 2: The derived higher-order derivative formula uses

the SZG file to transfer the user-submitted operation request
to the TOC. The SZGfile is a way for users to interact with the
TOC’s task management software. For the specific content
of SZG file, refer to the literature [40]. With the help of the
SZG file, the order of the higher-order derivative and the
corresponding coefficient can be passed to the TOC.

FIGURE 1. The specific reconstruction process of the multiplier.

Step 3: Construct the number of multipliers constituting
a single coefficient according to the order m of the higher-
order derivative. The construction process of the multiplier is
shown in Figure 1, the detailed steps are as follows:

1) When m is an even number, m+1 is an odd number,
and the multiplier is converted to an even number by
increasing the vertical polarized light u) of the TOC,
and d(m + 1)/2e multipliers are constructed (d e for
upward taking integer);

2) Using the result of the previous step, namely, the total
d(m+ 1)/2efi s as the input of the next column of MSD
multipliers, d(m + 1)/4e multipliers are constructed to
complete multiplication of d(m + 1)/2e numbers, and
d(m+ 1)/4e products are obtained after completing the
MSD multiplication.

3) Repeat the above steps t =
⌈
log2(m+ 1)

⌉
times.When

the reconstructed MSD multiplier is 1, the reconstruc-
tion ends and the operation result is output.

Step 4: The process of reconstructing the multiplier in step
3 is encapsulated into a COU. The number of multipliers and
the specific construction process are not recalculated, and the
COU is copied from the next data bit according to the number
of coefficients c.

C. IMPROVED HIGHER-ORDER DERIVATIVE
ALGORITHM BASED ON TOC
In practical applications, there are many complex oper-
ations that require high precision and are not suitable

for direct operations. The solution is to use Taylor series
method to expand the function, generate simple multipli-
cation and addition operations, and then perform higher-
order derivative operations, but the efficiency problem is not
solved [37]. This section proposes an improved higher-order
derivative algorithm for higher-order derivatives in practical
applications.

In formula 10, when performing higher-order derivative
operations on specific points in f m(x), the multiplier cannot
be constructed by the number of coefficients, but the mul-
tiplier should be constructed by the number of exponents.
In addition, the adder needs to be constructed according to
the number of items n, which is used for the implementation
of parallel computing.

Taking f m(x) as an example, the higher-order derivative of
f m(a) is actually solved. The algorithm steps are as follows:

Steps 1 and 2 are the same as section 3.2.
Step 3: Define the data bit sequence. For more details,

please refer to reference [39]. In the actual operation process,
according to the user’s operation requirements, data bits need
to be allocated to prepare for the construction of multipliers
and adders below.
Step 4: Construct a multiplier from the raw data. Analyze

the number of multipliers for each multiplication operation
in f m(a), and construct the multiplier based on the multiplier
contained in the largest exponent bi, and then avoid the
reconstruction time by copying the COU.
Step 5: Analyze the number of addition operations, and

construct the adder according to the number of terms n,
the detailed steps are as follows:

1) When the number of terms n is an odd number, a zero
value is added tomake the whole number of terms even.
It is necessary to construct dn/2e adders.

2) Using dn/2e date in (1) as the input of this layer,
construct n/22 adders so that n2i−1 and n2i (i =
1, 2, 3, . . . dn/2e) get P(2)i

3) When k round iterations,
⌈
n/2k

⌉
is obtained as an odd

number, it is supplemented with a value of 0 to make it
an even number

⌈
n/2k

⌉
+ 1, and using this as the next

input, which need to construct
⌈
n/2k+1

⌉
adders so that

P(k)2i−1 and P
(k)
2i (i = 1, 2, 3, . . .

⌈
n/2k

⌉
) to get P(k+1)i

4) Repeat 3) until iterative k =
⌈
log2 n

⌉
times, the recon-

struction endswhen the number of reconstructed adders
is 1, and finally the result of the higher-order derivative
value f m(a) is obtained.

Step 6:Write step 5 into the form of an SZG file [40], send
it to the underlying control software, and integrate it into the
reconstruction module of the TOC.
Step 7: Enter multiple pairs of data that need to be calcu-

lated. This step is directly completed by the corresponding
functional modules in the monitoring system of the TOC,
which is not part of the research content of this article.

An improved higher-order derivative calculation routine
based on the TOC is shown in Figure 2.
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FIGURE 2. Reconstruction process of multiplier and adder.

IV. IMPLEMENTATION AND ANALYSIS
OF HIGHER-ORDER DERIVATIVE
ALGORITHMS FOR TOC
A. EXAMPLE
Let a function be

f (x) = 2019x2018 + 2018x2017 + 2017x2016 + 2016x2015

(11)

After derivation, the derivative formula of the function is
as shown in equation (6). To find the 8-order derivative
of the function, the multiplier needs to be reconstructed⌈
log2(8+ 1)

⌉
= 4 times according to the order. The higher-

order derivative f 8(x) contains four different coefficients,
which are set to A, B, C, andD, respectively. The construction
results are shown in Table 1:

TABLE 1. Multipliers reconstruction process of 8-order derivative
function.

It can be seen from Table 1 that each coefficient needs to
construct 11 multipliers, and the required multipliers are 11+
11 + 11 + 11 = 44. The multiplier constructed by a single
coefficient can be packaged into a COU. After 4 iterations,
it is equivalent to constructing 4 COUs [8].

If f 8(2) is found, it is calculated by the improved TOC
higher-order derivative algorithm. f 8(x) contains four differ-
ent coefficients, which are respectively set to A’, B’, C’, D’,
and the higher-order derivative is determined by the expo-
nent bi in f (x). Therefore, it is necessary to analyze it sepa-
rately. The reconstruction results of the multiplier are shown
in Table 2.

From the results of the construction of Table 2, the num-
ber of multipliers required to construct A’, B’, C’, D’ is

very small, and A’ contains the largest exponent, which con-
structs the multiplier to avoid the reconstruction time of each
coefficient.

The adder is constructed, and the results obtained by the
above multipliers are used as the input to the adder. Con-
struct n=4 adders from the number of terms in f 8(2). It is
necessary to construct

⌈
log2 n

⌉
= 2 times, the first time

p(1)i (i = 1, 2, . . . , dn/2e) needs to construct d4/2e = 2
adders, the second p(2)i (i = 1, 2, . . . , n/22) takes the sum
of the previous iteration as the input of this layer, and needs
to construct an adder to get the final higher-order derivative
value.

B. DATA BIT ANALYSIS OF MULTIPLIER AND ADDER
The data bit analysis is performed with the higher-order
derivative function f m(x). The total number of constructing
multipliers is determined by the number of coefficients, and
the general formula constituting a single coefficient is com-
posed of at most m+1 data.
If m is an even number, the first layer needs to construct
d(m+ 1)/2e multipliers, and the second layer needs to con-
struct

⌈
(m+ 1)/22

⌉
multipliers; the i-th layer needs to con-

struct
⌈
(m+ 1)/2i

⌉
multipliers, and a total of

⌈
log2(m+ 1)

⌉
columns need to be constructed, so for a single coefficient,
the multiplier that needs to be constructed is [41]

d(m+1)/2e +
⌈
(m+1)/22

⌉
+ · · · +

⌈
(m+1)/2i

⌉
+ · · · + 1

=

dlog2(m+1)e∑
i=1

⌈
(m+ 1)/2i

⌉
.

There are n coefficients in f m(x), then the total number of
constructing multipliers is at most

n
∑log2(m+1)

i=1

⌈
(m+ 1)/2i

⌉
.

If m is an odd number, the total number of multipliers that
need to be constructed is at most

n
∑log2(m+1)

i=1
(m+ 1)/2i.

The data bit analysis is performed with the higher-order
derivative function f m(a). Themaximum exponent is bi, when
bi is even, the number of multipliers that need to be con-
structed in the first layer is d(bi + 1)/2e; the second layer
needs to construct

⌈
(bi + 1)/22

⌉
multipliers [7], and the j-th

layer needs to construct
⌈
(bi + 1)/2j

⌉
multipliers [41]. A total

of
⌈
log2(bi + 1)

⌉
columns need to be constructed, and the

number of multipliers corresponding to a single coefficient is∑log2(bi+1)

j=1

⌈
(bi + 1)/2j

⌉
.

Although the value of bi is different, the number ofmultipliers
constructed with the maximum exponent bi, the total number
of multipliers that need to be constructed is at most

n
∑log2(bi+1)

j=1

⌈
(bi + 1)/2j

⌉
.
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TABLE 2. Number of reconstructed multipliers.

The number of items of f m(a) is n, When n is an odd number,
the first layer constructs dn/2e adders, the second layer is⌈
n/22

⌉
adders, and the i-th layer needs to construct the adder

to be
⌈
n/2i

⌉
, which construct the

⌈
log2 n

⌉
columns. Then the

number of adders constructed is at most∑dlog2 ne
i=1

⌈
n/2i

⌉
.

When n is an even number, the number of the constructed
adders does not need to be rounded up. To calculate the
higher-order derivative function f m(a), which needs to con-
struct multipliers and adders, the total number is up to∑dlog2(bi+1)e

j=1

⌈
(bi + 1)/2j

⌉
+

∑log2 n

i=1
n/2i.

C. ANALYSIS OF THE NUMBER OF LIQUID CRYSTALS
When performing higher-order derivation operations, f m(x)
can be expressed as

f m(x) = c1d1 + c2d2 + · · · + cidi + · · · + cndn

=

∑n

i=1
cidi. (12)

In the formula 12, c1d1, c2d2, . . . , cndn can be calculated
in parallel, so the calculation time of the function f m(x)
is the calculation time of one real multiplication, and the
constructed multiplier does not slow down as the number of
bits increases. Compared with EC, TOC hasmany advantages
when dealing with extremely large numbers of data. At the
same time, TOC has a large number of bits and is easy to
expand [9].

When calculating f m(a), the multiplication operation in∑n
i=1 cidi can be calculated in parallel, but there are n-1 addi-

tion operations, so the calculation time of one
∑n

i=1 cidi is
the calculation time of one real multiplication and n− 1 real
addition operations.

The number of multipliers and adders required is analyzed
from section IV-B. For the higher-order derivation operation
of d-bits in f m(a), the adder and multiplier are constructed
to perform continuous multiply-and-accumulate operations,
and the number of liquid crystals is analyzed.

Analyze the number of liquid crystals of a singlemultiplier.
A single multiplier is determined by the number of liquid
crystals of the M converter. The number of liquid crystals of

a singleM converter is d , and the total number of M converter
required is

n
∑dlog2(bi+1)e

j=1

⌈
(bi + 1)/2j

⌉
.

Then, the total number of liquid crystals of the M converter
is at most

d × n
∑dlog2(bi+1)e

j=1

⌈
(bi + 1)/2j

⌉
.

After M transform, the number of data bits input to the
MSD adder of the first layer becomes 2d-1, when sent to
each adder, the number of upper layer bits is increased by
2 bits, and the number of data bits pi input by the MSD
adder in the i-th layer is 2d − 1 + 2(i − 1) [33]. Therefore,
the number ofMSD adders in different layers is different from
each other. Since the one-step MSD adder is used, there is
only one conversion in one MSD adding device, the number
of bits is pi, and the required number of liquid crystals is pi,
that is, 2d+2i− 3, the function f m(a) requires the number of
liquid crystals of the MSD adder to be 2d + 2

⌈
log2 n

⌉
− 3.

Therefore, the total number of liquid crystals required when
calculating f m(a) is up to

C = d × n
∑dlog2(bi+1)e

i=1

⌈
(bi + 1)/2j

⌉
+2d + 2

⌈
log2 n

⌉
− 3.

According to the same analysis method, it can be obtained
that the total number of liquid crystals required for f m(x) is

C = d × n
∑dlog2(m+1)e

i=1

⌈
(m+ 1)/2i

⌉
.

D. CLOCK CYCLE ANALYSIS OF HIGHER-ORDER
DERIVATIVE ON TOC
The higher-order derivative f m(x) is calculated by construct-
ing a multiplier, and the clock cycle is determined by the M
converter. The M converter requires one clock cycle. Since
each coefficient needs to construct

⌈
log2(m+ 1)

⌉
-layer mul-

tipliers, the coefficients are calculated in parallel, and the
total clock cycle is T=

⌈
log2(m+ 1)

⌉
. The number of cycles

required for the implementation of the higher-order derivative
function f m(x) is only related to the order m. When the
order m =1023, the required number of cycles is 10, which
effectively solves the problem of higher-order derivatives.
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The cycle required for the function f m(a) is determined by
theM converter of themultiplier and the one-stepMSD adder.
Since the multiplier needs to construct

⌈
log2(bi + 1)

⌉
- layers

in total, the required number of cycles is
⌈
log2(bi + 1)

⌉
; the

one-step MSD adder requires one clock cycle per layer, the⌈
log2 n

⌉
-layer adders require

⌈
log2 n

⌉
clock cycles, and

the total number of clock cycles is T =
⌈
log2(bi + 1)

⌉
+⌈

log2 n
⌉
[34]. The number of cycles required to calculate

f m(a) is determined by the orderm and the number of terms n.
For complex functions, the number of terms n = 128,
the power of the unknown number x is 1023, and each multi-
plier d = 16 bits [18], when the order of f m(a) is m = 1023,
the number of cycles required is 10+ 7 = 17. It has nothing
to do with a, so a is even large, and it will not affect the
calculation efficiency.

E. RECONFIGURABLE ANALYSIS OF TOC
The higher-order derivative algorithm is mainly based on
the reconfigurability of the TOC. The higher-order derivative
operation is realized by reconstructingmultipliers and adders.
How the constructed number is used for the allocation of
data bits of the processor is the key. We hope that during
the implementation of the higher-order derivative algorithm,
the resources of the system can be used as efficiently as
possible. From section IV-D, we know that the total period
of the multiplier and adder reconstructed by the improved
higher-order derivative algorithm is r =

⌈
log2(bi + 1)

⌉
+⌈

log2 n
⌉
, and Ny calculations can be completed between the

two reconstructions. The total number of data bits is n, and
the effective number of data bits is m′. The effective use ratio
B of the data bits is

B = m′ × Ny/((Ny+ r)× n) (13)

Among them,m′×Ny is the calculation amount completed
by the optical processor after this reconstruction [43]. It can
be seen from formula (13) that when Ny is much larger than r ,
the utilization rate will not be restricted, which indicates
the higher-order derivative algorithms are more suitable for
tasks with more complex functions and a large amount of
calculations.

When Ny is much larger than r, the utilization rate is deter-
mined by the value of m′ / n. The TOC has many data bits,
however, in actual higher-order derivative operations, it is
rarely possible to perform direct operations by reconstructing
multipliers and adders, so at this time m′ is very important.
It can connect the calculations of different users to make
the maximum use of the number of data bits, which also
guarantees the reconstruction of multipliers and adders for
higher-order derivative algorithms.

V. EXPERIMENT
Aiming at the above-mentioned higher-order derivative algo-
rithm of the TOC, this section will design experiments to
verify its feasibility.

FIGURE 3. Experimental equipment of TOC.

A. EXPERIMENTAL EQUIPMENT
In this paper, the experimental equipment is shown in
Figure 3. The processor used is the double-rotator-structure
ternary optical processor (DRSTOP), the operation unit of
DRSTOP is composed of three functional modules: encoder,
operator and decoder. The encoder includes two liquid crystal
devices (LCD) and a vertical polarizer. The decoder is com-
posed of a beam splitter, a polarizer and a photoelectric con-
verter [14]. It is responsible for the acquisition and analysis
of the LCD output signal. The results of the calculation are
obtained by analyzing the image information on the DCS.
More detailed information on the experimental equipment of
TOC can be found in the literature [2], [3].

The core optical element of TOC is mainly composed
of LCD and polarizer. The LCD has 576 pixels arranged
in a 24 × 24 array. Each pixel can be individually con-
trolled. The parallel LCA has two interfaces CN1 and CN2,
and each interface controls two NT7701 chips, as shown in
Figure 4 (a) [16]. In the experiment, the TOC is coded accord-
ing to the light intensity. When the light intensity reaches
the set threshold (bright), the H or V light state is output,
and the set threshold (dark) is not reached, the W light state
is output. In this study, two adjacent pixels in each row
represent one data bit of the optical processor, so there are
576/2 = 288 pixels, and the optical processor bits also
become 288, as shown in Figure 4 (b). According to the num-
ber of bits of the optical processor, each data bit corresponds
to two LCDs, which are called left LCD and right LCD,
respectively. If the left LCU is on, the output value is V state;
if the right LCU is on, the output value is H state; if the left
and right LCUs are not lit, the output is W state; if the left and
right LCUs are on, the output value is illegal [17].

B. EXPERIMNETAL SIMULATION
The experiment consists of two parts: EC simulation and TOC
processing. The task of the EC is to adjust and encode the
user’s input data, and the software simulates the experimental
operation process. The TOC is composed of the device that
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FIGURE 4. LCD module.

can rotate the polarization direction of the light. It can assem-
ble multiple basic arithmetic modules together. It is the core
of the experiment and is responsible for the specific operation
of the numerical value [13].

1) EXPERIMENTAL PROCESS OF EC
The application-oriented TOC is still under construction,
so the experiments of higher-order derivative algorithms need
to be completed in conjunction with EC, and the experi-
mental process is shown in Figure 5 (a). The steps are as
follows:

1) firstly, the EC is required to process the function input
by the user, and using the software to find the higher-
order derivative formula of the input function;

2) Use the SZG file (as shown in Figure 6), which is
the window between the TOC and the EC, input the
order of the higher-order derivative and generate the
result file;

3) Preprocess the result file and input it to the TOC for
calculation;

4) Determine the number of functions. If there are mul-
tiple functions to be processed, return to step (1) and
continue to execute the above experimental process;

5) Until the number of functions to be processed is 0,
the experiment ends.

FIGURE 5. The left picture is figure 5(a), which shows the experimental
flow chart of the EC, and the right picture is figure 5(b), which is the
experimental flow chart of the TOC.

FIGURE 6. SZG file.

2) EXPERIMENTA PROCESS OF TOC
Due to the limitation of the number of liquid crystal layers,
the realization of multi-digit multiplication is not easy. The
MM of the MSD multiplier of the TOC [1] and the one-step
MSD adder were used to verify the higher-order derivative
algorithm and its implementation. The experimental flow
chart is shown in Figure 5 (b). The detailed experimental
process is as follows:
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TABLE 3. Construction of the f 1 layer computation channel.

1) Define raw data and input functions. Read a set of raw
data from the SZG file, and during the experiment,
randomly generate multiple functions for higher-order
differentiation;

2) Define variables. Define the relevant variables of the
randomly generated function. Define the number of
terms of the function as n, the order of the higher-
order derivative m, and the number of times required
to construct the multiplier is t. This step is the internal
communication process of the monitoring software
of the TOC, which is implemented by the moni-
toring software itself, but does not interfere in the
implementation;

3) Determine t according to the m, and perform recon-
struction on TOC according to the reconstruction
scheme of the multiplier.

4) Call the underlying control module and perform cal-
culations through the reconstructed MSD multiplier of
the MM;

5) Construct the MSD Adder () function to simulate a
one-step MSD adder. This function calls the truth table
of one-stepMSD addition in turn to operate on each ele-
ment of the operand, accumulates the values obtained
by the MM, and obtains the result of the first recon-
struction of the multiplier;

6) Loop iteration. Judging t, if the number of executions
is less than t, return to step (4), otherwise continue to
the next step;

7) The calculation process of the single coefficient ends;
8) Loop iteration. Judge the number of coefficients

required. If it is less than n, return to step (3) to continue
execution, otherwise the calculation ends.

C. EXPERIMENTAL TESTS AND RESULTS
This experiment performed higher-order derivative opera-
tions on randomly generated polynomial functions. Because
this experiment is aimed at more complex functions and the
experimental process is more complicated, it is impossible
to test the experimental routines in an exhaustive manner.
We first show in detail the test of the special function in
section IV-A. The number of terms of the known function is
n = 4, when m = 3, construct the multiplier with a single
coefficient c2, and get t = 3, and the data entered are as
follows:

a2 = 201810 = 1000, 00u0, 01u0MSD,

b2 = 201710 = 1000, 00u0, 001uMSD,

b2 − 1 = 201610 = 1000, 00u0, 0000MSD,

b2 − 2 = 201510 = 1000, 00u0, 000uMSD,

they are all 12 bits. Since the MM of the MSD multiplier
is 4 bits and four sets of operation data need to be set at
the same time, the first layer needs to construct 3∗3∗2 =
18 multipliers for calculation, and the calculation amount
of each multiplier is 4 × 4 = 16, and the width of the
composite operation channel is 18∗16 = 288. Therefore,
18 sub-computation channels with a width of 16 are required,
respectively CC1, CC2, CC3, CC4, CC5, CC6, CC7, CC8,
CC9, CC10, CC11, CC12, CC13, CC14, CC15, CC16, CC17,
CC18, the results of the channel construction are shown in
Table 3 [18], [21], [22].

Since the reconstructed MSD multiplier is implemented
in full parallel, the results of the corresponding 18 MSD
multipliers can be output simultaneously. The optical state
table corresponding to the outputs are shown in Table 4,
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FIGURE 7. The LCD display of the first layer, there are three figures corresponding to the output of the W-ROU, H-ROU, and
V-ROU. The following figures have the same meaning as this.

FIGURE 8. The outputs of the software of the first layer. The left picture shows result of a2b2, the right picture shows result
of (b2 − 1)(b2 − 2).

TABLE 4. Performance comparison of adders.

in this experiment, X, Y, and Z correspond to W, V, and H,
respectively [19].

Two-pixel bits can realize one data bit, when decoding by
the TOC decoder, it is necessary to assign the output result to
different row operator unit (ROU) according to the input state
of a. When the input of a is W state, the corresponding output

will be assigned to the W row operator units (W-ROUs).
When the input of a is H state, the corresponding output will
be assigned to the H row operator units (H-ROUs). When
the input of a is V state, the corresponding output will be
assigned to the V row operator units (V-ROUs) [23]–[25],
each row corresponds to the output of one multiplier, and
the 19-24 line LCDs have no output and shows no-light state,
the experimental results are shown in Figure 7 [35].

For the output results, a zero-compensation operation is
performed. Then use the obtained result file as input and send
it to the simulated one-step adder to get the results of a2b2 and
(b2 − 1)(b2 − 2) in the first layer f 1. The results are shown
in Figure 8.

The two products obtained in the first layer f 1 are sent to
the multiplier as the input of the second layer f 2. Accord-
ing to the same calculation process described above, the
36 multipliers required for the reconstruction of the number
of bits, and the results are displayed on the LCD as shown
in Figures 9 and 10.

The one-step adder is simulated in the software, and finally
the result of the single coefficient is shown in Figure 11.

According to the calculation method of the single coeffi-
cient c2, the results of calculating c1, c3, and c4 are shown
in Table 5. The experimental results are compared with
the theoretical results, and the calculated values are the
same.
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FIGURE 9. LCD display of the ROU of 1-24 MSD multipliers in the second layer.

FIGURE 10. LCD display of the ROU of 25-36 MSD multipliers in the second layer.

FIGURE 11. Output results of the second layer.

For the experiment of the improved higher-order derivative
algorithm, it is also necessary to construct the adder according
to the number of terms of the function, and use the result
obtained by the reconstructed multiplier as the input of the
adder. The experimental example is shown in Table 6.

In order to ensure the rigor of the functional verification
of the higher-order derivative algorithm, according to the
above experimental test method, we performed 216 special
functions and 10,000 random functions with different orders
of higher-order derivative operations. And we obtained 10
216 simulated experimental results that are basically con-
sistent with theoretical values, but due to space limitations,
we cannot show them one by one. This experiment can verify

TABLE 5. Experimental results.

the correctness and feasibility of the operation of the higher-
order derivative algorithm for polynomial functions by con-
structing multipliers and adders on the TOC.

VI. ALGORITHM ANALYSIS
A. EFFICIENCY ANALYSIS
On the TOC platform, the algorithm uses theMMof theMSD
multiplier (see section V-B) to multiply the data. Compared
with the ordinary MSD multiplier, the required operating
cycle of the optical processor is shown in Table 7.

In the higher-order derivative algorithm, the multiplier is
first constructed to perform operations. The period of themul-
tiplier determines the efficiency of the higher-order derivative
algorithm. It can be clearly seen from Table 7 that when the
MSD multiplier with the MM is used to perform multiple

VOLUME 8, 2020 64509



K. Song et al.: Algorithm on Higher-Order Derivative Based on Ternary Optical Computer

TABLE 6. Input and output results of the reconstructed adder.

TABLE 7. Comparison of operating cycles required for algorithm
implementation.

data bit operations, the period is greatly reduced, especially
when calculating complex functions. As the number of data
bits increases, the operation efficiency becomes higher.

In the improved higher-order derivative algorithm, it is
also necessary to construct an adder for operation, so the
calculation efficiency of the adder also affects the efficiency
of the higher-order derivative algorithm. This paper uses
the one-step adder. Compared to the general MSD addition,
the 3 photoelectric conversions and 3 data feedback steps are
reduced to one step, so that thousands of additions can be
completed in one step in parallel. As can be seen from IV-D,
the number of liquid crystals required for the one-step MSD
adder during the calculation process is 2d + 2

⌈
log2 n

⌉
− 3.

For a general MSD adding device, there are five transforms of
T,W, T’, W’, and T, and the number of bits is pi, pi+1, pi+1,

pi+2, and the number of liquid crystals required is 5pi+4, that
is 10d + 10

⌈
log2 n

⌉
− 11. The one-step MSD adder requires

one clock cycle per layer, the
⌈
log2 n

⌉
-layer adders require⌈

log2 n
⌉
clock cycles, and the general MSD adder requires

three clock cycles per layer. The comparison result of the
calculation efficiency of the adder is shown in Table 8 [32].

TABLE 8. Performance comparison of adders.

It can be seen from Table 8 that the efficiency of the
higher-order derivative algorithm in addition operation is
much lower than the operation of the general MSD adder in
terms of resource consumption, and the calculation cycle is
relatively short, especially when the function becomes more
complex, and the number of items and the number of data bits
of the function increase gradually, the operation efficiency
becomes more obvious.

B. COMPARISON OF COMPUTATIONAL
EFFICIENCY WITH THE EC
Compare with the same type of EC to implement higher-
order differentiation. The EC’s shift-add multiplier needs to
complete d binary additions when multiplying d-bit data, but
each addition will cause a carry delay, and the delay time
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is the function of te, so the time required to complete an
addition is the time function te of the data bit d and each bit
delay. In the serial carry adder, the total delay time for one
addition is d× te, and the total time for completing d times is
Te ≈ d2 × te [31].

In this study, when the TOC performs d-bit multiplication,
the MSD addition is up to 2d times, and the time required for
each MSD addition is not affected by the number of bits d ,
which is only related to the optical device. If the delay time of
the optical instrument is t0, even without using the pipeline,
the three-valued logic transformation is at most 6d and the
total time is at most T0 ≈ 6d × t0 [12].
Assume the number of data bits d = 100, the computing

time of the EC is Te ≈ 10000te, and the time on TOC is
T0 ≈ 600t0, and the delay time t0 of the optical device
is much smaller than the delay time te of the EC. When
t0 = 1ns and te = 0.1ns, the relationship between the time of
the higher-order derivative operationwith errors and the value
performed by the operation is shown in the Figure 12, where
T0 represents the operation time of TOC and Te represents the
operation time of the EC.

FIGURE 12. The relationship between the number of bits for processing
higher-order derivative operations and the running time. The blue line
represents T0 and the red line represents Te. The following figures have
the same meaning as this.

FIGURE 13. Comparison of the efficiency of ECs and TOCs in processing
higher-order derivatives.

As can be seen from Figure 12, with the increase of the
number of execution bits, higher-order derivatives are real-
ized on TOC, and the time complexity increases linearly,
while the computing speed of EC increases by two orders of
magnitude compared with TOC. After comparison, it is found
that the time complexity of the EC in the operation is O(n2),
and the time complexity of the TOC is O(n). Comparing the
higher-order derivative of TOC and EC with different digits
in Figure 13, it can be seen that the TOC has a great advantage
in processing multiple data bits.

C. AIGORITHM COMPARISON
The higher-order derivative proposed in this paper is based
on the TOC platform, which has the characteristics of numer-
ous data bits and great potential for parallel computing.
This algorithm takes advantage of the reconfigurability of
the optical processor and operates by reconstructing multi-
pliers and adders. The differences between this algorithm
and the traditional higher-order derivative method are as
follows:

1) For higher-order derivatives in actual complex oper-
ations, although the accuracy has been improved,
the cost of the calculation has not changed at all
[39], [45]. This algorithm uses the redundant num-
ber system of TOC [5]. There is no carry delay in
the calculation process, which improves the efficiency
and also improves the calculation accuracy. In addi-
tion, the algorithm can allocate data bits according to
the user’s calculation requirements. By replicating the
COU, the time of reconstruction is avoided, and the cost
of calculation is saved.

2) The performance of the algorithm is different due to
different basic platforms. The higher-order derivative
algorithm in this paper uses the MSD multiplier of
the MM and one-step MSD adder to operate on the
data. As the number of data bits increases, the period
is greatly shortened and the operation is more efficient
(see section 6.1). Compared with the general higher-
order derivative algorithm [46], the time complexity
is O(n). The advantages of this algorithm are more
obvious when calculating complex functions.

3) It is undeniable that this algorithm increases the
resource consumption to a certain extent when recon-
structing the multiplier and adder. However, through
the detailed analysis of the required hardware resources
(see section IV), it can be seen that the algorithm
proposed in this paper greatly shortens the clock cycle,
and also controls the amount of required hardware
resources within the acceptable range of the TOC plat-
form. It greatly improves the calculation efficiency,
which is difficult to achieve compared to the general
higher-order derivative method [47].

VII. CONCLUSION
The reconstruction scheme of the multipliers and adders pro-
posed on the TOC can well solve the problem of low compu-
tational efficiency of complex operations such as higher-order
derivation in ECs, and the experiment proves that the scheme
is feasible [36]. The advantages of TOC’s numerous data
digits, reconfigurable processors, and parallel computing are
fully utilized. It provides a new method for solving complex
computing problems and is more practical. Since this paper
deals with higher-order derivatives, the premise requires that
the function has a derivative formula. The function is complex
and the amount of calculation is large, and the algorithm is
only applicable to polynomials, not any arbitrary function,
so there are certain limitations. This is also the problem that

VOLUME 8, 2020 64511



K. Song et al.: Algorithm on Higher-Order Derivative Based on Ternary Optical Computer

TOC needs to consider and solve in the research of complex
operations in the next stage.
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