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ABSTRACT In this paper, a low-cost hardware architecture of the bilateral filter for real-time image pro-
cessing is proposed. Based on the techniques of distance-oriented grouping and hardware resource sharing,
the usage of multipliers can decrease 48% as compared to the previous approach. Besides, an efficient
quantization method is applied to reduce the size of required look up tables. The experimental results show
that the proposed architecture is cost efficient while maintaining the same image quality, frame rate and
working clock frequency.

INDEX TERMS Bilateral filter, image processing, noise reduction, real-time processing.

I. INTRODUCTION
Image denoising is an important technique in image process-
ing. Among the many denoising technologies, bilateral filter-
ing [1] is well-known and remarkable in image processing
because it can reduce noise while preserving details of the
image. Bilateral filter has been widely used in many applica-
tions, such as stereo matching [2][3], denoising [4][5], spec-
ular highlight removal [6][7] and detail-enhanced fusion [8].
These applications have been implemented for enhancing
image quality on various devices, including digital still cam-
eras, smartphone and surveillance camera. However, bilateral
filtering requires intensive computations, which significantly
increase computation time for processing high resolution
image. Therefore, the hardware implementation is unavoid-
able to accelerate the speed for real-time applications.

To improve the speed of bilateral filtering, several previous
works [9]–[13] in hardware architecture have been imple-
mented and presented on field-programmable gate arrays
(FPGAs). In [9], the authors attempted to decrease the
resource demand by sorting data into several groups and
proposed a less expensive hardware architecture than other
designs [10]-[12]. In this paper, a low-cost and real-time very
large scale integrated (VLSI) architecture of a bilateral filter
that does not adversely affect the quality of the image is
proposed. To achieve this goal, distance-oriented grouping,
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resource sharing and size reduction of look-up tables (LUT)
are applied. Compared with [9], the proposed design reduces
approximately 48% of the multipliers, 95% of the total LUT
size, and 27% of logic slices for Xilinx Virtex XC5VLX50-1
FPGA without influencing the frame rate, working clock
frequency, or the quality of image.

II. OVERVIEW OF BILATERAL FILTER
The bilateral filter [1] comprises two components: geometric
and photometric. The geometric component, also known as
the domain filter, is implemented using a spatial filter and
is often formulated as a low-pass filter. Through averaging
the nearby pixel value, the domain filter can complete entire
denoising process. However, linear averaging overly blurs the
edges of objects during denoising. To preserve the edges,
a photometric component called range filter is employed
to average similar pixel values. As a nonlinear component,
the range filter is programmed to disregard the pixel whose
value diverges from the value of the center pixel in the filter
window by a specified amount, regardless of its position.

The bilateral filter with the domain and range filters is
described as follows:

f̂ (x, y) =
K (x, y)
N (x, y)

=

∑
(s,t)∈� f (x, y)Wd (s, t)Wr (s, t)

N (x, y)
,(1)

where f̂ is the filtered image, (x,y) denotes the coordinate of
the current pixel to be filtered, K (x, y) is the non-normalized
kernel result, N (x, y) is the normalization term, f is the
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FIGURE 1. Distance-oriented grouping of window size 5 × 5. Note: The
black numbers in the center of each square represent the Euclidean
distances between the current pixel and the corresponding pixels and the
red numbers in the lower right mean the 24 neighboring pixels of (x, y ).

input image to be filtered, � is the filter window centered in
(x, y), (s, t) denotes the spatially neighboring pixel coordinate
of current pixel in �, Wd (s, t) is the weight of geometric
component andWr (s, t) represents the weight of photometric
component.

Taking Gaussian noise into account, Wd (s, t) and Wr (s, t)
are represented as the expressions (2) and (3), respectively,
both of which are derived from the Gaussian curve:

Wd (s, t) = exp(−
D(f (x, y) , f (s, t))2

2σ 2
d

), (2)

Wr (s, t) = exp(−
δ(f (x, y) , f (s, t))2

2σ 2
r

), (3)

where D(f (x, y), f (s, t)) and δ(f (x, y), f (s, t)) represent the
Euclidean distance and intensity difference respectively
between the current pixel f (x, y) and its neighborhood pixel
f (s, t), and σd and σr regulate the width of the Gaussian curve
assigned to Wd (s, t) and Wr (s, t), respectively. Obviously,
the photometric component cannot be calculated in advance
because of the operation rule, hence the division used for
normalization (see (3)) is unavoidable.

Subsequently, normalization term is performed with
N (s, t) to ensure that the range of the filter images does not
exceed the specified limits because of filtering:

N (x, y) =
∑
(s,t)∈�

Wd (s, t)Wr (s, t). (4)

III. PROPOSED METHOD
For real-time applications, hardware implementation of bilat-
eral filtering is necessary. Several bilateral hardware designs
[9]–[12] have been presented and implemented on field-
programmable gate arrays (FPGAs). The authors of [9]
arranged the input data into groups and proposed a kernel-
based design to process the entire 5 × 5 filter window at
one pixel clock cycle. Fig. 1 shows the Euclidean distances
D(f (x, y), f (s, t)) of the current pixel at coordinate (x, y) and
its 24 neighboring pixels in a 5× 5 filter window. In [9], they

FIGURE 2. Position-oriented grouping of window size 5 × 5 from [9]. The
red numbers in the lower right is referred to Fig. 1.

TABLE 1. Processes and number of multipliers in [9].

adopted position-oriented grouping to divide the input data
into six groups as shown in Fig. 2. Then, three processing
steps are employed to implement bilateral filtering (see (1))
on the six groups of data in parallel. Table 1 lists the detailed
processing steps, input and output of each step, number of
required multipliers and pixel latency of [9].

Although [9] achieves better hardware resource utilization
than [10]–[12], we find that their kernel-based structure can
be improved further. By using distance-oriented grouping and
resource sharing, we proposed a lower cost hardware in this
paper. Besides, the sizes of LUTs used in [9] are still larger,
so we applied an efficient quantization method to reduce the
sizes of required LUTs. The details of the proposed method
are described in the following.

A. DISTANCE-ORIENTED GROUPING
Unlike [9] which adopts the position-oriented grouping
shown in Fig. 2, we divide the input data in a 5 × 5 filter
window into six groups according to their Euclidean distances
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FIGURE 3. Proposed distance-oriented grouping of window size 5 × 5.

from the center pixel. Those pixels having the same Euclidean
distances from the center pixel are assigned to one group.
Fig. 3 shows the distance-oriented grouping results of input
data in our design. Obviously, the number of pixels with
distance 5 is double than that of other groups. Thus the eight
pixels with distance 5 are separated into two groups to achieve
better hardware parallel computation.

After grouping, six hardware modules are used to process
the six groups of input data in parallel and the 5× 5 filter win-
dow can be processed completely after four stages. In other
words, the hardware module used for the first group will
process input data at coordinates (x−2, y−2), (x−2, y+2),
(x + 2, y− 2) and (x + 2, y+ 2) in sequence. Compared with
[9], the proposed distance-oriented grouping can reduce the
required adders and selectors.

B. RESOURCE SHARING
To implement bilateral filtering (see (1)), [9] perform the
photometric filtering in the first step as mentioned in Table 1.
Then, they calculate the kernel result and normalization term
concurrently. In the final step, the normalized result is gener-
ated.

After careful studying, we discover that the process-
ing steps adopted in [9] require some redundant hardware
resources. Observing the numerator and denominator of (1)
and (4), we realize that they have the same constituent factor.
This factor represents the particular coefficient weight for
each pixel in the filter window and can be described as follow:

W (s, t) =

{
constant, (s, t) is the central pixel
Wd (s, t)Wr (s, t) , otherwise

(5)

TABLE 2. Processes and number of multipliers in the proposed design.

whereW (s, t) is the combined weight of geometric and pho-
tometric weights. Obviously, we can reorganize the calcula-
tion order of bilateral filtering to achieve resource sharing and
reduce the required hardware cost. If W (s, t) is calculated at
the beginning, then (1) can be derived by including (5) and
rewritten as

f̂ (x, y) =

∑
(s,t)∈� f (s, t)W (s, t)∑

(s,t)∈�W (s, t)
. (6)

In other words, we adopt weight-prior computation to per-
form bilateral filtering in order to reduce the number of
multipliers required for weight calculation. Table 2 lists the
detailed processing steps, input and output of each step, num-
ber of required multipliers and pixel latency of our design.
Evidently, the proposed design reduces the number of multi-
pliers by approximately 48% compared with [9].

C. LUT
Observing (2), we know Euclidean distances D(f (x, y),
f (s, t)) in the filter window are fixed, so we can calculate
the geometric componentWd (s, t) in advance and save those
values in the circuit. Thus, no exponential operation is needed
to calculate Wd (s, t). However, the exponential operation
used to obtain the photometric component Wr (s, t) (see (3))
is unavoidable. To avoid intensive calculations required for
the exponential operation, LUT method that records all pre-
calculated weight values is adopted to obtain the exponential
result.

Observing (3), we know that the intensity difference
δ(f (x, y), f (s, t)) can be used as the input value of LUT
to obtain the corresponding Wr (s, t). Because the intensity
difference can range from 0 to 255, a LUT with 256 entries is
needed for storing all possible values. However, the observa-
tion of the possible Wr (s, t) values reveals that some values
are close to zero. These values influence the result of bilateral
filter slightly, so they can be removed from the LUT to reduce
LUT size. After that, the remaining values can be classified
into several groups: similar values are assumed to be the same
value to further reduce LUT size. Thus, (3) can be rewritten
as follows:

Wr (s, t) =


0, δ < LUT σr (0)
LUTWr (σr , index) , LUT σr (index) ≤ δ

≤ LUT σr (index + 1)
(7)
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FIGURE 4. Block diagram of proposed VLSI architecture.

FIGURE 5. Hardware architecture of combined photometric and
geometric weight calculation.

where LUTwr stores the exponential value, LUT σr stores the
boundary of each quantization interval, and an index is used
to obtain the correct value of the weight. According to our
extensive experimental results, we found that twelve groups
are enough to achieve comparable filtering performance.
Hence, the LUT size of certain σr is set to 12. In other words,
each LUT adopts 12 entries in our design. Compared with
[9] which requires 256 entries in each LUT, our design can
reduce the size of LUT by 95%.

IV. IMPLEMENTATION AND EXPERIMENTAL RESULT
Like [9], we also choose a 5 × 5 filter window for VLSI
implementation due to the tradeoff between high noise
reduction and low blurring effect. Fig. 4 shows the detailed
description of the proposed VLSI architecture. The combined
photometric and geometric weight calculation circuit which
implements (5) is presented in Fig. 5. Fig. 6 and 7 present the
hardware architecture of kernel result and normalization term
calculation, respectively. The superscript g in Figs. 5–7 indi-
cates the corresponding data group. In the last step, the nor-
malization module computes the output data (Dataout) and
completes the filtering. The proposed design is implemented
with a 33-stage pipelined architecture to achieve the speed
required for real-time bilateral filtering applications.

Our VLSI architecture is implemented by using the Ver-
ilog hardware description language. Then, Mentor Model-
sim is used for functional simulation. Finally, Xilinx ISE
14.7 WebPACK version is employed for FPGA realization.
Table 3 lists the implementation results of our design and two

FIGURE 6. Hardware architecture of kernel result calculation.

FIGURE 7. Hardware architecture of normalization term calculation.

FIGURE 8. Result images for Lighthouse: (a) noisy image with standard
deviation 20; (b) filtered using software-oriented bilateral filter;
(c) filtered using [9]; (d) filtered using the proposed design.

previous designs [9], [13]. Note that [9] is for grayscale
images. However, [13] is for the color image. Therefore,
the number of occupied slices usage from [9] is multiplied
three times to make a fair comparison. Obviously, the pro-
posed design achieves faster speed and lower cost than [9]
and [13]. The authors of [9] have demonstrated that their
architecture is better than those previous designs [10]–[12].
Thus, we can conclude that our design outperforms those
previous designs [9]–[13]. Table 4 lists the hardware resource
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TABLE 3. Implementation results of [9], [13] and the proposed design.

TABLE 4. Cost of different window sizes for the proposed design.

FIGURE 9. Result images for Boat: (a) noisy image with standard
deviation 30; (b) filtered using software-oriented bilateral filter;
(c) filtered using [9]; (d) filtered using the proposed design.

utilization, speed and throughput of the proposed design
when different sizes of filter window are adopted. The hard-
ware resource utilization will increase along with the window
size, and the clock frequency and throughput remain almost
the same.

Furthermore, to compare the image quality of the pro-
posed design and [9], a variety of simulations were executed
on ten well-known 512 × 512 grayscale test images: Lena,
Lighthouse, Boat, Couple, Goldhill, Peppers, Plane, Barbara,
Bridge, and Lake. In the simulations, the images were cor-
rupted by additive white Gaussian noise (AWGN) with differ-
ent standard deviations σnoise = [10, 20, 30, 40, 50, 60]. The
filter parameters σd = 1 and σr = 3× σnoise were chosen for
the photometric and geometric weights, respectively. To illus-
trate the quality of the reconstructed images, both peak signal-
to-noise ratio (PSNR) and structural similarity (SSIM) [14]
was employed. PSNR is calculated as

MSE =
1
xy

y−1∑
j=0

x−1∑
i=0

(
I (i, j)− Ī (i, j)

)2
, (8)

FIGURE 10. Result images for Lena: (a) noisy image with standard
deviation 40; (b) filtered using software-oriented bilateral filter;
(c) filtered using [9]; (d) filtered using the proposed design.

PSNR = 20log10

(
255
√
MSE

)
, (9)

where the size of original grayscale image I is x × y, Ī
represents the reconstructed image, MSE represents the mean
square error between I and Ī , and I (i, j) and Ī (i, j) denote the
intensities of I and Ī , respectively. The details to calculate
SSIM can be found in [14]. Larger PSNR or SSIM values
signify better signal restoration.

Table 5 lists the PSNR and SSIM values of the software-
oriented bilateral filter, the design in [9], and the proposed
design. The quality of the reconstructed images of our design
is slightly superior to that of [9]. Fig. 8-10 shows the details of
a noisy image and reconstructed images of different designs
in restoring σnoise = 20 image for Lighthouse, restoring
σnoise = 30 image for Boat and restoring σnoise = 40 for
Lena, respectively.
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TABLE 5. Average psnr/ssim for test images1.

V. CONCLUSION
A low-cost and real-time VLSI architecture of a bilateral
filter is proposed in this paper. Distance-oriented grouping,
resource sharing, and LUT reduction are applied to reduce the
required multipliers and memory space. Experimental results
show that the proposed architecture is more cost efficient than
[9], [13] while maintaining the same image quality, frame
rate, and working clock frequency.
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