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ABSTRACT Speech emotion recognition is a challenging but important task in human computer interaction
(HCI). As technology and understanding of emotion are progressing, it is necessary to design robust and
reliable emotion recognition systems that are suitable for real-world applications both to enhance analytical
abilities supporting human decision making and to design human–machine interfaces (HMI) that assist
efficient communication. This paper presents a multimodal approach for speech emotion recognition based
onMulti-LevelMulti-Head Fusion Attention mechanism and recurrent neural network (RNN). The proposed
structure has inputs of two modalities: audio and text. For audio features, we determine the mel-frequency
cepstrum (MFCC) from raw signals using the OpenSMILE toolbox. Further, we use pre-trained model of
bidirectional encoder representations from transformers (BERT) for embedding text information. These
features are fed parallelly into the self-attention mechanism base RNNs to exploit the context for each
timestamp, then we fuse all representatives using multi-head attention technique to predict emotional states.
Our experimental results on the three databases: Interactive Emotional Motion Capture (IEMOCAP), Mul-
timodal EmotionLines Dataset (MELD), and CMU Multimodal Opinion Sentiment and Emotion Intensity
(CMU-MOSEI), reveal that the combination of the two modalities achieves better performance than using
single models. Quantitative and qualitative evaluations on all introduced datasets demonstrate that the
proposed algorithm performs favorably against state-of-the-art methods.

INDEX TERMS Speech emotion recognition, multi-level multi-head fusion attention, RNN, audio features,
textual features.

I. INTRODUCTION
In speech enabled Human-Machine Interfaces (HMI),
the context plays important role for improving the user
interface. One of the important components of the context
is the emotion in speaker’s voice. Emotion recognition pro-
vide important priors in human decision handling, interac-
tion and cognitive process [1], [2], making it possible to
add human-like features to the HMI, such as empathy and
responding with proper emotion in the text to speech engine.
This fact has motivated researchers to think of speech as a
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fast and efficient method of interaction between human and
machine. Speech emotion recognition (SER) is defined as
extracting the emotional state of a speaker from his or her
speech. The main objective of employing SER is to adapt the
system response upon detecting frustration or annoyance in
the speaker’s voice.

However, the task of SER is still very challenging. First,
approaching the automatic emotion recognition necessitates
an appropriate emotion representation model. There are two
models commonly used in recent, namely as categories and
dimensions [3]. In this study, we mainly focus on emotion
categories, including ‘‘the four basic emotions’’ with anger,
happiness, sadness and neutral that appears to be the favored
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FIGURE 1. Overall architecture of the proposed MMFA-RNN model based SER.

approach in recent [3]. Moreover, it is an extremely gap to
deal with SER in the wild. There may be more than one
perceived emotion in the same utterance, and each emo-
tion corresponds to a different portion of the spoken utter-
ance. Consequently, emotion does not have a commonly
agreed theoretical definition [4]. Meanwhile, capturing gen-
uine emotion raises ethical issues, as well as difficulties in
emotional labeling and control of recording situation. Fur-
thermore, a complicated problem is the high dimensionality
of the audio-textual feature space. Consequently, accurate
modeling generally requires a reduction of the original input
feature space. This reduction is commonly accomplished
using feature selection, a method that identifies a subset
of the initial features that provide enhanced classification
accuracy [2]. However, it is not yet clear whether it is more
advantageous to select a subset of emotionally relevant fea-
tures or to capture the complex interactions across all features
considered.

According to these facts, we proposed an effective, robust
and reliable speech emotion recognition system using a
mechanism called Multi-Level Multi-Head Fusion Atten-
tion (MMFA) based recurrent neural network (RNN) to
combine the audio and textual features while capture their
temporal-context information. The raw audio signals have
been converted to a short-term power spectrum of sound,
mel-frequency cepstrum coefficients (MFCC). Besides,
we embed textual information to vector of works using
pre-trained language model BERT [5], which is a deep bidi-
rectional encoder representations from transformers achiev-
ing state-of-the-art on many language tasks. Then, we feed
these representations of audio and text into two streams of
self-attention basedRNN to reclaim contextual information at
each timestamp. Afterwards, the attention sequences of audio
and text are combined using the adaptive multi-head atten-
tion mechanism [6], to learn the representatives. The whole

process of extracting audio and textual features and fusing
them is called ‘‘Self-to-MultiHead’’ attention. Next, global
average pooling (GAP) is applied to minimize overfitting
problem by reducing the temporal dimensions. Finally, its
outputs are fed to two fully connected layers for predicting
human emotional states. The overall process of the proposed
model is illustrated in Fig. 1.

The main contributions of the proposed method are:

• Exploiting the temporal-contextual features of each
single modality and effectively fusing two modalities
with different temporal-length using proposed two-level
attention mechanism, namely Multi-Level Multi-Head
Fusion attention.

• Experimenting on classification of multi-class emotions
on the three public datasets.

• Employing cross-validation to show the generalization
of proposed model compared to conventional works and
human performance.

The remainder of this paper is organized as follows.
Section II presents the conventional works on speech emo-
tion recognition. The proposed model is described in detail
in Section III. Section IV gives experiments and analysis.
A conclusion is drawn in Section V.

II. RELATED WORKS
Generally, feature extraction and emotion classification are
two key steps in speech emotion recognition. In the following,
we briefly review the classification strategies in literature, and
then introduce the related works on IEMOCAP, MELD, and
CMU-MOSEI datasets since they are more relevant to our
work.

Recently, there are several classifiers have been utilized
to distinguish the underlying emotion categories. One of
early emotion classifiers is K-Nearest-Neighbor (KNN) [7]
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or Artificial Neural Network (ANN) [8]. Other classifiers
are GMM [9], HMM [10] and SVM [11], which are widely
adopted for SER system. Furthermore, some advanced sparse
representation-based classifiers [12], [13] have been pub-
lished. Nevertheless, each classifier has its own advantages
and disadvantages. To integrate the merits of different classi-
fiers, ensembles of multiple classifiers have been investigated
for speech emotion recognition [14], [15].

In 2011, Lee et al. [16] proposed a SER system using
hierarchical binary decision tree approach, that maps an input
speech utterance into one of the multiple emotion classes
through subsequent layers of binary classifications. This
method has made efforts to simplify multi-label to binary-
label, however, there still occur loss at each stage of the
hierarchical structure, that may lead to a large cumulative
error for the whole system.

With the explosion of deep learning technique, Han et al.
[17] utilized DNNs to extract high level features from
raw data and shows that they are effective for speech
emotion recognition. Nevertheless, this architecture is not
enough to cover the long-time contextual effect in emotional
speech. Consequently, the RNN-based emotion recogni-
tion framework from Microsoft Research has been pro-
posed [18]. In this work, they consider the long-range context
effect and the uncertainty of emotional label expressions.
Neumann and Vu [19] proposed a model to predict the
four-class emotion using an attentive convolutional neural
network with multi-view learning objective function. Addi-
tionally, they compare the results on several representa-
tions like log Mel filter-banks (logMel), MFCC, extended
Geneva minimalistic acoustic parameter set (eGeMAPS), and
prosodic features.

Instead of using only audio features like previous studies,
Jin et al. [20] generated feature representations from both
acoustic and lexical levels for building an emotion recogni-
tion system. At the acoustic level, they first extract low-level
features such as intensity, F0, jitter, shimmer, spectral con-
tours, etc. At the lexical level, they use the traditional Bag-
of-Words (BoW) feature and propose a new feature repre-
sentation named emotion vector (eVector). They show fairly
good performance on the four-class emotion recognition
using late fusion technique. Eventually, the last review [21] in
this section is about the use of deep recurrent neural network
trained on a sequence of acoustic features calculated over
small speech intervals. Furthermore, they use the Connec-
tionist Temporal Classification (CTC) [22] approach classify
emotional speakers by utilizing the additional NULL label
which corresponds to the absence of any other label and
extends the initial labels set. Conversely, they do not show
a very high accuracy on emotion recognition.

Next, we describe the related works on MELD dataset.
First, Zhang et al. [23] proposed a ConGCN architecture
to model both context-sensitive and speaker-sensitive depen-
dence for emotion detection. On the one hand, each utter-
ance of the whole conversation corpus is represented as a

node in a graph, with an edge between the two utterances
in the same conversation to symbolize the contextual depen-
dence. Each speaker of the whole corpus is represented as
a node, and they bridge the specific-speaker dependence
between each utterance and its speaker with an undirected
edge. Jiao et al. [24] introduced an Attention Gated Hierar-
chical Memory Network (AGHMN) for real-time emotion
recognition. Their work included a Hierarchical Memory
Network (HMN) with a bidirectional GRU (BiGRU) as the
utterance reader and a BiGRU fusion layer for the interac-
tion between historical utterances For memory summarizing,
they propose an Attention GRU (AGRU) to utilize the atten-
tion weights to update the internal state of GRU. Besides,
Nadeem et al. [25] intended a novel confidence estimation
method for predictions from a multi-class emotional classi-
fier. The predicted confidence values by the proposed system
are used to improve the accuracy of multi-modal emotion.
The scores of different classes from the individual modalities
are superposed on the basis of confidence values.

There are also several conventional works on CMU-
MOSEI dataset. For instance, Sahay et al. [26] presented
Relational Tensor Network architecture using the inter-modal
interactions within a segment. They also generate rich repre-
sentations of text and audio modalities by leveraging richer
audio and linguistic context along with fusing fine-grained
knowledge based polarity scores from text. Another workwas
introduced in [27] using a contextlevel inter-modal attention
framework for simultaneously predicting the expressed emo-
tions of an utterance. They hypothesize that the emotion of
an utterance often has inter-dependence on other contextual
utterances i.e. the knowledge of emotion for an utterance
can assist in classifying its neighbor utterances. Particularly,
they applied attention to contribute neighboring utterances
and multimodal representations that may assist the network
to learn in a better way.

While some previous works studied mainly on learning
discriminant features or extracting temporal features from
speech, others try to fuse the acoustic and linguistic features
to archive the benefit of each single modality. Whereas, these
features may not be discriminant enough to identify the sub-
jective emotions, and the fusion models is still not powerful
enough to capture complementary information. To tackle
this issue, it may be feasible to employ temporal-contextual
features in both audio and text information and com-
bine them during training process for recognizing emotion
state.

III. PROPOSED METHOD
In this section, we present our multimodal approach using
RNN model with a mechanism of Multi-Level Multi-Head
Fusion attention for SER. First, we introduce the prepro-
cessing steps for audio signal and textual information. Next,
we describe the process of attention models that can capture
the contextual information. Finally, we report the proposed
architecture for SER in details.
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FIGURE 2. Example of audio conversion to MFCC and corresponding
word embedding matrix.

A. PREPROCESSING
Unlike the works in [28], [29] that learned utterance fea-
tures by utilizing convolutional neural networks (CNNs),
we extract MFCC features for audio and BERT features for
text. Through our exploration, we find that CNN feature is
not a good representative for extracting temporal information
such as raw audio and text. Generally, MFCC is an accu-
rate representation of raw audio, which is widely used in
automatic speech recognition. Meanwhile, BERT is the state-
of-the-art model for extracting contextual features of text
information even in different scenarios.

Especially, we use OpenSMILE toolkit [30] to extract
MFCC features from audio signal. Unlike in speech signal
processing, we set audio frames of 100 ms sampled at a rate
of 50 ms using Hamming window to let the temporal length
of the audio around ten times longer than the utterance length
before re-sampling. This factor will reduce the influence of
low signal-to-noise ratio (SNR) when estimating interpola-
tion. For instance, if we choose small frame size and sampling
rate (such as 20 ms of frame size and 5 ms of sampling
rate), we must resample text features hundreds of times more
than the original size. This leads to the generation of an
various sequence of information and decreasing the SNR.
In MFCC, the first feature is the log-energy of sound. Then,
it computes 12 MFCC (1-12) from 26 Mel-frequency bands,
and applies a cepstral liftering filter with a weight parame-
ter of 22. The 13-delta and 13-acceleration coefficients are
appended to the MFCC. These features are mean normalized
with respect to the full input sequence. The frequency range
of the Mel-spectrum is set from 0 to 8 kHz. Fig .2(a) shows
examples of MFCC extraction from audio signals.

To utilize information from text data, we compute the
vector representation of words using BERT. BERT is an
open-sourced natural language processing (NLP) pre-trained
model developed by researchers at Google in 2018. It is
pre-trained on a large corpus of unlabelled text which
includes the entire Wikipedia (about 2,500 million words)
and a book corpus (800 million words). As opposed to
directional models, which read the text input sequentially,
BERT is considered bidirectional path. This characteristic
allows the model to learn the context of a word based
on all of its surroundings (left and right of the word).

In this paper, we use the baseline BERTmodel which includes
12 transformer blocks, 12 attention heads, and 110 million
parameters. After embedding, each word in an utterance is
represented by a 768-dimension vector. Fig. 2(b) presents
example of work embedding using BERT corresponding to
example in Fig 2(a).

B. MULTI-LEVEL MULTI-HEAD FUSION ATTENTION
Attention is motivated by how we pay visual attention to dif-
ferent regions of an image or correlate words in one sentence.
Word attention allows us to focus on a contextual word with
‘‘high attention’’ while perceiving the surrounding words in
‘‘low attention’’. In literature, researchers experimented with
Attention Mechanisms for machine translation tasks. Bah-
danau et al. [31] proposed a neural machine translation based
on jointly learning to execute translations concurrently. Then,
attention mechanisms became common in NLP tasks based
on neural networks such as RNN or convolutional neural
network (CNN). In a nutshell, attention in the deep learning
can be broadly interpreted as a vector of importance weights.
In order to predict or infer one element, such as a pixel in
an image or a word in a sentence, we estimate the attention
vector how strongly it is correlated with other elements and
take the sum of their values weighted by the attention vector
as the approximation of the target.

In this section, we propose an attention mechanism that
not only extracts contextual information of audio and text
featutes but also combines these features frommultimodality,
as shown in Fig. 3. The proposed architecture is named
Multi-Level Multi-Head Fusion Attention (MMFA), which
included two levels of attention. The first-level compute a
representation at different positions of a single sequence
for each audio and text RNN-features. First of all, we per-
form a multiplicative operation fatt (xt , xt ′) of current state,
xt at current timestamp t , over previous states xt ′ of previ-
ous timestamp t ′ to calculate the attention alignment. Next,
we determine attention scores, at , by applying softmax func-
tion to fatt (xt , xt ′). Then, we calculate the context vector, lt ,
at position t as an average of the previous states weighted
with the attention scores at . The first-level attention can be
expressed as follows:

fatt (xt , xt ′) = xTt Waxt ′ + ba, (1)

at = softmax(et ), (2)

lt =
∑
t ′
at,t ′xt ′ . (3)

where Wa and ba are weight matrix and bias value to be
learned in the attention model.

In the second-level attention, we modify the multi-head
attention in [6] to fuse the attention features from
audio and text. Rather than only computing the attention
once, the multi-head mechanism runs through the scaled
dot-product attention (SDPA) multiple times in parallel.
However, the original SDPA [6] requires the same temporal
lengths of inputs for computation. In fact, the temporal
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FIGURE 3. Multi-Level Multi-Head Fusion Attention (MMFA) consisting of two levels. Multiplicative: multiplicative
operation; Softmax: softmax function;

∑
: dot-product summation; Concat: feature concatenation; Linear: linear

transformation; MulMat: dot-product operation; Scale: scaled operation; Re-sampling: interpolation technique.

dimension of audio and text are always different since the
length of audio depends on the recording duration while the
length of text is the number of words. To overcome this issue,
we first fed the outputs of the first-level attention to multiple
linear transformation modules, then we duplicate the audio
branch and apply to them the sequential operations of dot-
product, scaling, and softmax function. On the text branch,
we add ’Re-sampling’ block to interpolate the text features
having the same temporal size with the audio features.
Then, we perform another dot-product operation to extract
the sympathetic representation between multiple models.
The independent attention outputs are simply concatenated
and linearly transformed into the expected dimensions. The
second-level attention can be described as follows:

Multi-Head
(
A1st ,A1st ,T1st

)
= [head1; . . . ; headh]WO

headi = softmax

(A1stW
1
i

) (
A1stW

2
i

)T√
dA1st

R
(
T1stW

3
i

)
where R(•) = Interpolation method (4)

where A1st and T1st are the audio and text features from the
first-level attention; WO, W1, W2, and W3 are parameter
matrices to be learned.

C. MULTIMODAL SPEECH EMOTION RECOGNITION
BASED ON MMFA AND RNN
In this section, we introduce a multimodal approach for
SER using RNN and MMFA. After preprocessing step,
we pass each input modality to a layer of batch normal-
ization, as shown in Fig. 1, to normalize the input layer
by adjusting and scaling the activation. Then, the outputs
from batch normalization layers are fed to the gated recur-
rent unit (GRU) module [32], which is a variant of RNN
model. The problem of the conventional RNN is suffering
from vanishing or exploding gradients. Therefore, instead
of having a simple neural network with four nodes as the
RNN had previously, GRU has a cell containing multiple
operations that allows it to carry forward information over
many time periods in order to influence a future time period.
Next, the returning sequences of GRU from both audio and
text branches are applied to the MMFA module in the sub-
section III-B to extract the local features and combine the

audio and text features into one matrix. In this work, we do
not fix the temporal length of time-series data for all training
samples as researchers usually did because the gap between
the shortest and longest records is too large. Instead, we fix
the temporal length on batch based on the maximum length
of sample in that batch and pad zero-vector for the shorted
ones. Therefore, this avoid to pad very long zero-vector to the
most samples and reduce the size of input on each iteration.
Since the temporal length of input is unknown, GAP layer
is added to minimize overfitting problem by reducing the
temporal dimensions. Finally, the reduced vector is passed to
two fully connected (FC) layers for scaling and compressing
feature-dimension to predict the probabilities of emotional
states using ’Softmax’ function. The detail of operational
configuration is presented in Appendix A.

IV. EXPERIMENTS AND DISCUSSION
A. MATERIALS
IEMOCAP dataset [33] consists of approximately twelve
hours of recordings. Audio, video and facial key points data
was captured during the five sessions. Each session is a
sequence of dialogues between man and woman. In total,
ten people split into five pairs took part in the process.
All involved people are professional actors and actresses
from Drama Department of University of Southern Califor-
nia. The recording process took place at the professional
cinema studio. Actors seated across each other at ’social’
distance of meters. It enables more realistic communication.
After recording of these conversations, authors divided them
into utterances with speech. Note that audio was captured
using two microphones. Therefore, the recordings contain
two channels which correspond to male and female voices.
Sometimes they interrupt each other. In these moments the
utterances might intersect. This intersection takes about of
all utterances time. It might lead to undesired results because
microphones were place relatively near each other and thus
inevitably captures both voices. The evaluation form con-
tained ten options: neutral, happiness, sadness, anger, sur-
prise, fear, disgust, frustration, excitation, and other. The
total length is around 12 hours. To be comparable with related
works, we divide two sets from the data: only Improvised, and
Mixed (merging Improvised and Scripted) scenarios. In the
Improvised scenario, subjects were asked to improvise based
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TABLE 1. Number of utterances and duration per emotion class in the two scenarios of the IEMOCAP dataset: Improvised and Mixed.

TABLE 2. Number of utterances per emotion in the MELD and
CMU-MOSEI datasets.

on hypothetical scenarios while in the Scripted one, subjects
were asked to memorize and rehearse with scripts. TheMixed
scenario means we combine both improvised and scripted
scenarios to cover a full range of situations. In summary,
Table 1 presents the total number of utterances and duration
of ten emotions in the two considerable scenarios.

MELD dataset [34] is an extended version of the Emotion-
Lines dataset [35]. The data comes from the Friends TV series
with multiple speakers involved in the conversations. It was
split into training, validation, and testing sets with 9593,
1061, and 2504 utterances, respectively. Each utterance has
been labeled led by one of the seven emotion types, namely,
anger, disgust, sadness, joy, neutral, surprise, and fear.
CNU-MOSEI datasset [36] is the largest dataset of sen-

tence level sentiment analysis and emotion recognition in
online videos. CMU-MOSEI contains more than 65 hours of
annotated video from more than 1000 speakers and 250 top-
ics. The dataset was introduced in the 2018 Association for
Computational Linguistics and used in the co-located First
Grand Challenge and Workshop on Human Multimodal Lan-
guage. Six emotions labeled in the MOSEI are happy, sad,
angry, fear, disgust, and surprise. Similar to MELD dataset,
the CMU-MOSEI was also divided into three sets: training,
validation, and testing.

Table 2 summaries the total number of utterances of
seven emotions in MELD dataset and of six emotions in
CMU-MOSEI dataset. All three datasets are sampled at
16 kHz.

TABLE 3. Performance of the four emotional classification on the
Improvised and Mixed presented by Mean ± STD in percentage. ACC :
accuracy; ACCB: balanced accuracy; PRE : precision; REC : recall; Fβ :
F -beta score.

B. PERFORMANCE ON SPEECH EMOTION RECOGNITION
Since the number of ‘‘Disgust’’ and ‘‘Other’’ samples in
IEMOCAP dataset are too small, we drop them and decide
two experiments corresponding to two classifiers: four emo-
tions (neutral, angry, sad, and happy/excited), and eight emo-
tions (neutral, frustrated, angry, sad, happy, surprise, excited,
and fear). For each classifier, we conduct two scenarios
which are Improvised andMixed. To evaluate the IEMOCAP
dataset, we configure 10-fold leave-one-speaker-out cross
validation method, which assign a person in a session as vali-
dation while other person of the same session as test and vice
verse, and the remaining sessions are used for training. Also,
we assume that speaker identity information is not available
in our study. Since theMELD and CMU-MOSEI datasets had
been already divided in training, validation and testing sets,
we learn the model’s parameters using the training and vali-
dation sets, and evaluate the proposed model’s performance
using the testing set. Evaluation metrics used are Accuracy,
Balanced Accuracy, Precision, Recall, and Fβ , which are
expressed in Appendix B. Especially for the CMU-MOSEI,
we perform mean absolute error (MAE) metric for emo-
tional score estimation to compare with conventional works.
Besides, we implement experiments with single modality
(using only audio or only text) to compare with our proposed
multimodal approach.

Table 3 presents the performance of the four emotional
classification on the Improvised and Mixed scenarios for
the thee models: only audio, only text, and multimodal.
From Table 3, we obtain a significant improvement of
using multimodal by 9.81% of mean Accuracy compared
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TABLE 4. Performance of the eight emotional classification on the
Improvised and Mixed presented by Mean ± STD in percentage. ACC :
accuracy; ACCB: balanced accuracy; PRE : precision; REC : recall; Fβ :
F -beta score.

TABLE 5. Comparison of the proposed model and conventional studies
on IEMOCAP dataset for the four emotional classification. Metric used is
mean Accuracy in percentage. CV : cross-validation; LOSO:
leave-one-speaker-out.

to audio model and 19.5% compared to text model for the
Improvised case. Furthermore, the use of multiple model
brings expressive enhancement on Precision, Recall, and Fβ
compared to the use of single model. Since people only
express their emotion through voice intensity rather than
the semantics of words in the Improvised case, the audio
model obtain better performance than the text model.
Besides, Table 3 shows that, for the Mixed scenario, our
proposed model is healed by 5.99−17.31% on Accuracy,
6.1−18.88% on Balanced Accuracy, 5.81−16.43% on
Precision, 5.99−17.31% on Recall, and 5.27−17.6% on Fβ
compared to using text or audio model only.

Moreover, the average performance of eight emo-
tional classification for the Improvised and Mixed scenar-
ios is introduced in Table 4. For the Improvised case,
we achieve the Accuracy of 49.88±4.04% for audio model,
41.56±3.72% for text model, and 60.71±3.76% for multi-
modal, which is improved from 10.83% to 19.15%. For the

TABLE 6. Performance of the emotional classification on the MELD and
CMU-MOSEI presented by Mean value in percentage. ACC : accuracy;
ACCB: balanced accuracy; PRE : precision; REC : recall; Fβ : F -beta score.

TABLE 7. Comparison of the proposed model and conventional studies
on MELD and CMU-MOSEI datasets. ACC : accuracy; F1: F -1 score; MAE :
mean absolute error.

Mixed case, the Accuracy of audio, text and multimodal are
39.91±5.01%, 49.88±4.18%, and 56.7±4.1%, respectively.
However, the Balanced Accuracy scores of eight emotional
classification are low because the dataset is imbalanced on
‘‘Surprise’’ and ‘‘Fear’’ classes. This challenge can encour-
age researchers preferring topics on the advanced emotion
recognition to the basic one.

The evaluation of our proposed model compared to the
conventional studies is presented in Table 5. Most of studies
focus on emotion recognition using audio signal. The results
prove that we can heal a big gap of accuracy using multiple
models as in [20] and proposed model. Even the evaluation
settings are different frommost studies who used 5-fold cross
validation, our results are still presented objectively since we
conduct experiment with speaker-independence.
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TABLE 8. Per-class performance of the four emotional classification on the Improvised and Mixed of IEMOCAP dataset presented by Mean ± STD in
percentage. PRE : precision; REC : recall; F1: F -1 score.

TABLE 9. Per-class performance of the eight emotional classification on the Improvised and Mixed of IEMOCAP dataset presented by Mean ± STD in
percentage. PRE : precision; REC : recall; F1: F -1 score.

The performance on single models and proposed
multi-model for the MELD and CMU-MOSEI datasets is
displayed in Table 6. As discussed above, the proposed
multi-model outperforms both single models (audio and text)
in term of emotion recognition. Particularly, we obtain an
accuracy of 63.26% using multimodal on the MELD data
while they are 48.84% and 61.66% for audio and text, respec-
tively. For the CMU-MOSEI data, we achieve an accuracy
of 99.19%, which improves a bit gap compared to audio by
9.28% and text by 5.33%.

Table 7 presents comparison of the proposed model and
conventional works on theMELD and CMU-MOSEI datasets
in term of ACC , F1, andMAE (for CMU-MOSEI data only).
For both scenarios, we achieve great effectiveness of the pro-
posed approach. Precisely, we obtain 63.226% and 60.59% in
term of accuracy and F-1 score, respectively, on the MELD
dataset. Also, we achieve almost perfect performance on the
test set of CMU-MOSEI data, which are 99.19% of accuracy,
99.19% of F-1 score, and 0.1312 ofMAE .
Further results can be found in the Appendix C.

C. DISCUSSION
Our proposed ‘‘Self-to-Multihead’’ attention based RNN
serves many advantages over the other published studies
introduced in Section II. The main contributions of our
paper are 1) the uses of ‘‘Self-to-Multihead’’ to exploit
important information from each modality and fuse multiple
temporal-feature from audio and text, and 2) the combi-
nation of multiple modalities (audio and text) to enhance
the overall performance compared to unimodal. In details,
we first preprocess raw audio signal and text information to
produce good representatives. MFCC is a very compressible
representation for audio signal since it is more ‘‘biologically
inspired’’ and have been proven to be more successful in
automatic speech recognition or speech segregation. Mean-
while, BERT is state-of-the-art in language modeling which
embed word into vector depended on the context in which
it occurs. It means BERT can construct the same word in
different representation and provide meaningful information.
Table 5 proves that the BERT-based text model results higher
accuracy than in [20] and [43].
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TABLE 10. Per-class performance of the emotional classification on the MELD and CMU-MOSEI datasets presented by Mean value in percentage. PRE :
precision; REC : recall; F1: F -1 score.

Recognizing human emotion from speech needs charac-
teristic audio and textual features before feeding data into a
suited deep learning algorithm. The synchronization of audio
and text in temporal space is always a controversial problem.
Traditional studies usually resize the temporal dimension to
a fix length such as zero-padding technique. However, this
can produce very largely non-informative samples if there
is a big gap of temporal length between trials. Therefore,
in this study, we proposed a dynamic-size inputs that only
resize the observations’ temporal lengths in a batch rather
than for all samples. Besides, we apply self-attention on each
timestep to take advantage of its importance in the whole
time-series data and avoid non-informative features being
learned during training. The modified multi-head attention
allows us to join two different-length inputs flexibly while
extracting the discriminant features of both. That is the reason
why the multimodal system can predict hard-class emotions
as shown in Table 9 and Table 10. Generally, the combination
of multiple models achieves closing prediction to human
performance, as shown in Table 5.
Nevertheless, Out proposed model still has a few limi-

tations. The audio-based emotion recognition model from
this study is worse than conventional models. The proposed
model has recently focused on individual dialog, while the
dataset provides several conservation. It is necessary to fig-
ure out the relationship between dialogs in a conservation.

V. CONCLUSION
Accurate emotion recognition systems are essential for the
advancement of human behavioral informatics and in the
design of effective human–machine interaction systems. Such
systems can help promote the efficient and robust process-
ing of human behavioral data as well as in the facilitation
of natural communication. In this paper, we proposed a

multimodal-based speech emotion recognition using recur-
rent neural network and Self-to-MultiHead attention mech-
anism. The proposed framework is developed based on two
types of speech representations, which is the MFCC of audio
signal and word embedding from text data. By training
these features on temporal space parallelly, we obtain the
state-of-the-art performance on the IEMOCAP, MELD, and
CMU-MOSEI datasets.

However, there are still many future modifications inte-
grated within this framework. Instead of fusing the two
modalities at late layers, a synchronization between audio
signal and text data can be used at low-level representations
to determine the relationship between these data. Addition-
ally, we will consider using other features of audio such as
perceptual linear prediction (PLP), chroma, prosody, etc. For
text data, we will select the emotional words in an utterance
rather than using all to eliminate non-related emotional infor-
mation in the speech. Finally, another trend is to apply domain
adaptation techniques and transfer the knowledge from the
speech recognition methods to the emotion detection using
pretraining and fine-tuning.

APPENDIXES
APPENDIX A
CONFIGURATION OF MULTI-LEVEL MULTI-HEAD FUSION
ATTENTION BASED RNN ARCHITECTURE
The architecture of the MMFA based RNN includes two
branches as shown in Fig. 1. The first branch inputs the
MFCC features, which is converted from audio signals,
of ta×39 dimensions, where ta is timesteps and 39 is number
of features extracted from each timestep by the OpenSMILE.
The second branch inputs the word embedding matrix deter-
mined from the pre-trained BERT model that provides a
tw × 768 dimensions, where tw is the number of word for
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FIGURE 4. ROC-AUC of the four-emotion and eight-emotion classifiers for the Improvised scenario.
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FIGURE 5. ROC-AUC of the four-emotion and eight-emotion classifiers for the Mixed scenario.
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FIGURE 6. ROC-AUC of the seven-emotion classifier for the MELD dataset.

each utterance and 768 is the output size of the BERT model.
Each input is connected to a batch normalization layer to
prevent bias from different modalities before it is fed to one
GRU layer. In the GRU, the number of recurrent units, nGRU ,
is adapted as follows:

Audio : nGRU = fa ∗ 39 (5)

Text : nGRU = 768/fw (6)

where fa and fw are multiplicative factors for audio and text
models. In this work, we set fa = 2 and fw = 4 because
they are large enough to avoid overfitting. We use L2 as
regularization function with parameter of 1e−4. Recurrent
dropout is set to 0.3. For the MMFA, the number of heads
is set to 2. Moreover, we add L2 function as regularizer of
1e−3 for the Multi-Head module.
Then, the GAP is applied to scale the temporal space

into feature vector, and its output is linked to two fully
connected (FC) layers. Each FC layer contains 80 perceptive

units followed by a batch normalization layer and a dropout
layer of 0.3. The activation is fast Gaussian error linear units
(fastGELU), which is utilized from [48], and can be expressed
as follows:

fastGELU (x) = max
(
0,min

(
1,

1.702 ∗ x + 1
2

))
∗ x (7)

Finally, we use ’Softmax’ function to predict the emotional
probabilities, and decide the closing emotion that gets the
highest score. Loss function and optimization strategy used
in this study is cross entropy and stochastic gradient descent
(SGD), respectively. Learning rate is set to 1e−3 with decay
of 1e−6.

APPENDIX B
EXPERIMENTAL ENVIRONMENT AND
EVALUATION CRITERIA
The environments of the experiments is the Linux
operating system (Ubuntu 16.04 LTS), along with the
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FIGURE 7. ROC-AUC of the six-emotion classifier for the CMU-MOSEI dataset.

Tensorflow1 framework version 2.0, and CUDA 10.0 and
cuDNN 7.6 dependencies (Nvidia Corporation, Santa
Clara, CA, USA) for graphics processing unit acceleration.
The computing systems have a GPU of 11GB GTX 1080 Ti
and two GPUs of 16GB Tesla P100 with 64GB RAM.

We evaluate the proposed model for SER using 10-fold
leave-one-speaker-out cross validation, which assign a per-
son in a session as validation while other person of the
same session as test and vice verse, and the remaining ses-
sions are used for training. Also, we assume that speaker
identity information is not available in our study. The
quantitative measurement of speech emotion recognition
is per-sample Accuracy. Additionally, other terms such as
Balanced Accuracy, Precision, Recall, F1 and Fβ scores are
also calculated for comparison. Balanced Accuracy is used
to deal with imbalanced dataset and defined as the average

1https://www.tensorflow.org/

of recall obtained on each class. Precision basically tells us
how many positive samples classified by model are actu-
ally positive. Recall provides how many true positives are
found by model. F1 score takes into account both Precision
and Recall as we can’t always evaluate them and then take
the higher one for our model. It is the harmonic mean of
Precision and Recall. Fβ score is used as a evaluation metric
to assign different weights to Precision and Recall. Using
the notation of true positive (TP), true negative (TN ), false
positive (TP), and false negative (FN ), these metrics are
presented in eqs. (8) to (13) as follows:

Accuracy =
TP+ TN

TP+ FP+ TN + FN
(8)

AccuracyBalanced =
1
2

(
TP

TP+ FN
+

TN
TN + FP

)
(9)

Precision =
TP

TP+ FP
(10)

61684 VOLUME 8, 2020



N.-H. Ho et al.: Multimodal Approach of SER Using MMFA-Based RNN

Recall =
TP

TP+ FN
(11)

F1 = 2
Precision · Recall
Precision+ Recall

(12)

Fβ =
(
1+β2

) Precision · Recall(
β2 · Precision

)
+Recall

(13)

In this study, β = 0.5 was chosen to lend more weight to
precision. The cross-entropy loss for emotion classification
is formed as eq. 14:

LCE = −

C∑
i=1

yi log ŷi (14)

All metrics are computed using Scikit-learn2 toolbox.

APPENDIX C
FURTHER RESULTS
This section presents further experimental results on IEMO-
CAP, MELD, and CMU-MOSEI datasets using our proposed
model. Tables 8 and 9 provide per-class performance of the
four and eight emotional classification on the Improvised and
Mixed scenarios of the IEMOCAP data. For four-emotion
classifier, Table 8 shows the highest scores on ‘‘Angry’’ while
obtaining the lowest score on ‘‘Neutral’’. For eight-emotion
classifier, we get high performance on ‘‘Sad’’ and ‘‘Angry’’
and low performance on ‘‘Surprise’’ and ‘‘Fear’’, as shown
in Table9.

Table 10 details the per-class performance of the speech
emotion recognition for both MELD and CMU-MOSEI
datasets. Similar as discussed above, multimodal approach
shows outperforming performance compared to using audio
or text model only, and is able to predict hard cases such as
Fear , Sad , and Disgust in the MELD dataset.
Fig. 4 displays the mean and standard deviation of the

area under the receiver operating characteristic curve, usu-
ally called AUC, in Improvised cases for both four-emotion
and eight-emotion classifiers over 10 folds. Similarly, Fig. 5
illustrates the AUC result for theMixed case.
Fig. 6 illustrates the mean and standard deviation of

per-class ROC-AUC of the seven-emotion classifier on the
MELD dataset. Furthermore, Fig. 7 presents the per-class
ROC-AUC on the CMU-MOSEI dataset.

All above results prove that the use of attention mechanism
and combination of multiple models help to gain a significant
success compared to using unimodal. Especially, multimodal
system can predict hard-class emotion, which accounts for
small quantities in the imbalanced dataset, while unimodal
system is almost impossible to recognize.
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