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ABSTRACT Topic mining of scientific literature can accurately capture the contextual structure of a topic,
track research hotspots within a field, and improve the availability of information about the literature.
This paper introduces a multi-dimensional topic mining method based on a hierarchical semantic graph
model. The main innovations include (1) the hierarchical extraction of feature terms and construction of
a corresponding semantic graph and (2) multi-dimensional topic mining based on graph segmentation and
structure analysis. The process of semantic graph construction is based primarily on hierarchical feature
term extraction, which can effectively reveal the hierarchical structural distribution of feature terms within
documents. Our graph model also takes into account the complementarity of content- and context-related
feature terms in documents while avoiding the loss of textual information. In addition, the multi-dimensional
features of the topic can be mined effectively via an in-depth analysis of the constructed graph, resulting in
a quantitative visualization of the many-to-many association between the topic and feature terms. A variety
of experiments on existing document datasets demonstrate that the proposed approach is able to outperform
state-of-the-art methods in terms of accuracy and efficacy.

INDEX TERMS Topic mining, multi-dimensional topic, hierarchical semantic graph.

I. INTRODUCTION
With the rapid development of database and Web 2.0
technologies, the volume of literature available online is
experiencing explosive growth. This is particularly true for
scientific research, whose publishing cycle has been greatly
shortened. Together with increasingly blurred disciplinary
boundaries, this means that scholars are now commonly
facing the challenge of extracting relevant and complemen-
tary research topics from diverse and large-scale literature
resources [1]–[3]. In addressing this challenge, researchers
have widely adopted topic mining technology as a means of
quickly discovering emerging research hotspots.

Topic mining is a statistical method used to discover
latent topics in a series of documents [4]. It can transform
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documents from a high-dimensional term space to a low-
dimensional topic space in which tasks such as text classi-
fication and core content extraction can be realized [5]. The
detected topic is usually represented by a set of descriptive
and collocated keywords/terms, which can help researchers
efficiently detect meaningful hotspots in such areas as infor-
mation retrieval [6]–[8], machine learning [9], [10], and
social media modelling [11].

Before the emergence of the topic model, text representa-
tion in the field of text mining relied mainly on the vector
space model (VSM) [12] or the statistical language model
[13] to implement a ‘‘text→ word’’ mapping of a document.
However, these methods are hard-pressed to fully reveal the
rich topic information contained in the text, as they fail
to consider the association between the terms in the doc-
ument and hence neglect important semantic information.
To overcome some of these shortcomings, a topic model
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based on latent semantic analysis was proposed, which uses
a soft clustering method to identify text topics represented
by latent Dirichlet allocation (LDA) [14], [15]. LDA has
been shown to be a successful algorithm because of its abil-
ity to mine semantic information from textual data. How-
ever, this method requires pre-set parameter values and only
reveals potential semantic association between terms. More-
over, the assumed latent topics are of limited relevance, due
to the weak correlation between components of the Dirich-
let distribution vector, as contrasted with the often multi-
dimensional characteristics of topic feature terms. In this
paper, we instead use a graph perspective to undertake the
mining of such characteristics. The nodes and edges in the
graph can clearly reveal the complex relationships between
feature terms and effectively highlight the documents’ core
information [16], [17].

In this method, as in other graph-based topic mining meth-
ods, the construction of a document graph is the foundation.
Co-occurrence relationships are a common basis for such
graph representations [18]–[20]; they measure the content
relevance of the document by extracting meaningful terms
or concepts from the text [21]. Although it is easy to con-
struct a graph based on co-occurrence, there remains a deficit
in contextual recognition. Moreover, such a graph cannot
reflect the deeper structural relationships between feature
words, especially when complex hierarchical relationships
are involved. The key issue in graph-based topic mining is
finding a way to cluster nodes with strong semantic relations
to represent a topic. Most researchers have attempted this by
means of clustering algorithms [22]–[24] and subgraph min-
ing [25], [26]—that is, by means of graph structure analysis.
However, these structural-analysis methods generally fail to
reflect the multi-dimensional characteristics of terms due to
the complexity of word expressions in the context of topic
mining. Further methodological refinements are needed to
reveal the contribution of each feature term to different topic
clusters.

Given the above considerations, we propose a novel hier-
archical term graph-based method for topic detection across
multiple documents. The main innovations include (1) hier-
archical extraction of feature terms and construction of cor-
responding semantic graphs and (2) topic mining based on
graph segmentation and structure analysis. In constructing
the graph, we combine co-occurrence relationships with the
embedding relationships of the feature terms in the graph.
The graph thus constructed can comprehensively represent
the mutual relevance of feature terms based on both content
and context while avoiding the loss of textual information;
the hierarchical extraction of the terms used in the graph
can effectively reveal the hierarchical structure to which they
are related. In the process of topic mining, we apply graph
segmentation and structure analysis, allowing us to further
explore the multi-dimensional characteristics of each feature
term in the topic and reveal the contribution of each feature
term to different topic results. Thus, our method can quan-
titatively depict the relative strength of the many-to-many

association between topics and feature terms. This alsomeans
that there can bemore than one term under a topic; conversely,
a single term can be spread over multiple topics.

The method proposed in this paper is an unsupervised
method that can accomplish deep mining of the topics in
multiple documents with high potential for further appli-
cation and expansion. Experimental results show that the
proposed method effectively performs topic mining for mas-
sive document corpora. Extensive evaluation using existing
datasets demonstrates the improved accuracy and efficacy
of our method over the present state of the art. The main
advantages of our approach lie in its ability to cluster topics
more effectively for literature resources by combing multi-
ple relationships, to mine multi-dimensional topic features,
and to describe quantitatively the degree of many-to-many
association between feature terms and topics. In addition,
the method can obtain mining results of different granularity
based on different weight thresholds to meet researchers’
varying needs.

The remaining sections of this paper are organized as
follows. In Section II, we present the current state of the
art in topic detection. In Section III, the framework of the
proposed approach is outlined, and in Section IV, a hierarchi-
cal semantic graph model is presented along with a detailed
procedure for building said model. A combined method of
graph segmentation and structure clustering for miningmulti-
dimensional topics is described in Section V. Section VI
reports on an experimental evaluation of the proposed seman-
tic graph model and topic mining algorithm. Results are
discussed in Section VII, and conclusions are presented in
Section VIII.

II. RELATED WORK
The effective extraction of valuable topics from documents
has always been a hot topic in text mining. Recently, topic
extraction has attracted the attention of researchers who have
applied a variety of different algorithms to the problem. Ini-
tially, researchers used TF-IDF or VSM [27]–[30] to iden-
tify text topics via automatic indexing. These methods map
unstructured data to a feature vector space, which is used as
the representation of the text for purposes of classification or
cluster analysis. They consider the characteristics of words
in isolation and ignore their interaction in the text, making
them unable to reveal thematically relevant but low-frequency
words.

Latent Semantic Indexing (LSI) [31], an early form of the
topic model, maps documents from a high-dimensional word
space to a low-dimensional latent semantic space. This solves
the problems of high dimensionality, feature sparseness, and
semantic loss witnessed in the results of VSM processing.
Based on the concept of LSI, Hofmann [32] proposed a
refinement known as probabilistic latent semantic analysis
(PLSA). This is a generativemodel for representing thewords
in a given document. However, it cannot provide a distri-
bution over a corpus of related documents. This led in turn
to the development of the latent Dirichlet allocation (LDA)
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model [14], which can be regarded as a Bayesian model with
three levels of hierarchy. In LDA, documents are presented
in a textual database which is modelled as a finite mixture
over a set of topics. Then, the topics are modelled once
more as an infinite mixture over a set of topic probabili-
ties with associated words. LDA has a wide range of uses
and achieves effective dimensionality reduction, but it makes
the hypothetical topics almost irrelevant, due to the weak
correlation between components of the random variable in
the Dirichlet distribution—a trait not consistent with many
practical scenarios.

At present, graph-based methods have found wide use
in topic detection due to their good performance in detect-
ing the association between words [20]. Such methods are
important visualization tools, using nodes and edges to reflect
words and relationships in the graph and thus facilitating
a more interesting and flexible application of topic mining
algorithms [18]. Current graph-based topic mining methods
mainly focus on two aspects, namely, the selection of the
core terms in the graph as the discovered topics and the
identification of important associated subgroups in the graph.

The core term-based approach recognizes text topics based
primarily on network centrality, which measures the impor-
tance of a node in the graph. Hassan and Louiqa [19] modeled
their KeyGraph as a network by considering keyword co-
occurrence. Betweenness centrality for an edge is fixed at the
number of the shortest paths for all pairs of nodes in the Key-
Graph; a topic is represented following a procedure to remove
intercommunity edges. Jo et al. [33] detected topics in large-
scale linked document collections based on a citation graph.
Their work uses the correlation between term distributions
to identify topics; topic scores are measured for each term
using the likelihood ratio of binary hypotheses based on a
probabilistic description of graph connectivity. Liu et al. [34]
proposed a generative graph model to mine topic-level direct
influence and predict user behaviour, using a propagation
and aggregation method based on heterogeneous link infor-
mation and content information. The navigable topic graph
method of Cataldi et al. [35] is based instead on temporal
and social term evaluation and applied to the detection of
emerging topics in tweets. The graph connecting emerging
terms with other related keywords is constructed in the form
of a directed, node-labeled, and edge-weighted graph for a
given time interval. Pons-Porrata et al. [36] presented a topic
detection system combining both partitional and agglomera-
tive approaches to reveal implicit knowledge; in their study,
each discovered topic consists of a set of documents and a
summary extracted from these documents based on testor
theory.

Subgroup mining approaches search for important
subgraphs within the text network based on the graph’s
structure or node attributes and identify topics by revealing
various relationships between terms. Liu et al. [37] proposed
a weighted graph clustering algorithm with the purpose of
community detection based on the concept of density and
attractiveness. A user’s core degree (Liu et al. use social

network data in their demonstration) is defined as node
weight, with attractiveness then defined as edge weight.
Wartena and Brussee [38] clustered keywords without relying
on a training set using the k-bisecting clustering algorithm,
with the resultant keyword clusters taken as topic descriptions
for the Wikipedia articles in their dataset. Zhou et al. [22]
presented a graph clustering method for detecting community
structures in complex networks; their novel similarity method
uses degrees of attraction and recommendation to calculate
node similarities, with the nodes then clustered under a
k-medoids framework. The approach of Zhang et al. [39]
fuses semantic relations and co-occurrence relations into a
term graph on whose basis topics are detected. The maxi-
mum of the conjugate conditional probabilities between two
terms is taken to represent the relation between them, and
cohesive sub-clusters are formed by removing weak links.
Chen et al. [9] constructed a topic graph in which topics were
represented as concept nodes and their semantic relationships
obtained using WordNet. In this approach, topic pruning
via Markov decision processes allows for topic extraction
through community discovery.

Ghoorchian et al. [40] introduced a dense topological
graph utilizing dimensionality reduction and clustering tech-
niques. The graph is then partitioned into multiple dense
subgraphs, each representing a topic. Wang et al. [41] pro-
posed a human-oriented algorithm, based on KeyGraph, that
can facilitate human perception, comprehension, and even
innovation. Ma et al. [18] proposed a novel keyword fil-
tering model and graph generation method to detect top-
ics in the keyword graph of micro-blogging data. Their
graph generation algorithm transforms text data into a dis-
ordered keyword graph, which is then grouped in an orderly
manner by a heuristic algorithm. Carusi and Bianchi [42]
employed a bipartite graph to model the scholar-journal net-
work, where nodes representing scholars and journals are
linked together whenever a scholar has his or her paper(s)
published in a scientific journal. Spectral techniques are
then used to detect communities within social networks.
Mikhina and Trifalenkov[43] used a graph community detec-
tion method to deal with the problem of text clustering. The
change in modularity, which serves as a metric value after
merging each pair of documents, is considered in the cluster-
ing process. Hachaj and Ogiela [44] proposed a novel hashtag
filtration model and community graph generation approach
to detect popular microblog topics. Their filtration model
can identify clusters of common interests among user groups
and extract the community structure of a network based on
heuristic methods. Xuan et al. [45] used a probabilistic model
for graph mining, where Bernoulli distribution is adopted to
model the existence of an edge parameterized by topics of
two linked nodes.

Overall, methods based on network centrality represent a
great improvement over TF-IDF and VSM-based methods,
with representative indicators including centrality and degree
of intermediateness. However, such methods have very low
algorithmic efficiency for large and complex networks.
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FIGURE 1. Topic mining framework for multiple documents based on semantic graph.

The subgroup-based method for topic mining, which reveals
word relationships in a text using nodes and edges in the
graph, is a new research idea that merits further exploration.

Current graph-based methods typically analyze a single
relationship between terms in the network; there is a dearth
of methods that consider multiple term relationships and/or
mine the deep hierarchical structures among terms. In this
paper, a semantic graph is constructed by combining content
and context information based on the hierarchical extraction
of feature terms. In addition, due to the contextual complexity
of expression and the ambiguity of word boundaries, we must
further excavate the multi-dimensional features of words and
quantitatively describe the degree of the many-to-many asso-
ciation between a given topic and its feature words.

III. RESEARCH FRAMEWORK
The semantic graph of a document has the characteristics
not only of a general network, but of a language network
specifically. In such a graph, apart from semantic correla-
tions in content, there are also physical structural correla-
tions among terms. In this paper, we construct a model of
multiple overlapping term relations, taking into account the
content correlation and the contextual correlation between
terms. This allows us to represent the document comprehen-
sively while avoiding the loss of textual information. Multi-
dimensional topic mining is then carried out by combining
graph segmentation and structure analysis methods.

In this section, we present a general framework for a topic
mining process following this strategy. The main steps of
topic mining are depicted in Fig. 1 and are described in detail
as follows.
Step 1. Document pre-processing The pre-processing stage

includes converting the document to a suitable data structure,
removing stop words, and segmenting the texts into feature
terms. For the documents being analyzed, each document
in the dataset is tagged with a unique ID to facilitate later
identification and retrieval. Stop words with no semantic
significance are then filtered out. Text segmentation in our
method entails dividing the documents into a set of feature
terms. For this purpose, we use ‘‘Jieba,’’ the best available
Pythonmodule for Chineseword segmentation. Terms, which

we take as the basic unit for constructing the semantic graph,
are not words in the ordinary sense, but descriptors that
represent content features of the document.
Step 2. Semantic graph constructionA hierarchical seman-

tic graph is constructed based on the multiple relations
between feature terms. As we know, co-occurrence and
word2vec consider the correlations between feature terms
based on different background information. Co-occurrence
considers the co-occurrence relationships between terms at
the article level, measuring correlations of content meaning
at the level of the document. Word2vec considers the embed-
ding relationship of terms within a local window size, which
reflects a finer scale of correlation. The effective combination
of the two methods in the semantic graph can thus provide a
comprehensive measure of the correlation between terms.
Step 3. Topic mining The aim of topic mining is to identify

topics included in the document collection and assign appro-
priate topics to their respective documents. By exploring and
organizing the content of the semantic graph, we attempt to
identify topics to enable automatic assembly of diverse pieces
of information into manageable clusters. Spectral methods
are used for subgraph segmentation, and the contribution of
each feature term to each segmentation graph is then calcu-
lated based on structural analysis to yield multi-dimensional
topics.

As shown in Fig. 1, our approach incorporates multiple
types of relationships into a semantic term graph via graph
segmentation and structure analysis. Firstly, a hierarchical
term graph-based method is adopted to mine co-occurrence
relationships and thereby construct the term graph of multiple
documents. Then, contextual relevance based on word2vec is
adopted to refine the graph. Finally, multi-dimensional topic
mining results are detected based on subgraph segmentation
and structure analysis.

IV. SEMANTIC GRAPH CONSTRUCTION
This section describes the construction of a hierarchical
semantic graph based on term co-occurrence and word2vec
relationships. First, the content correlation between fea-
ture terms is calculated based on co-occurrence. Second,
the hierarchical extraction of feature terms is carried out to
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construct a semantic graph based on content correlation.
Finally, the contextual correlation between feature terms is
calculated based onword2vec, and the previously constructed
graph is refined to generate the final semantic graph.

A. TERM CORRELATION BASED ON CO-OCCURRENCE
Feature terms and their correlation relationships play impor-
tant roles in document analysis. The stronger the correlation
by which the terms are associated, the greater their contribu-
tion to the document. In this paper, term correlation is defined
by the pairwise association of feature terms. To determine the
association between any two feature terms in multiple docu-
ments, it is necessary to consider the degree of interaction
between the two terms at the same time. Departing from the
conditional probabilistic representation of one-way depen-
dence, this paper attempts to characterize a more generalized
correlation of two-way dependence between term associa-
tion. In order to characterize the documents comprehensively,
we should focus on the association between terms throughout
the documents.

The correlations between terms are represented by sim-
ilarities P(Ti|Tj) and P(Tj|Ti) via the distribution of term
frequencies in each paragraph. We use the symbol r(Ti,Tj)
to represent the association between term Ti and term Tj:

r(Ti,Tj) =
P(Ti

∣∣Tj ) · P(Tj |Ti )
P(Ti

∣∣Tj )+ P(Tj |Ti )− P(Ti ∣∣Tj ) · P(Tj |Ti ) (1)

where r(Ti,Tj) is dependent on the degree of interaction
(i.e., the degree to which pairwise terms mutually influence
each other). P(Ti|Tj) and P(Tj|Ti) represent the mutual con-
ditional dependence between feature terms Ti and Tj. These
conditional similarities are, in turn, calculated based on the
following formulas:

P(Ti
∣∣Tj ) = b

b+ c
(2)

P(Tj |Ti ) =
b

a+ b
(3)

Let a represent the number of items with term Ti but not
term Tj in the document corpus, c the number of items with
term Tj but not term Ti, and b the number of items with
both terms. The term association presented here measures the
interactions between feature terms across the entire multi-
document corpus. A higher value of r(Ti, Tj) indicates a
stronger relationship between Ti and Tj, whereas a lower one
represents a weaker relationship.

B. SEMANTIC GRAPH CONSTRUCTION
Representing the document as a graph allows the retention of
some important information, such as semantic relationships
and internal structures. In this paper, we capitalize on a
semantic graph to represent hierarchical relationships among
terms in the document. In our graph, nodes represent the
terms, and node weights are allocated using r(Ti, Tj) values
between the terms. Directed edges represent the relationship
between pairs of terms: edge direction records the sequential

extraction of term information, and edge weight is allocated
to reflect the extent of the relationship between terms. In con-
trast to the existing graph construction processes, which
define term correlation after the graph is created, we construct
the graph hierarchically based on a predefined correlation
threshold for the feature terms.

The following specific steps are undertaken in the con-
struction of the semantic graph.

(1) Setting the root node (ki). The root node ki is regarded as
the first target node—the starting point for feature extraction
in the graph construction—and is selected based on term
frequencies. The root node can be selected either manually
based on user preference or automatically according to term
frequency. In general, a term that is both high-frequency
and highly relevant to the document will be selected as the
root node. (2) Setting the weight threshold (w). The weight
threshold (w) defines theminimumweight for an edge to exist
between two nodes in the graph. In our paper, the weight
between two nodes is determined both by the correlations
r(Ti, Tj) (hereafter abbreviated as r) and the weight threshold
(w). If r for a given pair of terms is below this threshold, then
no relationship will be identified between the corresponding
two nodes in the graph. In general, the choice of w can be
referred to the needs of the specific application being consid-
ered. (3) Graph model construction. Based on the parameters
set above, the graph is constructed using hierarchical term
extraction and snowball sampling. First, ki is selected as the
target node, and the terms which have correlations r with the
target node are acquired. Then, terms whose r with node ki
exceeds w are selected as the first-layer nodes in the graph,
described as set {K1| K1∈ terms}. Next, the first-layer nodes
{K1} are designated as target nodes. Traversing these one by
one, the terms whose r with {K1} exceeds w are selected as
second-layer nodes {K2 | K2 ∈ terms & K2∩ K1 = ∅}. Sub-
sequent layers are selected via the samemethod until all terms
are traversed. Finally, a hierarchical graph is assembled from
the terms in their respective layers. Nodes in this graph may
have multiple incoming and outgoing edges, and lower-layer
nodes will always point to higher-layer nodes. These different
layers can express the document’s content at different levels
of granularity.

G(d) can thus be represented as a directed hierarchical
graph made up of a node set nod., an edge set edg., node
frequency N , and edge weight E .

G(d) = G(nod ., edg.,N ,E) (4)

where nod. denotes terms, edg. indicates term relationships,
N represents term frequencies based on the numbers of terms
in the whole document, and E shows relationships between
the terms as determined by r .

C. SEMANTIC GRAPH REFINEMENT
We use the word2vec model [46] to refine the semantic
term graph by considering word embedding information.
The essence of this procedure is to combine content corre-
lation and contextual correlation in graph analysis for topic
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FIGURE 2. Skip-gram of word embedding.

modelling [17], [47]. The procedure contains two main steps,
(a) generation of contextual relationships and (b) refinement
of the semantic graph.

1) GENERATING THE CONTEXTUAL RELATIONSHIPS
Word embedding is one of themost popular representations of
document vocabulary. It is capable of capturing the context of
a word within a document. Word2vec can utilize either of two
model architectures to produce a distributed representation
of words: continuous bag-of-words (CBOW) or continuous
skip-gram (CSG) [48]. In CBOW, the model predicts the
current word from a window of surrounding context words.
The order of context words does not influence prediction.
In CSG (Fig.2), the model uses the current word to predict the
surrounding window of context words. CSG weighs nearby
context words more heavily than more distant context words.
In this section, we use CSG to measure the contextual rela-
tionships between feature terms.

The objective function of the skip-gram (CSG) model is
to use each word to predict all other words in its context as
defined by a window around the word. Contextual correlation
c(Ti, Tj) is defined as the probability of predicting word Ti
given word Tj:

c(Ti,Tj) =
exp(vi, vj)∑

Tk∈V exp(vk , vj)
(5)

where vi is the corresponding vector representation of word
Ti. In words, such a model says that the probability c(Ti, Tj) is
proportional to the dot product of the vectors corresponding to
the two words Ti and Tj. With this model, we can find a vector
representation for all terms that maximizes the probability of
using each term to predict all other terms in a small contextual
window.

2) REFINING THE SEMANTIC GRAPH
This contextual information is applied to the semantic graph
by using the contextual correlation c(Ti, Tj) to revise the term
relationship. Specifically, the correlation threshold k is first
set as a standard of comparison. Then, the node pairs in the
semantic graph are traversed and pairs lacking an edge are

given an edge if they have a high c value (c > k). An existing
edge between two nodes is deleted if the corresponding c
value is low (c < k). R

(
Ti,Tj

)
is the final edge weight in

the hierarchical semantic graph.

R
(
Ti,Tj

)
=

{
c
(
Ti,Tj

)
, if c

(
Ti,Tj

)
> k&r(Ti,Tj) = 0

0, if c
(
Ti,Tj

)
< k&r(Ti,Tj) <k

(6)

In sum, the graph model proposed in this paper simulta-
neously considers the content of terms and the contextual
relationship between feature terms. It thus effectively reveals
the hierarchical association among terms in the document.
Consequently, the graph takes a radioactive tree shape, from
which nodes can be extracted repeatedly to determine their
relationships.

V. TOPIC MINING FROM THE REFINED SEMANTIC GRAPH
This section describes the use of subgraph segmentation
and structure analysis to mine the multi-dimensional topics.
First, a spectral technique is used for subgraph segmentation.
Then, a structural analysis method is applied to mine multi-
dimensional topics for use in the topic clustering.

A. SUBGRAPH SEGMENTATION
The spectral technique, as a method to detect communities
in social networks, bears the advantage of strong adaptability
to different data distributions. It revolves around a change in
representation based on the eigenvectors of a suitable matrix
(e.g., the Laplacian of the graph) [42], which enhances the
inherent structure of the data, making potential clusters more
evident and easier to detect than in the original space.

Subgraph segmentation comprises two main steps. The
first step is to compose a graphG. The process of composition
entails reconstructing the association matrix R into adjacency
matrix W :

Wi,j = Wj,i =

{
R(Ti,Tj), w ∈ edg.
0, else

(7)

where association matrix R is expressed as the node weight E
in the constructed graph, andW is a symmetric matrix based
on the transfer of R.

After the adjacency matrix W is obtained, the degree
matrix D must be calculated:

Di,j =

{∑
jWi,j, if i = j

0, else
(8)

Here, Wi,j is an element in the adjacency matrix, and∑
jWi,j represents the sum ofweights of the specific node and

its connected nodes in the graph. D is the diagonal matrix in
this situation, and the Laplacian matrix (L) can be calculated
based on D and W: L = D−W .
The second step is to cut the graph [49]. In this step, the

normalized cut algorithm (Ncut) is used to obtain the sub-
graph segmentation results by finding edges which have the
least weight and can balance the size of the cut-out subgraphs.
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The goal of Ncut is to cut graph G into k unconnected
subgraphs, each with a set of nodes A1, A2, . . . , Ak :

NCut(A1,A2, . . . ,Ak ) = arg min tr(FTD−1/2LD−1/2F)

s.t. FTF = I (9)

The optimization goal of the function is to findm eigenval-
ues that minimize D−1/2 LD−1/2. Then, the GMM algorithm
is used to obtain the k subgraph segmentation results (A1, A2,
. . . , Ak ) based on them eigenvalues. Finally, the k initial topic
mining results are generated based on eigenvalue correlation,
namely (C1, C2, . . . , Ck ).

B. TOPIC CLUSTERING
Based on the above, the k initial mining results are further
revised with the use of structural analysis, revealing the con-
tribution of specific feature terms to different topics. Owing
to the complexity of contextual expression and the ambiguity
of boundaries, the feature terms of topics often have multi-
dimensional characteristics; i.e., a feature term may belong
to multiple topics.

We use a probability-based method to frame multi-
dimensional topic mining as an optimization problem. First,
for a specific feature term, we calculate the structural con-
tribution to each initial topic. Then, a specific feature term
is assigned to the initial topics with which it has a high
association score. It should be noted that in the process of
calculating the structural contribution, we consider both the
connection (direct relationship) and the intensity (indirect
relationship) between the feature terms, rather than simply
giving the correlation:

p(g|Ci,N ) =
f (Pa(N ))g
f (Pa(N ))G

+

∑
I (N ;Pa(N ))g∑
I (N ;Pa(N ))G

(10)

Here, p(g|Ci, N ) is the structural score between node Ni
and topic Ci, indicating the contribution of N to Ci. Pa(N )
represents the parent nodes of node N. The first item in the
formula represents the connection between node N and topic
Ci; it measures the ratio of f (Pa(N ))g to f (Pa(N ))G, where
f (Pa(N ))g indicates the number of Pa(N ) in Ci and f (Pa(N ))G
is the number of Pa(N ) in semantic graph G. The second item
denotes the intensity between node N and topic Ci, measured
as dependence strength between node N and its parent nodes
in the graph. This dependence intensity is expressed as:

I (N ;Pa(N )) =
∑

Nj
R(N ,Nj),Nj ∈ Pa(N ) (11)

I (N , Pa(N )) is interpreted as the dependence intensity
between N and Pa(N ), which is obtained through the asso-
ciation between nodes in the semantic graph.

Based on the structure score calculation method described
herein, the contribution of each feature term to different topic
results can be revealed, and thus multi-dimensional mining of
the topic can be carried out. The experimental process can be
summarized as follows:

(1) Input initial topic mining set (C1, C2, . . . , Ck ) from
subsection 5.1 as a pending item with k specified.

(2) Select a specific node N from Ci ∈ (C1, C2, . . . , Ck ),
then calculate the structure scores between node N and the
other k – 1 members of the topic mining set (other than Ci).
For all k – 1 members of the topic, if p(g|Cj, N ) > γ (the
selected threshold), then N ∈ Cj, j is any number of topic
categories in k – 1 categories.

(3) Traverse all nodes in turn and repeat the second step to
obtain the k final topic clusters, which are represented as (θ1,
θ2,. . . , θk ).
The topic clustering result (θ1, θ2, . . . , θk ) is the final

result of multi-dimension topic mining. Each clustering θi
represents a hypothetical topic, and the terms in each clus-
tering represent the topic features. The topic mining process
presented herein allows multiple feature terms to exist under
a single topic and for a specific feature term to be scattered
over multiple topics, with different correlation strengths.

In addition, this method can represent the importance of
feature terms in each topic based on their structure score. For
a specific topic θ , the importance score of each nodeNi can be
calculated. Nodes with higher importance values are selected
as the feature terms to represent the topic. The importance
score calculation formula is as follows:

score(θ,Ni) =
∑

I (Ni;Pa(Ni))g + f (Pa(Ni))g (12)

Since documents are assigned a likelihood or probability
distribution over topics, our model may assign a document to
multiple topics, which provides our method with the flexibil-
ity to handle multitopic documents. To estimate the probabil-
ity that document d covers topic θj, we would collect all the
separate counts of words in document d that belong to each
θj, then normalize these counts among all k topics:

Cd,j =

∑
w∈θj c(w, d)∑

∀θ

∑
w∈θj c(w, d)

(13)

In the above equation, Cd,j indicates the probability that
document d covers topic θj and c(w, d) means the counts of
words in document d that belong to each θj. Finally, document
d will be assigned to topic z if and only if Cd,j exceeds the
document-topic similarity threshold.

The topic mining method outlined above constructs a
hierarchical semantic graph based on the multiple relations
between feature terms, thereby comprehensively character-
izing the correlation between these terms. In the process of
constructing the semantic graph, we consider the hierarchical
extraction of feature terms and effectively reveal the internal
hierarchical association among them. In addition, the results
of topic mining effectively combine subgraph segmentation
with clustering technology, quantitatively depicting themulti-
associative strength between topics and feature terms.

VI. EXPERIMENT
The objective of our proposed method is to improve the
quality of multi-document topic clustering. To evaluate the
effectiveness and performance of our method, we conducted
a series of experimental analyses characterized by varying
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FIGURE 3. The node count at different layer depths.

parameters, comparison with other methods, and statistical
analysis of the experimental results.

The data source we employ comes from the natural lan-
guage processing group of Fudan University in China and
is publicly released (http://www.nlpir.org/wordpress/2017/
10/02/). The corpus contains 20 categories and more than
20,000 pieces of text, which can be used for thematic analysis.
In the experiments, we randomly select 15 categories and
a subset of the documents within each category to cover
different domains. In all, 1,576 text items are deployed for
performance evaluation.

The topic clustering method as employed in this paper has
the following parameters:

In order to compare different layers of the graphs, we cal-
culate the number of nodes in the graphwith different depth h.
The result indicates that the nodes in graphs constructed with
4 layers have already captured the information content of the
document. Therefore, the sampling depth h is set to 4 in this
paper. As seen in Fig. 3, the number of terms is stable once w
reaches 0.3. Therefore, the weight threshold w (the minimum
value of the weight between two nodes) is set to 0.3. The
correlation threshold k , used to revise the term relationships
in the graph, should be higher than the weight threshold w.
We set k to 0.35 based on expert opinion. Also, the score
threshold γ , which establishes the minimum structure score
between a given node and a topic, is set to 0.5 to retain the
main structural information of the document.

A. TOPIC CLUSTERING RESULTS ANALYSIS
Modularity is a common method of measuring the strength
of a network community structure. The value of the mod-
ularity depends on the community distribution of nodes in
the network, which can be used to quantitatively measure the
quality of the network community. Generally, the greater the
modularity, the better the clustering quality is. The formula
for this calculation is as follows:

Q =
1
2m

∑
i,j

[Aij −
kikj
2m

]δ(ci, cj) (14)

where Aij is the adjacency matrix that represents the weight
of edges between ki and kj; m denotes the number of edges in

FIGURE 4. The edge count at different layer depths.

the graph; ki is the degree of node i; ci is is the community
containing point i; and δ = 1 if ci = cj, 0 otherwise.

In order to analyze the characteristics of the document
graphs at different layer depths and assess their impact
on topic clustering, term extraction was carried out hierar-
chically for the 10 documents at 8 different depths h =
{1, 2, . . . 8}, and graphs of corresponding depths were con-
structed based on the extracted feature terms. Since extraction
was performed 8 times per document, each document was
represented by eight graphs of different layer depths. The
quantities of nodes and edges in each graph were counted
separately and are reported in Figs. 3 and 4.

In Fig. 3, the count of nodes in each graph increases as
graph layer depth (or sampling depth h) grows; the node count
stabilizes after reaching 4 layers. The result indicates that
the nodes in graphs constructed with 4 or more layers have
already captured the information content of the document.
In Fig. 4, the count of edges, too, increases as layer depth
grows and stabilizes after reaching layer 4. This indicates that
edges in the graphs constructed after layer 4 already reflect
the structural relationships between terms in the document.

Based on the semantic graph construction in this paper,
variations in w will change the number of feature terms
extracted from the semantic graph, thus potentially altering
the topic clustering results. To analyze the influence of dif-
ferent weights w on the results of topic clustering, we carried
out experiments based on several different values of w: [0.8,
0.7, 0.6, 0.5, 0.4, 0.3, 0.2, 0.1]. Statistical variables such as
term count, cluster number, and modularity are calculated for
each value of w.
Table 2 reports the results of topic clustering under dif-

ferent weights. Term count is the number of feature terms
extracted under different weights, cluster number is the opti-
mal number of clusters, and modularity is the corresponding
value when the number of topics is optimal. As seen in the
table, when the edge weight is 0.8 (maximum), the num-
ber of feature terms is 278 (minimum). These feature terms
belong to high frequency terms in documents and thus effec-
tively summarize the document’s central themes. The cluster
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TABLE 1. Number of documents in the chosen 15 categories.

TABLE 2. Impact of different W values on the datasets.

FIGURE 5. Term count at different weight thresholds (w).

number here is 17: again, the minimum observed. Its close
consistency with the actual category count (15) indirectly
illustrates the high cohesion of topic clustering. When the
edge weight decreases to 0.3, the number of feature terms
reaches its maximum value of 87,552. These terms cover
almost all characteristic terms except for stop words. Also,
we can see that the values of term count (87,552 in table 2) are
constant from 0.1 to 0.3, which means that all terms are
extracted (except stop words) whenw reaches 0.3. The cluster
number here is likewise the largest at 240. The distribution of
these topics is more detailed and comprehensive, reflecting
a further subdivision of the topics in the dataset’s original
15 categories, showing the ability of our method to express
the topic of a document at multiple granularities.

In general, as w decreases, the number of feature terms
extracted and the number of topic clusters both increase.
This shows that the proposed method permits the selection of
different weight values based on different sizes of extracted
feature terms, making the method highly adaptable to differ-
ent scales of data.

Figs. 5 and 6 display the trends in term count and clus-
ter number under different weight thresholds (w). As seen
in Fig. 5, the increase in term count slows down once w

FIGURE 6. Cluster number at different weight thresholds (w).

reaches 0.3. At this point, all the feature terms of the doc-
uments have already been extracted, and these feature terms
cover almost all the thematic information acrossmultiple doc-
uments. A similar distribution trend is evident with respect to
cluster number, as Fig. 6 shows; with decreasing w, the cor-
responding distribution of topic clusters also shows a slow
upward trend. The experimental results validate the flexibility
and practicability of the proposed method. The weight values
can be set differently to satisfy the varied topic recognition
requirements of practical research.

Due to the diversity and complexity of feature terms,
the optimal number of topic clusters may not be unique.
We therefore analyze the validity of the proposed method
under different numbers of topic clusters, with results shown
in Fig. 7.

Fig. 7 shows the modularity of the topic mining results
under different topic numbers. A trend resembling a normal
distribution is evident. In the range of [225, 240], the mod-
ularity values reach their peaks and are consistently greater
than 0.6. This shows that the clustering results can be adapted
well to the thematic content of the specific dataset used in this
study. As a result, we set the topic cluster number in themodel
to 240, which yields the highest modularity.
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FIGURE 7. Modularity based on different numbers of clusters.

Combining the data from Table 2 and Fig. 7, we find
that, based on the semantic graph of this paper, when the
edge weight w stabilizes the clustering results, the modular-
ity simultaneously reaches its maximum. This indicates that
when w reaches a certain threshold, the content and structure
of the extracted feature terms reach a certain stability in the
semantic graph. This stability can help the researchers to
adapt to various experimental scales and scenarios; different
thresholds and cluster numbers can be selected for analysis
according to the needs of specific experimental environments.

B. METRICS EVALUATION
For a given dataset, it is a ground truth that a set of reference
topics exists, along with a corresponding set of documents
per reference topic. Thus, we can use precision, recall, and
F-measure to evaluate the accuracy of the topic clustering
method. Precision indicates the accuracy with which two
documents are identified as belonging to the same topic and
recall indicates the accuracy of classifying two documents to
different topics.

Precision =
a

(a+ c)
; Recall =

a
(a+ d)

F−measure = 2 ∗
Precision ∗ Recall
Precision+ Recall

In these formulas, a denotes the frequency of correctly
predicting two documents to belong to the same topic, c
denotes the frequency of wrongly predicting two documents
to belong to the same topic, and d denotes the frequency
of wrongly predicting two documents to belong to different
topics.

To evaluate the proposed topic detection method, we com-
pared our method with a word occurrence-based approach
(WOA) [19], word2vec-based method (word2vec), proba-
bilistic latent semantic analysis (PLSA), and latent Dirich-
let allocation (LDA). WOA and word2vec are chosen as
clustering-like pattern methods, deemed representative of the
clustering approaches, which cluster the topics by term occur-
rence relationships. PLSA and LDA are examples of topic
models, frequently used as text-mining tools for discovery of
hidden semantic structures in a body of text.

FIGURE 8. Performance of our approach compared to topic clustering
methods.

FIGURE 9. Calinski-Harabasz index of different topic clustering methods.

Fig. 8 shows that all four methods can be used to detect
topics in our experimental dataset, and that the word2vec-
based method and LDA, together with our method, show
the best results (> 0.6) in precision. Moreover, our method
displays the highest precision, recall, and F-measure, demon-
strating the effectiveness of our proposed approach. The
WOA method has the worst performance in our experi-
mental dataset—perhaps because this method only considers
co-occurrence relationships, ignoring the influence of term
frequency.

To evaluate the performance of topic feature extraction, the
Caliński-Harabasz index (CHI) is used to measure the quality
of our method in term of different numbers of topic clusters.
The CHI can be used to evaluate the model if the ground truth
labels are not known; it is a kind of estimate that can help
us choose the proper clustering number, where a higher CHI
indicates a model with better-defined clusters. The formula
for this index is:

CHI =
tr(Bk )
tr(Wk )

×
m− k
k − 1

(15)

where BK is the between-group dispersion matrix, WK is
the within-cluster dispersion matrix, and m is the number
of points in the data. CHI determines the optimal number
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FIGURE 10. Partial visualization of semantic graph based on spectral technique (high-frequency
terms).

of clusters by observing the semantic exclusiveness between
topics and the semantic consistency within topics.

As reported in Fig. 5, the modularity was found to be
highest when the cluster number was in the interval [225,
240]. Here, therefore, we only compare the performance of
different topic clustering methods within this interval.

Fig. 9 shows a comparison of Calinski-Harabasz (CHI)
results for each topic mining method. The CHI value of the
proposed method is higher than that of other methods based
on the number of topic clusters in the interval, which shows
that the purity of the topics is higher and further illustrates
the validity of the topic number selection method in this
paper.

C. TOPIC DISTRIBUTION STATISTICS
The construction of the semantic graph relies mainly on the
hierarchy of feature terms in the document, which can effec-
tively reveal the hierarchical structural distribution among
feature terms. Fig. 10 presents the visualization of parts of the
semantic graph results based on the spectral technique with a
higher term frequency.

In Fig. 10, we see that the semantic graph constructed
in this paper can effectively extract feature terms related to
different topics (square), as well as feature terms within a
single topic (ellipse). Thus, the diversity of feature terms can
be further excavated, which is a boon to the effectiveness
of topic mining. In addition, the constructed semantic graph
can maximize the extraction of feature terms belonging to the
same topic. Therefore, conducting topic mining based on the
semantic graph as proposed here can increase the speed of
topic clustering and reduce the computational complexity of
the model.

The semantic graph was divided into certain subgroups
by the proposed topic mining method, with each subgroup
denoting one candidate topic. According to the topic mining
results presented in this paper, a topic can contain more than
one feature term, and a feature term may belong to multiple
topics.

In Table 3, we show six relatively independent example
topics, each with a set of representative feature terms from the
topic mining result. For example, topic 1 relates to the topic
of ‘‘Art’’, topic 2 relates to ‘‘Education’’, 3 to ‘‘Computer’’,
4 to ‘‘Economy’’, 5 to ‘‘Medical’’, and 6 to ‘‘Sport’’. In order
to analyze the relative importance of each feature term to
the topic in detail, we select the feature terms with high
importance values in various topics and conduct a ranking
analysis.

Importance scores were calculated using the formula intro-
duced in the section on topic clustering, and the top 10 nodes
were selected as terms representative of their topic. The
scores reflect a column vector normalization and are shown
in Table 3.

Table 3 reports the top ten terms detected for each topic
cluster, along with their importance scores. As seen in the
table, the first major topic cluster, related to art, was tagged
with ‘‘form’’, ‘‘creation’’, ‘‘culture’’, ‘‘features’’, ‘‘art’’, and
so forth. We can discern that topic 1 likely involves the cre-
ation and form of art. Topic 4, related to economics, may refer
to financial policy; its top terms include ‘‘Securities’’, ‘‘Qual-
ity’’, ‘‘Fiscal policy’’, etc. Topic 5, which evidently concerns
medicine, may address a relevant situation in medical admin-
istration, since top terms include ‘‘expert’’, ‘‘State Council’’,
and ‘‘medical administration’’. These experimental results
show that the proposed topic mining method is effective in
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TABLE 3. Feature terms and importance score for each topic result.

calculating the contribution of feature terms. By calculating
the structural score of each feature term, we can further reveal
the contribution of feature terms to the clustering results of
different topics.

Table 4 shows six additional multidimensional example
topics randomly selected from the topic mining results in this
paper. Importance scores for each node were calculated as
before, and the top 15 nodes were selected as terms repre-
sentative of the topics. The scores follow a column vector
normalization.

As seen in Table 4, some feature terms can be attributed to
multiple topics. When this happens, the intensity of attribu-
tion may also vary. For example, Topics 1 and 2 both contain
the feature terms ‘‘technology’’, ‘‘China’’, and ‘‘education’’,
which indicates that both topics concern problems in edu-
cation. A detailed analysis shows that Topic 1 involves the
cultivation of talents in education, whereas Topic 2 is about
the development of education. Similarly, both Topic 3 and
Topic 4 contain the feature terms ‘‘market’’ and ‘‘price’’;
Topic 3 concerns product price, whereas Topic 4 has to do
with stock trading. Topic 4 and Topic 6 are two relatively
independent topics, but both are related to ‘‘enterprise’’.
Topic 4 is about enterprise product pricing, and Topic 6 relates
to enterprise taxation.

The experimental results show that the proposed method
can effectively mine multi-dimensional features of topics and
quantitatively depict the many-to-many association between
topics and feature terms. That is to say, a topic can contain
more than one term, and one term can be scattered across
different topics.

FIGURE 11. Distribution of document coverage across all topics.

Finally, we analyze the document coverage of the 240 top-
ics. The degree of coverage between the 240 topics and the
document dataset is calculated based on the probability that
document d covers topic θ . Results are shown in the Fig. 11.
Fig. 11 shows the document coverage percentage in every

topic. The x-axis represents topics, and the y-values are the
topics’ respective document coverage. The coverage percent-
ages lie between [0, 0.47], which are obtained based on the
actual distribution of document data. According to the trend
of the data distribution, the coverage percentage for most top-
ics is between 0.05 and 0.2, which indicates that the content
of most documents may be cross-topic. A few topics have
a substantially higher coverage percentage (>0.3), which
suggests that these topics may have very high generality.
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TABLE 4. Feature terms and importance score in each topic result.

On the whole, the results of topic mining in this paper are in
line with the actual distribution of document data. It reflects
the distribution of topics in the context of the current specific
documents.

The analysis above affirms that the method proposed
in this paper can not only detect topics more effectively
from multiple documents across different categories but also
mine important topics by leveraging weight threshold rela-
tions. Our method constructs its hierarchical term graph by
combining mutually complementary relations to reveal
the hierarchical distribution of feature terms. In addition,
the effective combination of graph segmentation and clus-
tering technology in this paper leads to high performance in
topic clustering.

VII. DISCUSSION
The experimental results show that the proposed topic mining
method can effectively identify clusters of multi-dimensional
topics from documents through in-depth analysis of multi-
semantic association and the hierarchical structure of

feature terms. Compared with existing topic mining algo-
rithms, our method shows higher precision, recall, and
F-measure, all of which illustrate its effectiveness. Exten-
sive empirical results show that the new method signifi-
cantly outperforms the state-of-the-art methods in terms of
accuracy and efficacy. As demonstrated in the experiment
section, the key advantages of our approach are as follows.
(1) It can cluster topics more effectively to track research
hotspots within the literature by combining multiple relation-
ships: both co-occurrence and contextual. (2) It can mine
multi-dimensional features of topics and reveal the degree of
many-to-many association among feature terms and topics.
(3) It can mine important topics at different levels of granular-
ity by leveraging changes in edge weight threshold, meeting
the needs of human researchers who seek to perceive the most
significant topics.

The main innovations of this study are twofold: (1) hierar-
chical extraction of feature terms and construction of a cor-
responding semantic graph, and (2) multi-dimensional topic
mining based on structure score. The semantic graph model
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constructed can not only effectively reveal the hierarchical
structure of the feature term distribution but also compre-
hensively represent the many-to-many correlation strength
between topic and feature terms by taking into account the
multiple correlations among feature terms.

Most methods of graph construction consider an edge to
exist between two nodes if there is a correlation between two
feature terms [19], [35]. The graph construction in this paper
departs from the existing research by relying on hierarchical
extraction of nodes based on a specific threshold, ensuring
that the extracted feature terms will be highly dependent on
each other. Moreover, unlike the single relationship between
feature terms [19], [38], [50] used in the existing research,
the correlation measurement for feature terms in this paper
takes into account both content and context, comprehensively
representing the correlation between feature terms by synthe-
sizing different background information.

Traditional topic miningmethods can be traced back to text
clustering algorithms [29], such as VSM [23], [30]. However,
such algorithms generally rely on distance calculations and
ignore semantic information. PLSA [32] and LDA [14], [51],
as examples of latent semantic indexing, can expand the
semantic coverage of identified topics. However, the hypo-
thetical topics are almost unrelated to each other due to the
weak correlation among the random vectors of the Dirichlet
distribution. In addition, existing methods of subgraph min-
ing, such as network centrality [19], cannot reveal the multi-
level features of words in a complex context. In this work,
we explore themulti-dimensional topic features of documents
by revealing the multiple semantic relationships between
feature terms. The importance score of each feature term is
calculated based on the combination of graph segmentation
and structure analysis, which improves the results of topic
clustering. This method can thus effectively represent the
contribution of each feature term to different topic results.

There are some limitations to the present line of
research. In the process of graph construction, the root node,
term weight w, and regulatory variables k , λ, γ were all
chosen manually, and each of these may have some influence
on the experimental results. Meanwhile, the topic mining
method in this paper considers only information presented in
text format. In future research, we can use the structural topic
model to incorporate external information such as author,
journal categories, formulas, and charts for further analysis.
In addition, the experiment reported above was implemented
on a single corpus; there will undoubtedly be new challenges
when applying the method to external data sources such as
social media to simulate a real-life use scenario.

VIII. CONCLUSION
Scientific literature, as an important carrier of knowledge,
contains an abundance of topics, each with information value.
In this paper, we present a hierarchical term graph approach
to integrate content relations and context relations for multi-
dimension topic mining. Our method merges multiple rela-
tions into a hierarchical semantic graph and detects topics

based on this graph. The proposed method can not only detect
topics more effectively by fusing multiple relations but also
mine different granularities of important topics via changes
in the weight threshold. In addition, mining the strength of
many-to-many association between topic and feature terms
can effectively characterize the contribution of each feature
term based on topic clusters. Extensive experiments using
existing document datasets demonstrate that our method gen-
erates cohesive clusters and achieves the best outcome, driven
by the quality of the topic clusters. The evaluation proves
the efficacy of our method over state-of-the-art methods.
Therefore, the proposed method is well suited to monitor and
track new research hotspots and provide decision support for
scientific research and policymaking.
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