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ABSTRACT Peer-to-peer (P2P) lending demands effective and explainable credit risk models. Typical
machine learning algorithms offer high prediction performance, but most of them lack explanatory power.
However, this deficiency can be solved with the help of the explainability tools proposed in the last few
years, such as the SHAP values. In this work, we assess the well-known logistic regression model and several
machine learning algorithms for granting scoring in P2P lending. The comparison reveals that the machine
learning alternative is superior in terms of not only classification performance but also explainability. More
precisely, the SHAP values reveal that machine learning algorithms can reflect dispersion, nonlinearity and
structural breaks in the relationships between each feature and the target variable. Our results demonstrate
that is possible to havemachine learning credit scoringmodels be both accurate and transparent. Suchmodels
provide the trust that the industry, regulators and end-users demand in P2P lending and may lead to a wider
adoption of machine learning in this and other risk assessment applications where explainability is required.

INDEX TERMS Credit risk, P2P lending, explainability, Shapley values, boosting, logistic regression.

I. INTRODUCTION
Credit risk analysis typically relies on statistical models such
as logistic regression, probit regression, discriminant analy-
sis and Cox survival models, among others [1], [2]. These
methods offer good performance, are easy to understand, and
do not pose computational problems [3]. On the other hand,
machine learning alternatives frequently offer a better predic-
tive performance because they can identifymore complex risk
patterns [1]. Nonetheless, most machine learning methods
are typically black boxes with little or no chance of being
interpreted.

As a result, banks are proceeding with caution in the
adoption of machine learning for credit risk modeling.
Furthermore, the requirements of regulatory entities are
usually associated with traditional models and do not
correspond to the challenges associated with these new
alternatives [4]. The application of machine learning models
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requires complimentary validation elements, and study and
analysis of new biases or interpretability, among other
aspects, even if they are not explicitly detailed [5].

Interpretability and transparency are essential for the dif-
ferent models of credit administration processes, such as
granting, behavior and collection processes, or fraud detec-
tion. They are demanded to guarantee a fair, regulated and
monitored credit delivery process. Regulatory entities and
end users require interpretable models and hence typically
rely on models such as logistic regression [1].

Technological development has also brought about new
credit products such as the peer-to-peer (P2P) lending mar-
ket [6]. P2P lending works as loans between individuals,
borrowers and investors, connected through technological
platforms. P2P lending eliminates the intermediation of tra-
ditional institutions, and consequently, the information asym-
metry is much more marked than in traditional banking. As a
result, measuring credit risk in an interpretable manner is
even more challenging in P2P lending than with traditional
products.
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Intermediation platforms offer scoring models to mitigate
risk, protect investors and maintain financial stability [2], [7],
[8]. Scoring models are also used to rate credit claimants and,
on some platforms, establish differential rates by level of risk,
associated with differential returns for investors [9].

The scoring model P2P market should offer explanations
to administrators, investors, and borrowers, and support the
definition of credit policies, among other aspects. Intermedi-
ation platforms require risk measurement tools with not only
high levels of accuracy but also interpretability, which is a
feature also requested by regulatory entities [10], [11].

As different authors emphasize [12], [13], the develop-
ment of understandable and explainable models is one of the
most important research topics in the prediction of financial
default, especially in areaswhere technological developments
generate openness to different financial credit products, as is
the case with the disintermediated P2P lending market, which
is still in development and in the process of regulation.

In this work, we assess two credit scoring approaches
for P2P lending in terms of performance and explainability.
More precisely, we compare machine learning algorithms
with logistic regression, which is a well-established technique
in credit risk. For the machine learning alternatives, we apply
a decision tree [14], a bagging classification approach such
as random forest [15], and XGBoost [16], which is a gradient
boosting classifier. We use genetic algorithms to search for
an appropriate hyperparameter combination for eachmachine
learning algorithm, in the same line as other works [17].

We use data from Lending Club, which have been exten-
sively used in other works [18]–[20], but with no particular
emphasis on explainability, except for some cases where part
of their objectives are explanatory and use naturally inter-
pretable alternatives such as regression models or decision
trees [2], [21]. We use the data to develop granting model,
and consequently, we only consider the variables in the credit
application.

Regarding the performance comparison, we use statisti-
cal inference to determine which approach performs better.
We also include a detailed analysis of classification metrics
for each class (default and nondefault), which is not as fre-
quent as it should be in the literature.

Regarding the explainability comparison, we use the Shap-
ley values [22], as implemented in [23]–[25]. These works
present a unified framework for interpreting predictions
known as SHAP (SHapley Additive exPlanations) based on
aggregations of Shapley values with the support of Local
Interpretable Model-Agnostic Explanations (LIME) [26] and
other methods. SHAP values increase model transparency
by offering interpretability at the global and local levels.
Globally, they estimate how much each variable contributes,
either positively or negatively, to the target variable. Locally
they explain why a given observation is assigned as belonging
to a class and the contributions of the variables.We extend the
notion of SHAP values to logistic regression. We estimate the
values for both approaches and analyze them with the help of
graphical tools. It is worth mentioning that we also adjust the

estimates of SHAP values for categorical variables to better
account for the interdependence of each category.

Our results show that the machine learning approach not
only obtains better results in terms of performance, but
also sheds light on the complexity of the problem at hand,
which is often obscured by linear approaches.More precisely,
the SHAP values reveal that machine learning approaches can
detect complex nonlinear relationships, including dispersion
and structural breaks, that cannot be reflected by logistic
regression.

The rest of this document is organized as follows.
In Section II, the relevant literature on machine learning and
credit risk modeling in P2P lending is reviewed. Section III
presents the elements and concepts of explainability of
predictions in machine learning considered in this paper.
In Section IV, the data set, models and methods adopted
are presented. Section V presents the empirical results of the
analyses, including explainability elements. Section VI con-
cludes by summarizing the findings and giving some future
research directions.

II. MACHINE LEARNING AND CREDIT RISK
MODELING IN P2P LENDING
In the P2P lending literature, the granting and behav-
ior models typically rely on machine learning methods to
obtain better predictions. For example, Malekipirbazari and
Aksakalli [19] use random forests and compare their per-
formance against that of k-NN, SVM and logistic regres-
sion. Artificial neural networks are used in the works by
Zhang et al. [27], Zhang et al. [28], Yuan et al. [29], and
Duan [30]. The latter compares the performance of an arti-
ficial neural network approach with that of alternatives such
as logistic regression, linear discriminant analysis, decision
trees and support vectormachines.Machine learningmethods
can be found together with survival models in the articles by
Wang et al. [31] and Jiang et al. [32].

Machine learning has been also used to address important
aspects at a predictive level such as the problem of class
imbalance [33], [34] in the optimization of hyperparameters,
for example, using genetic algorithms [17] and in feature
selection [35] or the improvement of bias reflected in the
prediction [36], [37].

However, it is very rare to find studies that use machine
learning and include some type of explainability or inter-
pretability analysis. In this regard, Jin and Zhu [38] propose
artificial neural networks, decision trees and SVM to pre-
dict the probability of default and only include, as an ele-
ment of interpretability, a relative importance analysis of the
variables for the methodologies of artificial neural networks
and decision trees. Similarly, Li et al. [8] use an ensem-
ble of techniques such as XGBoost, deep neural networks
and logistic regression and compare both individual methods
and different ensembles. In their comparison, they catego-
rize their proposals according to interpretability and indicate
that the best prediction technique, which is the ensemble of
the three methods, is poor at interpretation. In addition, for
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the XGBoost technique they also include a feature impor-
tance analysis. The most interesting precedent is perhaps the
research by Ma et al. [39]. It includes novel variables such as
telephone usage patterns to improve the predictive ability of
the probability of default usingAdaBoost, random forests and
logistic regression. This study not only performs an analysis
of feature importance of the machine learning models but
also evaluates the logistic regression monotonicity through
the sign of the coefficients.

On the other hand, interpretability can be found in the
works that use artificial intelligence (or other innovative
methods) to include new variables in a logistic regression
model. The coefficients of the new variables are analyzed
in terms of interpretability, and the relevance is verified
using statistical inference. This is the case of the work by
Yao et al. [40]. A logistic regression model is proposed with
variables derived from text mining applied to the purpose of a
loan. Similarly, Ahelegbey et al. [7] use latent factors models
and connectivity networks to generate segments, on which
they estimate different logistic regression models for a set of
small and medium-sized enterprises. However, in both cases,
the model is a statistical one and its interpretation is similar
to that for statistical models.

In summary, in P2P lending it is unusual to find grant-
ing or behavior credit models with machine learning pre-
diction techniques that include interpretative or explanatory
elements. If there are, the only component that frequently
appears is that of feature importance for the techniques based
on decision trees. Although several research works have tried
to overcome the lack of interpretability with these feature
importance measures, they fall short of the goal of model
understanding [12].

Something similar occurs with the proposals to predict or
explain the return or benefit received by the lenders in the P2P
market, among which are profit scoring models. While inter-
pretive components naturally appear in classical econometric
models based on regression, in machine learning proposals,
if they are considered, it is only through feature importance.
See, for example, the works by Serrano-Cinca and Gutierrez-
Nieto [2], Xia et al. [20], Ye et al. [41], Bastani et al. [42] and
Cho et al. [43].
Likewise, in credit risk modeling of traditional products

[44]–[47], decision trees are often used, as they provide both
a nonlinear mapping and an interpretable model.

Rule extraction is another machine learning tool used in
this area because it is both effective and interpretable. Inter-
estingly, different authors have used indicators to evaluate
the interpretability of credit risk rule-based approaches. For
example, Florez-Lopez and Ramon-Jeronimo [12] evaluate a
novel decision tree ensemble approach using the number of
rules, the number of features, a measurement of the distin-
guishability on variable partitions, etc. Similarly, the fuzzy
rule-based credit classification method proposed by Gorzal-
czany and Rudzinski [48] is measured in terms of not only
accuracy but also interpretability. They use an indicator that
measures the fuzzy rule complexity and also the numbers

of rules, features, fuzzy sets describing the attributes, etc.
Along the same line, Hayashi and Oishi [49] propose a rule
extraction method for credit scoring and compare it against
other rule extraction methods using the two dimensions of
accuracy and interpretability (number of rules). The indica-
tors used for transparent rule-based methods mostly measure
the complexity of the set of rules extracted. Our contribu-
tion is vastly different, as we try to add transparency and
interpretability to machine learning models. We do this with
the help of surrogate models to determine which variables
contribute more to the classification and in which direction.

This is an important need because the academic literature
on machine learning methods usually lacks an interpretability
analysis, e.g., the work with artificial neural networks in [50].
This lack is noted in surveys about the use of machine learn-
ing in credit risk [51] or even other forms of risk in finance [1].
Andriosopoulos et al. [3] note that as the analytical models
for credit risk analysis become more complex, their under-
standability becomes an important issue, particularly from
a supervisory point of view. However, private companies
are turning their attention to interpretability as evidences
the Explainable Machine Learning Challenge sponsored by
FICO, a well-known credit scoring company [52]–[54].

The conclusion we draw from the literature review is
that machine learning approaches are typically used in P2P
lending credit risk models. However, the studies usually do
not address the interpretability of the models in depth. This
lack also occurs in the area of credit risk for traditional
products and in other financial areas. Nevertheless, it is often
recognized that interpretability is of critical importance and
that regulatory entities and end-users demand these aspects
as essential elements [55].

This work aims at filling this gap. To this end, we use
the SHAP values for explaining machine learning models in
the context of credit risk in P2P lending. SHAP values have
been successfully used in different contexts, including the
medical domain [56]. In the following section, we introduce
the key concepts of explainability in artificial intelligence and
machine learning, as well as the techniques most commonly
used for the explainability of prediction and in particular the
SHAP values.

III. EXPLAINABILITY OF PREDICTIONS IN
MACHINE LEARNING
In this section, we introduce the SHAP values that will
be used below to explain the credit risk models. However,
in order to make the article-self contained, we will briefly
present some key concepts and works of machine learning
explainability that will help us to better frame the SHAP
values.

Recently, several theoretical works have proposed inter-
pretability and explainability as essential aspects of machine
learning methods [57]–[59]. Carvalho et al. [55] review inter-
pretability from an ontological and epistemological perspec-
tive. They evidence the growing interest in the approach by
surveying the scientific events dedicated to it. Lipton [60]
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reflects on the importance and complexity of the interpreta-
tion component in modeling and highlights the demand and
need to have predictive and interpretable models and, in turn,
refine the conception of interpretability in machine learning
models.

From a practical perspective, Molnar [61] defines and
establishes some elements of interpretability and explainabil-
ity and details how several techniques can be applied for this
purpose. In turn, in a much more specific line, he presents
three properties to take into account in interpretable models:
linearity, monotonicity, and interaction.
• Linearity refers to the linear association between a vari-
able and the target variable.

• Monotonicity indicates that the relationship between a
specific input and the target outcome always follows the
same direction throughout the entire domain of charac-
teristics.

• Interaction is the ability to naturally include interactions
between features to predict the target variable.

The above aspects and others, such as the relative impor-
tance of the variables included in the prediction models, can
be evaluated via some methods (post hoc). A broad subset
corresponds to agnostic methods of explanation, which are
useful for interpreting what a model does, utterly indepen-
dent of the technique used to create the model. Among the
most popular methods are partial dependence plots [62],
local effects graphs [63], which are an alternative to par-
tial dependence plots with a lower computational cost, and
variable importance [64], which offers a set of measures to
assess the importance and dependence of the variables in
a model, or Individual Conditional Expectation (ICE) plots
[65] which highlight the variation in the fitted values across
the range of a covariate. As it can be seen, many explain-
ability methods use graphical representations to ease the
interpretation.

A more sophisticated approach is offered by the LIME
methodology [26], which uses local surrogate models to
explain the individual predictions of machine learning mod-
els. It aims to understand why the machine model made a
particular prediction under the assumption of local linearity.
The LIME methodology includes the use of permutations
of data samples in local linear regression approximations to
observe the resulting impact on the output.

Lundberg and Lee [23], Lundberg et al. [24], [25] pro-
pose SHAP values to give interpretation capacity to complex
models of diverse nature. The SHAP values combine, among
others, ideas from the LIME methodology and the Shap-
ley values [22], which explain the value of the predictions,
assuming that each feature in a model is a player in a game in
which the prediction is the payment. SHAP values presents an
efficient solution to the computational challenge demanded
by explanation models, taking into account all possible orders
of the variables in the evaluation of feature importance. Addi-
tionally, they allow one to obtain a global interpretation based
on aggregations of Shapley values. The next section explains
how they work.

A. SHAP VALUES
SHAP values are based on the definition of Shapley values
[22], which explain the prediction through the marginal con-
tribution of each feature. The feature values of an instance
of the data set behave as actors in a coalition, and Shapley
values allow a fair distribution of the payoff, in this case the
prediction, according to their contribution.

To set the SHAP values Lundberg and Lee [23] start by
generalizing the explanation models as a class called additive
feature attributions methods that includes, among others the
linear model, LIME [26], DeepLIFT (Deep Learning Impor-
tant FeaTures) [66] and classic Shapley value estimation.

The additive feature attribution methods class is based on
an explanation model g defined as an interpretable approx-
imation of the original f prediction model. The explana-
tion model can be written as a linear combination of binary
variables.

g(z′) = φ0 +
M∑
i=1

φiz′i, (1)

where M is the number of input features, φi ∈ R represents
feature attribution values of feature i and z′ ∈ {0, 1}M with z′i
representing a feature being observed (z′i = 1) or unknown
(z′i = 0). In game theory terms, z′ represent the coalition
vector andM the maximum coalition size.
A relevant characteristic of the additive feature attribution

methods class is that there is a single unique solution with
three desirable properties: local accuracy, missingness and
consistency. The local accuracy indicates that the result of the
explanation model matches the original prediction model that
you want to locally explain. Missingness asserts that missing
features have no importance. Finally, consistency establishes
that if a model changes such that the contribution of some
feature increases or remains the same regardless of the other
entries, the allocation of that input should not decrease.

Therefore, derived from the first property, the attribution
values capture the difference between the output for predic-
tion f (x) and the expected model output based on a single
input x. This can be represented as

f (x)− φ0(f , x) =
M∑
i=1

φi(f , x), (2)

with φ0(f , x) = E[f (z)] = E[f (x)] being the expected
value of the model over the training data set and φi(f , x) a
numerical value that represents the impact of characteristic i
in the prediction of model f given input x.
To fulfill this property and the others, SHAP values φi(f , x)

are calculated based on the idea of Shapley values to attribute
φi values to each feature as in (3):

φi(f , x) =
∑

S⊆N\{i}

|S|!(M − |S| − 1)!
M !

[fx(S ∪ {i})− fx(S)],

(3)

where N is the set of all input features, S is a coalition of fea-
tures representing the set of nonzero indexes in z′ associated
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FIGURE 1. Graphical representation of SHAP. Graphical representation of
SHAP values similar to that in [24].

with the present features, and fx(S) = E(f (x)|xS ) corresponds
to the expected value of the function conditioned on a subset
S of the input features.

Figure 1 shows a graphical representation of this idea,
where f (x) =

∑M
i=0 φi. SHAP values explain the prediction f

function as a sum of the effects φi of each feature introduced
into a conditional expectation. The figure illustrates a single
ordering of the features and how the contribution of each fea-
ture is introduced, one at a time, into a conditional expectation
function of the f output model. In nonlinear models or when
the input features are not independent, the SHAP values result
from averaging all possible orderings [23].

The efficient estimation of E(f (x)|xS ) and the complexity
of evaluating all the possibilities derived from Equation (3)
pose a computational challenge. Lundberg et al. propose
different algorithms depending on the typology or structure
of the machine learning model to estimate SHAP values.
For efficient computation in tree-based models, they pro-
pose Tree SHAP [24], [25], taking advantage of the addi-
tivity property of the Shapley values and the hierarchy of
the trees.

For categorical variables, Shapley values are computed for
each category under the assumption of independence. Thus,
the nonpresence of each of the categories affects the value of
the attribution based on the prediction of the presence of the
category. In other words, there is an aggregate effect that must
be contemplated, and it is not considered in the proposals by
Lundberg et al. to the best of our knowledge. We propose a
straightforward approximation to recalculate Shapley values
for categorical values as follows:

φjk∗i =


∑
k

φjki if xjk = k∗

0 else
(4)

The Shapley values estimated under the assumption of
independence are added for each option of the categori-
cal variables, including the Shapley value that represents
that the ith instance does not present the k∗ option in
categorical variable j, while φjki represents the estimated
Shapley values under independence for each category k in
instance i; we compute φjk∗i, which represents the Shap-
ley value of the jth categorical variable for category k∗ in
instance i.

A remarkable feature of SHAP values is the visualization
tools developed to better appreciate their insights, including
the SHAP summary plot and the dependence plot [24].

The SHAP summary plot summarizes the individual attri-
butions and allows us to appreciate feature importance and
monotonicity. Feature importance is calculated by taking the

average of the absolute values per feature across the data.

Ij =
1
n

n∑
i=1

∣∣φji∣∣ (5)

In the SHAP summary plot, features are first sorted by their
global impact (5). Then dots representing the SHAP valuesφji
are plotted horizontally and stacked vertically when they run
out of space. Each dot is colored by the feature value, from
low to high.

The relative feature importance can be estimated as the
share of the importance of variable j over the aggregate
importance for all the variables:

Ij∑
m Im

(6)

The dependence plots shows the effect that a feature has
on the predictions made by the model. Dependence plots are
scatter plots in which each dot represents the feature value
and the SHAP value of each individual

{
(xji, φji)

}n
i=1. This

plot makes it possible to appreciate not only monotonicity
if it exists but also heteroscedasticity and the shape of the
relationships.

It is important to remark that the estimated SHAP values
can be represented in units of log-odds ratios, which we
adopt. Assuming additivity of the importance of characteris-
tics in this space is natural, as this occurs with the link func-
tion in the logistic regression model [56]. This will enable us
to compare the explainability of both models in a graphical
manner.

Because of the richness of SHAP values, other plots can
be used to facilitate the explainability and interpretability of
a model’s prediction.1

Since SHAP values are finally an estimate of the Shapley
values, the terms will be used interchangeably in the rest of
the document.

B. EXPLAINABILITY ELEMENTS IN
LOGISTIC REGRESSION
In this section, we review some of the explainability elements
of the well-known logistic regression model and propose a
straightforward extension of the Shapley values for logistic
regression to enable the comparison with the machine learn-
ing approach.

Let Yi be the default variable in obligation i with respect
to the variables x1i, . . . , xki that describe the features of a
borrower. In a logistic regression, the probability of default
is denoted

P(Y = 1|x1i, . . . , xki) = F(x1i, . . . , xki) (7)

1https://github.com/slundberg/shap/blob/master/
notebooks/plots/decision_plot.ipynb
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with F being the link function, which, in this case, is the
logistic distribution, so

P(Y = 1|x1i, . . . , xki) =
exp(β0 + β1x1 + . . .+ βkxk )

1+ exp(β0 + β1x1 + . . .+ βkxk )
(8)

If

logit(x) = log(
x

1− x
), (9)

then

logit(P(Y =1|x1i, . . . , xki)) = β0+β1x1 + . . .+ βkxk (10)

and β0, β1, . . . , βk can be estimated through the maximum
likelihood method.

The interpretation of the logistic model will be based on
the coefficients, the estimated marginal effects and the odds
ratios. For a variable j, these are β̂j, the odds ratio obtained
from exp(β̂j), and the estimated marginal effect,

1
n

n∑
i=1

∂P(Y = 1|x1, . . . , xj, . . . , xk )
∂xj

≈
1
n

n∑
i=1

P̂(Yi=1|x1i, . . . , xki)[1− P̂(Y =1|x1i, . . . , xki)]β̂j.

(11)

The betas are related to changes in the logistic link func-
tion, where positive values are associated with a higher prob-
ability of the event under evaluation, default, and negative
values with a reduction in this probability.

For categorical variables, their interpretation depends on
the category defined as the basis for the construction of
dummy variables. If the coefficient is positive, then there is
an increase in the average logit equivalent to the value of
the coefficient compared to the base category, which implies
a greater probability. These values are considered relevant
depending on their respective inference.

As the logistic response function is essentially nonlin-
ear, it is not possible to directly interpret the betas as
marginal effects versus probability, which is why the esti-
mated marginal effects are also presented.

An odds ratio is a ratio of probabilities, a measure of the
association between features and the default. It is determined
by the ratio of the probability of default given a particular
exposure to any of the features of borrower to the probability
that the result will occur in the absence of that exposure.
It evaluates whether an obligation with the risk factor or
feature is more or less likely than an obligation without that
risk factor for the result of interest, default.

It follows that an odds ratio with a value of 1 indicates
that the presence of the risk factor is not associated with the
probability of occurrence of default and will be determined
by a beta close to zero.

Finally, given Equation (2), the Shapley values can be
extended to logistic regression models. The contribution of
the i-th variable to the f prediction function, i.e., the logit

function in the logistic regression model, is determined in
[61] as

φi(f , xi) = βixi − E(βixi) (12)

So,

k∑
i=1

φi(f , xi) = β0 +
k∑
i=1

βixi − E

(
β0 +

k∑
i=1

βixi

)
= f (x)− E(f (x)) (13)

Thus, we estimate the φi(f , xi) values for the logit predic-
tion function through β̂i(xi − x̄i).
For categorical variables, we propose to correct the esti-

mates of the Shapley values using the aggregation approach
shown in Equation (4).

IV. EXPERIMENTAL SETTING
For our experiment on credit risk modeling at the granting
stage in P2P lending, we use a public data set from Lend-
ing Club (LC). We compare both the performance and the
explainability of the several machine learning classifiers and
the logistic regression model (LR), which is widely used for
the construction of credit risk rating models and preferred by
regulators and end users for, among other aspects, the advan-
tages it offers in estimation, inference, implementation and
interpretation. Figure 2 shows the steps followed in our exper-
iment. More details on each step are given below.

A. DATA PREPARATION
Lending Club offers loans through a technological platform
for various personal finance purposes and is today one of
the companies that dominate the US P2P lending market.
The considered data set is publicly available in Kaggle2 and
corresponds to all the loans issued by Lending Club between
2007 and 2018. Loans are described by 75 features, including
credit scores, number of finance inquiries, address (including
zip code and state), and collections, among other features.

Since we are building amodel for granting credit, we create
our target variable based on the final resolution of the credit:
the default category corresponds to the event charged off and
the nondefault category to the event fully paid. We do not
take into account other values in the loan status variable since
this variable represents the state of the loan at the end of the
considered time window. Thus, there is no certainty about the
stability of default or not default of the obligation.

As a result, our data set consists of 1,347,681 records or
obligations (approximately 60% of the available data set).
We also clean the resulting data set for completeness and
consistency (less than 1% of our data set was filtered out).
The default rate in the final data set is close to 20%.

The explanatory variables that we use correspond only to
the information available at the time of the application. Vari-
ables such as the interest rate, grade or subgrade are generated
by the company as a result of a credit risk assessment process,

2https://www.kaggle.com/wordsforthewise/lending-club
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FIGURE 2. Steps of the model development and assessment.

so they should not be taken into account in risk models to
predict the default in granting of credit.

Furthermore, we construct some variables to aggregate or
simplify the information described by several variables. The
credit experience with LC (experience_c) is constructed as
a binary variable that indicates whether the borrower is new
for the entity. This variable is constructed from the credit
date of the previous obligation in LC and the credit date
of the current obligation; if the difference between dates is
positive, it is not considered as a new experience with LC.
The debt variable (dti_n) is estimated as the ratio calculated
using the co-borrowers’ total payments on the total debt
obligations divided by the co-borrowers’ combined monthly
income. In the original data set, information from the Fair
Isaac Corporation credit bureau (FICO) is given by two values
that define the credit scoring interval of the applicant to
the bureau. Our FICO variable (fico_n) is estimated as the
average of these two values. Table 1 lists the input variables
that we use in our models, 5 categorical and 4 quantitative.

We can make an assumption about some relationships
between input and target variables according to our experi-
ence and the literature [2], [40] on a different data set. For
example, we expect a positive relationship between monthly
indebtedness (dti_n), the amount of the loan requested

(loan_amnt) and the probability of default, and an inverse
relationship of this probability with the bureau score (fico_n)
and the annual income(revenue). We will validate such
assumptions in Section V-C.

Finally, we divide the data set into two time win-
dows, the first with obligations generated until July 2015
(657,602 records), with which the training process is carried
out. The loans generated from August 2015 until Decem-
ber 2018 (690,079 records) are used as the test set. With
this time-aware training-test split, we intend to evaluate the
proposed models in a manner as realistic as the data allow
because the information available in the Kaggle data set does
not specify when the final state of the loan is reached.

B. MODEL ADJUSTMENT
1) LOGISTIC REGRESSION
Given the low default rate of close to 20%, two proposals for
logistic regression models are presented. One estimates the
model with the observed training data (we call it LR), and
the second model adjusts the training data set with a sampling
method for the class imbalance problem (we call it LR.BS,
where BS stands for balanced set).

The sampling method used in the second case is a hybrid
between undersampling and oversampling [67], also used
in [33], [34], which consists of equating the minority class
proportion, default, with the nondefault randomly selected
cases from the majority class and generating random records
from the minority class.

2) MACHINE LEARNING ALGORITHMS
The machine learning algorithms considered are decision
tree, random forest and XGBoost. These methods have
already been used with good results for the evaluation of
credit risk in P2P lending [2], [8], [32], [33], [37], [42]. Still,
they were limited in terms of interpretation, except for the
decision tree model.

Decision tree (DT) is one of the most widely used machine
learning models for credit risk because it combines inter-
pretability and predictive capability [2]. It produces a hier-
archical tree representation to visualize classification, where
nodes represent rules over features and leaves represent cat-
egories. However,the resulting tree is highly dependent on
the training data set. We will use DT as a reference for more
sophisticated machine learning.

Random forest (RF) [15] is a popular ensemble technique
that combines a large number of independent decision trees
estimated on random data sets. A prediction from random
forest corresponds to an aggregation of the independent pre-
dictions of each of the single trees via averaging, or voting
for the classification case.

The method of eXtreme Gradient Boosting (XGBoost)
[16] is a popular implementation of the gradient tree boosting
approach. Boosting is a reinforcement algorithm that adds
iterations of the model in a sequential process by adjusting
the weights of the weak learners (trees), minimizing the
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TABLE 1. Description of the explanatory variables according to the information in Kaggle.

error iteration after iteration. Each subsequent tree aims to
reduce the errors of the previous tree. This reduces model bias
and generally improves accuracy. In particular, XGBoost is
an advanced gradient boosting model that avoids overfitting
by weighing the decrease of the objective function and the
complexity of the model.

For DT and RF we used the Python implementations from
scikit-learn [68], while for XGBoost, we used the implemen-
tation in Python.3

The machine learning models we propose have several
parameters that can be fine tuned. We carried out hyperpa-
rameter optimization using a genetic algorithm (GA).4

Our GA optimizes the inverse of the balanced acuraccy
(BAC) loss function. We use BAC to increase the importance
of the error in the minority class (default). More precisely,
we use the fitness value in a stratified k-fold cross-validation
setting with k = 4 using the training data set previously
described, where stratification helps preserve the class imbal-
ance in the same proportion in each fold.

The parameters considered in the optimization process
depend on the machine learning algorithm and its implemen-
tation. However, they relate either to the learning capacity of
the algorithm or to how to avoid overfitting. For example,
in the case of RF and XGB, we include the number of trees,
the maximum depth of the trees, the subsample ratio used to
grow each tree, etc. For DT, we use the maximum depth, the
number of samples required to split an internal node, or to be
at a leaf node. Furthermore, in all three cases, we have set the
parameters to account for the class imbalanced.

The settings of the genetic algorithm search are:
• Epochs: 20
• Initial population: 50
• Mating method: two-point crossover

3https://xgboost.readthedocs.io/en/latest/python/python_intro.html
4The Python library DEAP, http://deap.readthedocs.io/en/master/

• Selection: Select the best individual among four ran-
domly chosen individuals, 100 times

• Mutation: Mutate an individual by replacing attributes,
with probability 0.35 by a number uniformly drawn
between the decided lower and upper bounds of the
attribute.

C. MODEL EVALUATION
We measure the performance of the proposed models using
several well-known measures frequently used in credit risk:
the classification accuracy rate (ACC), area under the receiver
operating characteristic curve (AUC) and Kolmogorov-
Smirnov statistic (KS).

We include the balanced accuracy (BAC), which mea-
sures the average accuracy obtained from both the minority
and majority classes, default and nondefault. This measure
emphasizes the importance of the error in the minority class
(default), which better represents risk.

Additionally, we assess whether the differences found
between the performances in the prediction of the proposed
models are considered statistically important. We use McNe-
mar test for the difference between ACCs [69], DeLong test
for the case of AUCs [70], and Krzanowski-Hand test to
compare KSs [71].

Furthermore, we analyze the performance of each class
using precision, recall and the F1 measure.

For each class, precision measures the fraction of correct
predictions among the predictions of a class. In contrast,
recall measures the fraction of instances of a class correctly
retrieved by the classifier. Finally, F1measure is the harmonic
mean of precision and recall and summarizes both measures.

D. MODEL EXPLANATION
We compare the explanatory power of the logistic regres-
sion and the machine learning models using the SHAP val-
ues. Such comparison is one of the main contributions of
this work. For the sake of brevity, we will only show the
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TABLE 2. Exploratory statistical analysis of quantitative variables vs target variable.

explainability of the best machine learning model, which has
been XGBoost.

We analyze the relative importance of the variables and
the monotonicity and dependence between the independent
variables and the target one. This concepts are shown with the
help of graphical tools that allow us to identify nonlinearities,
structural and distributional changes, and atypical values.

It is important to remark that we recalculate the SHAP
values for categorical variables to better account for the
interdependence among categories (see Equation 4).We show
the resulting values as dependence plots to identify different
levels of risk by category as well as atypical behavior.

V. RESULTS
A. EXPLORATORY STATISTICAL ANALYSIS
As a preliminary analysis, Table3 and Table 2 report summary
statistics for the whole data set. These results help in under-
standing the data set and contextualizing the explainability
analysis in Section V-C.
The tables include statistical inferences to assess the

potential of the variables considered to predict the risk of
default and validate the preliminary assumptions laid out
in Section IV-A. For quantitative variables, we use the
Kolmogorov-Smirnov test to compare the empirical prob-
ability distributions of the loans in default with those not
in default, indicating whether a significant difference is
observed. For categorical variables, we use the chi-square test
to assess whether there is a significant association between
the independent categorical variable and the dependent
variable.

Table 2 reports the descriptive statistics and the test
results for the quantitative variables versus the target variable.
According to the test, all quantitative variables show impor-
tant differences in the observed distribution, which supports
the use of these variables for risk models. As expected, lower
FICO (fico_n), lower income (revenue), higher requested
amount (loan_amnt) and higher indebtedness (dti_n) seem to
be associated with higher risk. The average values descrip-
tively support this proposition.

Table 3 presents the descriptive statistics and the test results
for the categorical variables. According to the tests, all vari-
ables are associated with the target variable, except for the
credit experience in LC variable (experience_c), which does
not seem to be an essential determinant of default risk at the
granting stage. We analyze them in detail below.

For the employment length variable (emp_length), the pro-
portion of default in the category of more than ten years
represents the lowest default proportion (18.8%). The highest
percentages are given for options of shorter length, one or less
than one year, with values close to 21%, showing an expected
ordering of this variable with default. It is worth mentioning
that there is a percentage of obligations that do not report this
value, and their risk proportion is high (27%).

For the home ownership variable (home_ownership),
the category that evidences higher risk is rent (23.3%
default), while for the purpose variable (purpose), the small
business category presents the most considerable risk
(approximately 30%).

Regarding the credit experience in the LC variable (experi-
ence_c), similar variables are typically included in P2P credit
risk works [42], even if some of them find them not relevant
[2], [21]. Despite the negative test result, we decided to
consider it because the machine learning algorithms could be
capable of recognizing nonlinearities andmore complex asso-
ciation structures. In addition, we want to observe through
SHAP values the degree of association of this variable. Logis-
tic regression, although it allows some of these elements to be
seen inferentially, is limited when the data exhibit complex
underlying structures.

B. MODEL EVALUATION
Table 4 shows the performance results of the methods con-
sidered. According to the (unbalanced) accuracy measure
the LR is much better than the others. However this is due
to the imbalanced nature of the data set. An examination
of the performance of LR on the default and nondefault
classes in Table 6 reveals that is a bad risk model: the LR
classifier identifies less than 1% of the defaulted loans (recall
0.7%), and the success rate in labeling nondefault loans is
much lower than that for the other models (approximately
78% versus 85%). Accuracy is not suitable to compare the
classifiers of unbalanced sets.

If we analyze the other measures in Table 4, XGB outper-
forms the other models according to the balanced accuracy
used to adjust the models, but also according to the KS and
AUC that assess the ability of a classifier to differentiate
between the two classes. Table 5 shows that the differences
in the global metrics are statistically significant, which rein-
forces the idea that XGB is globally better than the other
alternatives. It is worth mentioning that the results show that
DT performs worse than the LR.BS in this data set.
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TABLE 3. Relative frequency distribution and default rate by category of the categorical variables.

Table 6 shows that according to the F1 measure, the XGB
model is better than the others for the default class. The RF
has the second best F1 measure (after the LR) for the non
default class due to a high recall. However, it performs worse
in terms of precision of the nondefault class, which is not
convenient for a grant model. In any case, this table illustrates
the complexity of the classification problem at hand and the
subtlety of the different behaviors that the classifiers exhibit.

According to these results, we can say that the XGB glob-
ally performs better than the other methods considered.

C. MODEL EXPLANATION
In this section, we compare the explainability capabilities of
both the XGBoost and the logistic regression using Shapley
values.

TABLE 4. Performance on training and test samples.

1) FEATURE IMPORTANCE, MONOTONICITY
AND SHAPLEY VALUES
Figures 3 and 4 show the feature importance of the two
logistic regressions and the XGBoost approach. In Figure 3,
we can see the importance of the different values of the
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FIGURE 3. Feature importance for each considered model.

TABLE 5. Performance comparison for the test sample.

categorical variables, while in Figure 4, we can see the aggre-
gated importance of the categorical variable.

According to Figure 4, the importance ranking in both LR
and LR.BS is exactly the same, even if the importance values
slightly vary. In the case of XGB, the ranking is mostly the
same, but the positions of the revenue and dti_n variables and
of the home_ownership and purpose variables are swapped.
Interestingly, quantitative variables are more important

than qualitative ones (roughly 70% vs 30%). The FICO

TABLE 6. Performance measures by class for the test sample.

credit score (fico_n) is the most important variable in all the
cases, followed by loan_amnt. For the categorical variables,
in the logistic regressionmodels, home_ownership is themost
relevant one, while in XGBoost, purpose is. In Figure 3,
we can see the most influential categories, which are RENT
and MORTGAGE for home_ownership and credit_card from
purpose. Again, the order in XGBoost is different from that
provided by the logistic regression models, but the three
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FIGURE 4. Aggregated relative importance by model.

approaches show that these three categories are notably more
important than the rest.

Unsurprisingly, the feature importance ranking from
XGBoost slightly differs from that from logistic regression.
The usefulness of the variables for classification is mostly
similar, even if themethods exploit them in different manners.

It is worth mentioning that in Figures 3a, 3b and 3c ,
the order of importance of the values of categorical variables
is affected by their frequency. In this sense, the ranks compare
categories and variables, although they are not exactly the
same, and each category has a frequency that affects its
importance. However, we include them in the ranking to
gauge the contribution of each category to the prediction
model. In contrast, in Figure 4, we perform a more robust
estimation of the importance of variables based on Shapley
values, considering each categorical variable by aggregating
categorical values.

Beyond feature importance, we show the Shapley values
of each feature for XGBoost in Figure 3d . In this figure,
the X axis represents the Shapley values, where positive
values mean higher default probability and negative values
correspond to lower default probability, while the Y axis has
the features sorted by feature importance; finally, the dots are
colored using a gradient that ranges from blue (lower feature
values) to red (higher feature values). Thus, if a feature
presents a change on the horizontal axis from blue to red
the Shapley value increases, then there exists a monotonically

increasing relationship with respect to the risk of default. This
is the case for the loan_amnt and dti_n features. In contrast,
the relationship is monotonically decreasing for the case of
fico_n and revenue. For revenue, we can find an outlying red
dot that breaks the monotonicity and that represents a case
where extremely high revenues increased the risk of default.
Interestingly, the careful analysis of these detailed plots can
help identify cases with particular behavior that may require
further inspection to avoid model overfitting.

For some features, we can observe how the color barely
changes in a part of the observed range of Shapley values,
which means that for the same feature value, there is a range
of different attributions in the observed individuals, i.e., the
same feature value does not have the same impact on all
the individuals, depending on the values of the rest of the
features. This is an interesting aspect that cannot be appre-
ciated in logistic regression models. This phenomenon can
be clearly appreciated in the categorical values, each of them
exhibiting different ranges. For example, the value home
improvement as the purpose of the loan can both decrease and
increase the default probability, while the purpose small busi-
ness always increases the default probability, but its impact
greatly varies.

In logistic regression models, we can analyze the coeffi-
cients, marginal effects and odds to draw similar conclusions.
However, we cannot observe differences at the observation
level because values are aggregated for the whole model.

64884 VOLUME 8, 2020



M. J. Ariza et al.: Explainability of a Machine Learning Granting Scoring Model in P2P Lending

TABLE 7. Explainability and inference logistic regression.
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FIGURE 5. Dependence graphs of quantitative variables.

According to Table 7, which reports the logistic regres-
sion models, fico_n and revenue have negative coefficients
and odds below 1, which represents an inverse relationship
with default probability. The converse is true for dti_n and
loan_amnt.

Regarding categorical variables, we analyze interesting
values of some of them. For example, the coefficients of the
purpose of credit card are -0.246 and -0.26 in LR and LR.BS,
respectively. Their average marginal effects are at levels of -
0.03 and -0.06, and their odds values are 0.78 and 0.76. Thus,
both are associated with lower risk, compared to the base
category.

In the case of having as a purpose, purpose, investment
in small businesses, the coefficients are 0.78 and 0.85, there
are significant average marginal effects of 0.14 and 0.20, and
there are high odds values of 2.19 and 2.33. These values rat-
ify the increase in the default risk when having this credit pur-
pose. However, the purpose of debt consolidation, although
it presents positive coefficients and odds higher than 1, is not
considered significant. According to Figure 3d, the results
found through the logistic regression for this variable are
similar to those of XGboost.

Regarding the variable emp_length, the coefficients of
having employment for more than ten years are negative
in the logistic regression proposals, -0.056 and -0.062, with
odds less than 1, which are significant, suggesting lower risk
against the base case of having emp_length less than one year

of employment. However, in XGBoost, the relationship is not
so clear. Not having information, NI, is a risk factor, with odds
higher than 1.In this case, this conclusion can also be drawn
from the Shapley values of XGBoost in Figure 3d.

As mentioned earlier, previous credit experience, experi-
ence_c, was not important in themachine learning proposal or
in the logistic regression models. The statistical significance
analysis of the logistic regression models confirms its low
predictive power (see Table 7), which can be evidenced in the
statistical analysis of coefficients, marginal effects and odds
ratios. In the XGBoost proposal (see Figure 4c), this variable
has a relative contribution depending on the Shapley values,
which are close to zero.

As a result, the conclusions in terms of feature importance
and relationship with the target variable that can be drawn
from XGBoost with the help of the Shapley values are mostly
similar to those derived from the logistic regression mod-
els. However, Shapley values in nonlinear models such as
XGBoost can help us discover more complex relationships
than those that can be inferred with linear models such as
logistic regression. This is particularly true for the depen-
dence plots, as we will see in the next section.

2) DEPENDENCE PLOTS FOR QUANTITATIVE VARIABLES
Figure 5 shows the dependence plots for the quantitative
variables according to the Shapley values. In these plots,
we include the lines that represent the dependence for the
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FIGURE 6. Dependence graphs of categorical variables.

logistic regression models. However, it can be observed
that machine learning alternatives represent dependence in
a more comprehensive manner, including nonlinearity and
heteroscedasticity.

For example, in the FICO variable (fico_n) in Figure 5a,
XGBoost finds a decreasing aggregate monotonic relation-
ship, similar to the logistic regression alternatives, but also
identifies structural changes for the different values of this
variable and different variability across the range of the vari-
able. Values less than or equal to 660 points in FICO scoring
(fico_n) show higher levels of risks than those predicted by
the general trend. Score values between 660 and 715 show lit-
tle dispersion and little contribution to the prediction, so other
features probably come into play to determine risk. However,
from 715 to 800, another segment is observed, with the
default risk decreasing as the score increases. The segment is
homoscedastic although with greater dispersion than that in
other segments. Two subtle structural changes of the general
trend can be seen at 800 and 825 points. Although scores in
these segments decrease the risk of default, in each of the
segments, the precise score observed does not seem to affect
the impact, i.e., increasing the score in each segment does not
decrease the default risk.

In Figure 5b, we can see the dependence plot for the
loan_amnt variable, which also evidences structural changes
in the impact on the dependent variable. For example, a clear
break can be observed at 10,000 USD, where changes in
the level and the trend can be observed. The level change
denotes an overall increase in the risk profile, even if the

trend moderates the slope. Such changes may be associated
with entity policies not mentioned in the data set informa-
tion. In general terms, considering the whole range, the risk
increases as the loan amount increases, and a saturation
effect can be observed for values greater than approximately
275,000. Again the linear trends inferred by the logistic
regression models hide subtle but important aspects.

Figure 5c shows that variable dti_n also exhibits non-
linear behavior. Nonlinearity and heteroscedasticity can be
observed in the extremes of the range.

Finally, the revenue variable shown in Figure 5d exhibits a
sophisticated behavior. First, the trend from the aggregated
impact that can be estimated for XGBoost is notably dif-
ferent than those from the logistic regression alternatives,
although all three are negative. If we look at the disaggregated
impact for XGBoost, we can observe that for values below
110,000 USD, as revenue increases the risk of default is
reduced. However, for revenue values over 110,000 USD,
the observed slope is zero, even if some strange phenomena
can be observed. This fact evidences the need to complement
the risk analysis with other variables. As already mentioned,
this change in the trend can hardly be noticed with the logistic
regression.

3) DEPENDENCE PLOTS FOR CATEGORICAL VARIABLES
According to the estimated feature importance (see Figure 4),
the categorical variables have less impact on the dependent
variable than the quantitative ones. However, some specific
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categories contribute in an important way to the prediction,
as shown in in Figure 3, for example, the value credit card for
the variable purpose or the values MORTGAGE or RENT
for home_ownership. In this section, we examine in detail
the categorical values with the help of dependence plots.
We show the Shapley values of each category recalculated
to aggregate the effect of the nonpresence of the rest of the
categories, as shown in Equation 4.
Figure 6 shows the impact of the categories of the purpose

variable. Interestingly, some values such as debt consolida-
tion and car, have almost no impact on the risk of default.
However, credit card option is the value that implies the
lowest risk, while small businesses is the one that implies the
highest.

For the variable home_ownership, none of the categories
have a great impact on the risk of default, as can be seen
in Figure 6b. However, the impacts of MORTGAGE and
RENT are not negligible, the first as an option that decreases
the level of risk and the second the opposite. For the case
of the emp_length variable, most categories have a small
impact on the default risk, with the exception of the value
of NI, which denotes not having information, which clearly
increases the default risk level; see Figure 6c.

Finally, Figure 6d shows the dependence plot for some
values of the addr_state variable. None of them have a great
impact, especially TX (Texas) and CA (California). However,
CO (Colorado) decreases the risk of default, while Missis-
sippi (MS) increases it.

If we look at the Shapley values of the logistic regression
derived from the calculation on the coefficients, we can see
that they are within the range of the Shapley values obtained
for the machine learning model XGBoost. Typically, these
values are located in a central position. However, we can
find categories for which the values are located at one of the
extremes, which shows that logistic regression and XGBoost
exploit the variables in different ways. See, for example,
the value vacation for the variable purpose, where the logis-
tic regression values are located in the lower bound of the
XGBoost observed range, that is, XGBoost considers that this
value can be associated with higher levels of risk than those
predicted by logistic regression models. However, exactly the
opposite occurs for the MS and AL values for the variable
addr_state, where XGBoost generally considers these values
less risky than the logistic regression models.

VI. CONCLUSION
This article has shown that credit risk machine learning
approaches may outperform statistical approaches, such as
logistic regression, in terms of not only classification perfor-
mance but also explainability.

The graphical representation of the SHAP values makes
it possible to evidence aspects of the relationship between
each feature variable and the target one that are overlooked by
linear approaches. Such aspects include curved relationships,
structural breaks, heteroscedasticity and outlying behavior.

Furthermore, in our approach we have adopted what we
consider should be standard practice in machine learning
credit models, namely:
• Hyperparameter optimization to find suitable configura-
tions of the algorithms.

• Explicitly dealing with the imbalanced nature of the data
(either by a resampling strategy or by setting weighting
schemes in the machine learning method).

• Comparing classifier performance using statistical
inference.

• Assessing the classification performance for each class.
Our article is relevant for credit risk modeling in general,

where reliable and transparent models are required by the
regulators and industry. Furthermore, it is timely given the
growing interest in explainable machine learning models for
credit risk that we have addressed in our review of the litera-
ture. The good performance of the tree boosting classifier is
in line with other results in the literature [8], [72], [73], but
our article shows that the better results come from a better
description of the relationships among the variables.

In this regard, it is worth mentioning that some authors
are proposing new methods to estimate the Shapley values
to better account for dependence [74].Our article has shown
how to adjust the SHAP values for the categories of cate-
gorical variables to better account for the dependence among
categories. Improvement of the theory of the Shapley values
to better account for dependence and include other aspects,
such causality and inferential tools [75], will lead to a wider
adoption of machine learning models in credit risk modeling
and other domains.
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