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ABSTRACT Sentiment lexicon, which provides sentiment information for words, plays an important role
in sentiment analysis task. Currently, most of sentiment lexicons have only one sentiment polarity for
each word and ignore sentimental ambiguity. In this paper, we propose to construct the sentiment lexicon
based on context-dependent part-of-speech (POS) chunks, namely CP-chunks, which aims at solving the
ambiguity of lexical sentiments. Given that the POS of context has impact on the word polarity and intensity,
we take CP-chunks as an unit to do sentiment calculation. Our method is evaluated through the classification
task of text sentiment. The experiment results indicate that, in comparison with the existing methods,
the applicability of our method is more stable and balanced for both the positive and negative polarities
corpora, and the accuracy of our method reaches 82% for the sentiment classification of a domain-specific

corpus.

INDEX TERMS Part-of-speech, ambiguity, sentiment lexicon, sentiment analysis.

I. INTRODUCTION

With the fast development of computer technology, it has
become a popular trend to express opinions contain-
ing different sentiment information through the network
platform [1]-[3]. This sentiment information has great com-
mercial value and relevant influence on public opinion or
merchandise sales. Many techniques of text sentiment anal-
ysis, such as sentiment lexicons [4]—-[8], word representa-
tion [9], [10], deep learning [3], [11], [12] and capsule
networks [13], [14] have been studied to explore the values
enclosed in the comments.

The constructed sentiment lexicon has been widely
applied in sentiment analysis, especially in performing sen-
timent classification tasks in the internet industry. In 2013,
Mohammad et al. [15] transformed the sentiment lexicon
construction problem into the classification of word by using
SVM classifiers. Two sentiment lexicons, named NRC Hash-
tag Sentiment Lexicon and Sentiment140 Lexicon, were
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constructed in their paper using a large number of twit-
ter corpora. Later, Vo and Zhang [16] used a simple neu-
ral network architecture to reassign word sentiments, which
outperformed the NRC [15]. In 2014, Tang et al. [17] pro-
posed word sentiment training based on neural networks.
They extended the sentimental words using seed sets and
constructed a large Twitter-based sentiment lexicon, TS-Lex.
But their method required to manually select the seed set in
advance. Kiritchenko et al. [18] automatically generated sen-
timent lexicon from corpora with hashtagged emotion words
such as #joy, #sad, and #angry, but they did not filter the train-
ing data carefully and ignored some cases of irony and blunt-
ness. Cambria et al. [8] employed recurrent neural networks
to construct SenticNet5 sentiment lexicon, which provided
the sentiment polarities of 100,000 commonsense concepts.
Deng et al. [19] proposed a model of hierarchical supervision
to construct a topic-adaptive sentiment lexicon, taking into
account topics and sentimental words. The above methods
only distinguish different sentiments of words according
to different corpora. Zhao et al. [20] proposed to construct
domain-specific sentiment lexicons, which considered user
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relationship and topic characteristics etc. Despite the fact
that many specific sentiment lexicons have been provided,
there still have some limitations in the existing researches,
for example, the sentimental ambiguity is usually neglected.
Therefore, our work mainly focuses on the disambiguation of
lexical sentiments in specific fields.

You are too . E Part-of-speech .

I S-S ! RB: adverbs :

(PRP, VBP, RB, 1)) 7 . IN: preposition conjunction :

We are of you, | 1 a)d]CCthCS ;
¢\ « 4\ PRP: personal pronouns

(PRP, VBP, JJ, IN, PRP)  VBP: verb .

i —

FIGURE 1. An illustrative example of two reviews that all include the
word “proud”. The two sentences have labeled each word with the part of
speech.

To the best of our knowledge, most researchers only con-
sider the positive and negative polarities of words and ignore
the fact that the same word with the same POS may have
different sentiments and meanings in different contexts. For
example, the word “proud” in two different contexts has
the same POS, which is shown in Fig. 1. If we judge the
sentiment tendency of this word by using the traditional
method, it would be difficult to identify the sentiment dif-
ference between this two reviews. As illustrated in the two
sentences, we observe that (1) the surrounding words of
the “proud” are different, (2) the POS information of these
surrounding words is also different and (3) the varied POS of
these surrounding words can be used to determine sentiments.
In particular, if we consider the context of the current word
to construct lexicon, it will produce massive results and lead
to information redundancy. Therefore, we take the POS of
surrounding words into account.

Inspired by the idea that POS can capture semantic infor-
mation to enrich the sentiment of words, we propose a con-
struction method of the specific sentiment lexicon, which
considers the POS obtained from surrounding words as an
unit to distinguish each word with the same POS but dif-
ferent concepts. It means that we decide the sentiment of a
word by taking into account the POS of its previous words
and following words. The new unit CP-chunk is built by
combing the word with the POS of its surrounding words.
Then several CP-chunks for each sentimental word are com-
posed by the different POS of context words, and we assign
different sentimental values to these CP-chunks using CHI
algorithm. Finally, through the text sentiment classification
experiments, our model achieves the state-of-the-art results in
sentiment classification tasks compared to the existing lexi-
cons, thus showing its great potential in studying sentimental
disambiguation.

Il. RELATED WORKS

A. RESOURCES OF EXISTING SENTIMENT LEXICONS
Sentimental lexicons play an important role in the task of
sentiment analysis. SentiWordNet is the most famous affec-
tive lexicon constructed on the basis of WordNet in English
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language [6], [21]. In this lexicon, three scores were assigned
for each synset of WordNet to describe the positive, nega-
tive and objective degree, which were further used to deter-
mine the precise sentiment of each word. However, most
of the general lexicons were labeled manually, which not
only were time-consuming, but also required a lot of man-
power. General Inquirer (GI) [22] is broadly recognized as
the first English lexicon, which collected 1914 positive words
and 2293 negative words in the early stage, and labeled
each word with polarity, intensity and lexical characteris-
tics. About four decades later, Wilson et al. [23] proposed
the MPQA sentimental lexicon, containing 2718 positive
words and 4912 negative words. Each word was scored
according to its sentimental strength from Multi-perspective
Question Answering (MPQA) Opinion Corpus. SenticNet [8]
is a popular sentiment lexicon for aspect-level sentiment
analysis tasks [24]-[26]. It provided a set of 100,000 nat-
ural language concepts that were labeled related semantic,
sentimental and polar associations. Mohammad et al. [15]
built two large-scale sentiment lexicons for Twitter corpus.
Yang et al. [27] constructed a 10-dimensional sentimental
lexicon and used it for sentimental computing and text min-
ing. Wu et al. [7] built a specific domain sentimental lexicon
that contained opinion targets and sentimental words.

In addition, there are some studies of the construction of
language-specific sentimental lexicons, such as Urdu [28],
Malay [29] and Slovene [30]. Note that the above mentioned
sentimental lexicon resources cannot always recognize sen-
timental words in specific areas and cannot distinguish the
diversity of lexical sentiments in different contexts.

B. CONSTRUCTION APPROACHES OF
SENTIMENT LEXICONS
Recently, researchers pay more and more attention to the con-
struction of sentimental lexicon used for sentiment analysis.
By using the existing sentiment lexicon as prior knowledge,
some researchers constructed new sentiment lexicons with
higher coverage in specific domains. In 2016, Liu et al. [31]
integrated HowNet and NTUSD (released by University of
Taiwan) to construct sentiment lexicon based on microblog.
About one year later, Kimura and Katsurai [32] introduced
emoji into the construction of sentiment lexicon and assigned
a vector representation to each emoji by calculating the
co-occurrence between an emoji and each sentimental word.
The limitation of above methods is that they cannot judge the
sentiment of words that do not present in sentiment lexicons.
Because of the richness of text corpora, more and more
studies focus on mining new words from corpora and the
construction of sentiment lexicons. Tang et al. [17] regarded
the construction of sentiment lexicon as a word-level sen-
timental classification problem, and their work appeared to
have a better performance than the existing Opinion Lexicon
and MPQA lexicon. Huang et al. [33] adopted an automatic
construction strategy to build a domain-specific sentiment
lexicon based on the propagation of constrained labels, which
used block-dependent information and existing lexicons to
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extract candidate sentimental words. It showed that this
method improved the performance of domain-specific sen-
timent lexicon significantly. After two years, Yang et al. [27]
proposed the automatic construction method using coor-
dinate shift. They trained the large-scale corpora through
neural networks and constructed an unified form of evalu-
ation function to study the effects of multiple constraints.
Wu et al. [34] proposed an unified framework, which consid-
ered the lexical POS, formal and informal sentimental words
and incorporated the connection between words and emo-
tional symbols using sentimental similarity. Jin et al. [35]
combined the existing sentiment lexicon resources with the
user sentiment lexicon and constructed sentiment lexicon by
rule-based fusion method applied on Twitter corpus. Cur-
rently, Zhao et al. [36] used the context propagation frame-
work of sentiment unit and extracted the explicit and implicit
sentiment features from Chinese microblog to construct lex-
icon. Its performance outperformed all the state-of-the-art
baselines on sentiment classification task. These methods
not only considered the information of existing sentiment
lexicons, but also found some new words in specific domain
corpora. However, they ignored the quality of corpora and
ambiguity of words. In addition, a lot of methods manually
selected positive and negative sentimental seed set which
failed to consider the overall rationality of seed sets.

Some attempts have been made to prevent the sentimental
ambiguity problem in the construction of sentiment lexicon.
In 2017, Saif et al. [37] used context and semantic informa-
tion extracted from specific domains to update the sentiment
tendency of words and to alleviate the difference in lexical
sentiment when context changes. Later, Han ef al. [38] used
mutual information with POS to generate a sentiment lex-
icon for the specific domain and achieved good results in
sentiment analysis tasks. However, the mutual information
needs to manually set the seed set of emotion, and this
limitation increases the instability of this model. In 2019,
Wu et al. [7] constructed a target-specific sentiment lexi-
con considering that a sentiment word may express differ-
ent sentiment orientations when describing different targets.
For example, in the sentence “The screen is too thin.”,
the “‘screen” is the target, and “thin” is the sentiment words
to describe the target “‘screen”. The applicability of the
method [7] is limited for reasons that it ignored some sen-
tences are incomplete and have grammatical structure prob-
lems. Deng et al. [19] proposed a topic-adaptive sentiment
lexicon (TaSL) for higher-level classification tasks, which
jointly considered the topics and sentiments of words to cap-
ture different sentiment expressions of a word under different
topics. However, since one word may have different polarities
and intensity expressions under different contexts and topics,
it is not reasonable enough to do sentiment analysis based on
context or topic alone.

In this paper, we build the sentiment lexicon based on the
CP-chunks algorithm, which takes the surrounding POS of
words to construct CP-chunks and ensures the comprehen-
siveness of the lexicon. After that, we use the CHI algorithm
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to calculate the sentimental values of CP-chunks, and it
avoids the difficulty of manually obtaining high-quality cor-
pus and seed sets.

Ill. THE CONSTRUCTION OF SENTIMENT LEXICON

BASED ON CP-CHUNKS

Most existing methods judge the sentimental polarity of the
sentimental word only from the information of the vocab-
ulary itself, such as part-of-speech or topic labels. Senti-
WordNet [6], [21] and MPQA [23] sentiment lexicons both
considered the sentiment values of words in different parts-
of-speech. Deng et al. [19] jointly considered the topics and
sentiments of words to capture different sentiment expres-
sions of a word under different topics. Different from the
above-mentioned methods, we take the POS of the context
of the word into account and determine the sentiment value
and the polarity of the word in this paper. Also, we use the
CP-chunks as an unit to reduce the sentimental ambiguity
of words, and then we construct the sentiment lexicon by
calculating the sentimental value of the chunks.

Fig.2 shows the sentiment lexicon construction process
based on CP-chunks. This process involves preprocessing
corpus, selecting sentimental words set, filtering candidate
CP-chunks sets, calculating the sentiment of CP-chunks and
evaluating method of the sentiment lexicon. We will intro-
duce each step in the following sections.

[ corpora }
—

v

Selection of candidate
sentimental words set

Processing corpus to obtain
candidate CP-chunks

Sentimental calculation

Sentiment lexicon evaluation
based on CP-chunks
FIGURE 2. The overall framework for construction of sentiment lexicon

based on CP-chunks.

Retain the parts of speech of word as
||_adjectives, adverbs, noun nouns and verbs.

I Constructe CP-chunks | }

1| 1.The overall word frequency distribution
| | 2.Positive and negative contrast ratio

,,,,,,,,,,,,,,,,,,,,,,,

-
|| Calculate the polarity and sentiment of
word chunks based on CHI. |

: ‘ Numerical normalization |

,,,,,,,,,,,,,,,,,,,,,,,

A. BUILDING THE CONTEXT-DEPENDENT POS CHUNKS
First, we do word segmentation and POS tagging for each
review. Then we incorporate the results with the candidate
sentimental words set denoted by SW;, to construct the
CP-chunks.

For each sentimental word sw;, let FP = (fp1,...,
Jpis ..., fpn) be the POS to the corresponding N words
FW = (fwi,...,fwi, ..., fwy) before sw;, let BP =
(bp1, ..., bp;...,bpy) be the POS to the corresponding M
words BW = (bwy, ..., bw;..., bwy) after sw;. We build
the CP-chunks for sw; by combining any number between
0 and N of previous words’ POS and any number between
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FIGURE 3. The process of the CP-chunks construction.

TABLE 1. Algorithm 1. Constraint screening algorithm for the selection of
CP-chunks.

Inputs: corpora, R(sw;), 11,12, SWser = {sw1, swa, ..., sw;, ...},
N :number of previous words, M : number of following words,
NLTK:part of speech tagging tools
Outputs:CP-chunks set
Initialize CP-chunks set as an empty set
For each corpus in corpora:
Use NLTK to label the POS of each word.
According to the size of M and N,
obtain all CP-chunks of each corpus.
For each CP-chunk in all CP-chunks:
If sentimental word sw; in the CP-chunks is in SWget,
and the POS in the CP-chunks is adjectives,
adverbs, nouns or verbs, the CP-chunk is reserved;
Otherwise, delete this CP-chunk;
Then integrate and obtain CP-chunks of all sentimental words;
For each sentimental word sw; in SWet:
Extract all CP-chunks of sw; and count the frequency;
For each CP-chunk in all CP-chunks:
Filter by progressive conditions:
(1)Self-singleness: the frequency of the CP-chunk is larger than T7.
(2)Positive and negative contrast ratio of CP-chunk: R (sw;) > Tb.
If both conditions are established:
Add CP-chunk to CP-chunks set.
Else:continue.
End.

0 and M of the following words’ POS according to the words
order in comment text. In this way, each sentimental word
sw; may have (M + 1) x (N 4+ 1) — 1 types of CP-chunks.
The core idea for constructing CP-chunks is shown in Fig. 3,
and N and M are both taken 2 as an example. It can be
seen that there are 8 cases for each sentimental word in each
comment text. Since we often need to analyze thousands of
corpora and each corpus contains some words, it is necessary
to filter the candidate CP-chunks with the purpose of reducing
computational cost.

Some CP-chunks may exist simultaneously in both positive
and negative text corpora and do not have actual meanings
or sentimental tendencies, such as “book’’,‘“table’’. In order
to reduce the impact of these words, we mostly take into
account three factors, including POS, word frequency and
distribution of words in positive and negative corpora. Our
proposed constraint screening algorithm shown in Table 1 is
used to select available CP-chunks.

B. CALCULATING THE SENTIMENT VALUE OF CP-CHUNKS
1) SELECTING THE SENTIMENTAL WORDS SET

Many words have no practical significance in the real review
corpora, such as “the” and “a” etc., but they might affect
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our judgement on the polarity of sentiment words when we
treat them as the previous words or following words of the
CP-chunks. Therefore, it is necessary to select suitable can-
didate sentimental words following certain criteria. (i) If the
frequency of a word in corpus is over T, then we add it to
the candidate words set; (ii) We insert the vocabulary from
the SentiWordNet3.0 lexicon [21] to the candidate words
set. (iii) To select the suitable sentimental words set, for the
sentimental word sw;, we define its positive and negative
contrast ratio as R(sw;):

[f (swi, xp) — f (swi, x|
> f (swi, x7)
where x; is the corresponding sentimental polarity and has
two states: the positive polarity x, and the negative polar-
ity x,, f (swj, xp) is the frequency of the sw; in positive corpus,
f(swi, x,) is the frequency of the sw; in negative corpus,
Zj Sf(sw;, x;) is the frequency of the sw; in both positive and
negative corpora, T is the threshold to select the sentimental

words set.

R(sw;) = > T, (nH

2) COMPUTING THE SENTIMENT OF CP-CHUNKS

FOR EACH WORD

In this section, we introduce chi-square theory [39] to cal-
culate the polarity and intensity of each CP-chunk. Different
from traditional theory method of using a word as an unit, our
method use CP-chunks in (2):

N x (AD — BC)?
(A+ C)B+D)A+B)C+D)’

where ¢; is i-th CP-chunk in sentimental words set, C(c;, ;)
is the sentimental value of ¢; in x; corpora, A is the number
of corpora that belongs to x; and contains c;, B is the number
of corpora that does not belong to x; and contains ¢;, C is the
number of corpora that belongs to x; and does not contain ¢;,
D is the number of corpora that does not belong to x; and
does not contain c;, N is the total number of corpora. Then we
calculate the strength and polarity of each word’s sentiment
using (3).

Clci, xj) = 2)

C(ci) = C(ci, xp) — C(ci, xp), 3)

where C(c;, xp) is the sentimental value of ¢; in the positive
corpora, C(c;, x,) is the sentimental value of ¢; in the negative
corpora and C(c;) is the final sentimental value of c;. The sign
of C(c;) determines the polarity of the ¢; and its absolute value
defines the chunk’s sentimental strength.

C. EVALUATION METHODS
We choose different measure standards defined as follows,
including the precision (P), recall (R), F1, accuracy (Acc)
and coverage(Cov), to test the efficiency of our proposed
sentiment lexicon in performing text sentiment classification
tasks.

For a text sequence x = (W,...... S Why e , WK),
we firstly label corresponding POS tags using NLTK
a python tool and obtain the new sequence expression
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x = (c1yeenn.. S Cly veennn , Ck), Where ¢, indicates that
the k-th CP-chunk in sequence x, K is the total num-
ber of CP-chunks in the sequence x. Then we obtain the
corresponding sentimental values Sen, = (S(cy),...... ,
N (7% R , S(ck)) for each ¢ in x to synthesize the final
sentence sentiment value S:

K
S, = ZS(ck), “)
k

where S(cy) is the sentiment value of the k-th CP-chunk in
sequence x calculated by our method, S, is the final sentiment
value of the sequence x. We turn S, into polarity value T
as following for the convenience of the judgement of the
performance of our sentiment classification task.

1, ifS,>0
T. =140, ifS=0 5)
—1, ifS, <0,

We further count the sum of T, of each case, denoted by NP,
NN, and ZN, respectively.

We finally adopt the precision (P), the recall (R), F1,
the coverage (Cov) and the accuracy (Acc) to evaluate our
proposed method. For simplicity, we only present detailed
definitions of the measures P(pos), R(pos), and F1(pos) on
the positive tendency.

TP
P(pos) = N (6)
TP
R(pos) = ; (7
Npos
2 x P(pos) x R(pos)
Flipos) = P(pos) + R(pos) ®

where TP is the number of correct positive sentences using
our proposed lexicon, Ny, is the true positive sentences in
evaluation dataset. In particular, F1 is a trade-off between pre-
cision and recall. The measures P(neg), R(neg) and Fl(neg)
on the negative tendency can be defined in a similar way.
Acc and Cov are two adopted measures of the accuracy and
coverage of our method, which are defined as following:

TP + TN
Acc = ;, 9)
N
NP + NN
Cov = % (10)

where TN is the number of correct negative sentences
using our proposed lexicon, N is total number of evaluation
datasets.

IV. EXPERIMENTS AND ANALYSIS

In this section, we apply the proposed model to classify
sentimental polarity based on film review data and compare
its performance with the existing methods.
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A. EXPERIMENTAL DATA
Our experimental data are real movie review data, including
two datasets: one is the long text review dataset (LMRD)
provided by Maas et al. [40], which contains 25,000 posi-
tive labeled samples, 25,000 negative labeled samples and
50,000 unlabeled samples; Another one (MRD), provided by
Pang and Lee [41], is short text labeled samples and includes
5331 positive and same amount of negative short text corpora.
To improve the robustness of our results, we use the method
of ten-fold cross-validation in our experiments. In particular,
in order to keep a balance distribution between training and
test corpus, we use equal numbers (5000 of each) of the
positive and negative reviews in each experiment by selecting
respectively from each dataset randomly, respectively. Hence,
our training dataset has 4500 positive and negative sentences,
and the test dataset contains 500 positive and negative sen-
tences in each experiment. Table 2 reports some detailed
features of the datasets.

TABLE 2. Experimental datasets.

Dataset  Positive  Negative  Average length level
of per sentence
LMRD 5000 5000 231 Long text
MRD 5000 5000 21 Short text

B. EXPERIMENTS ON THE CONSTRUCTION OF
SENTIMENT LEXICON BASED ON CP-CHUNKS

As illustrated in previous sections, we construct the
CP-chunks by taking into account the previous N and fol-
lowing M words around the current word. For simplicity,
weonly take N = 1,M = 1,71 = 1,and 7> = 0.1. Then,
the sentiment values of the CP-chunks are calculated using
chi-square algorithm as shown in (2) and (3), to construct the
original CP-chunks sentiment lexicon, namely OCP-Lex.

Distribution Percentage

Sentimental values of chunks

FIGURE 4. Distribution percentage of sentimental values of chunks in
OCP-Lex.

Fig. 4 plots the distribution of chunks’ sentimental values.
We find that this distribution is uneven, and sentimen-
tal values of most chunks are distributed in the interval -
0.01 to 0.01. To better reflect the influence of the sentimental
value of each chunk on corpora, the sentimental values in
the OCP-Lex are segmentally normalized and adjusted to
get the fine-tuning CP-chunks sentiment lexicon, namely
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FCP-Lex, which requires the determination of number of seg-
ments in advance. Fig. 4 shows that the distribution of positive
and negative chunks in OCP-Lex is almost symmetrical, and
hence it is sufficient to take positive values as an example to
calculate the fine-tuning sentiment values of chunks.

For each segment i € [0, 1, 2, 3, 4, 5], the maximum and
minimum of boundary are calculated in the following way:

Vhar = (0.1, i=0,1,2,3,4,5 (11)
and
Vi = (0.1

min i=0,1,2,3,45 (12)
The sentimental absolute value v of each chunk by fine
tuning is calculated by (13):
] F x — v
b= sy T )

i
Vinin

inax
0.5, ifi=0
F= n (14)
0.1, ifi=1,2,3,4,5,
where v is the sentimental value in OCP-Lex, which is
obtained using (15):
v, ifv>0

- 15
"I ifv <o (1%

TABLE 3. Some CP-chunks examples in FCP-Lex.

Sentiment value Sentiment value

No word — CP-chunks = 4 6Cpex  FCP-Lex
1 great great+N 0.2847 0.6026
2 great N+great+N 0.0282 0.4203
3 great V+great+N 0.0280 0.4200
4 well R+well 0.0246 0.4162
5 excellent excellent+N 0.0096 0.3953
6  young young+N 0.0869 0.4855
7  film film+IN 0.1500 0.5278
8 film IN+film -0.0020 -0.3110
9 bad bad+N -0.4356 -0.6864
10 bad R+bad -0.2966 -0.6092

From Table 3, we known there are some CP-chunks with
undefined POS. We explain these POS below. The POS is
tagged using python’s natural language processing package
NLTK. The arising is that some frequently used POS such
as nouns (N), adverbs (R), adjectives (A) and verbs(V) have
various tense forms, thus producing a large number of chunks
and leading to a heavy computational burden. In order to
solve this problem,we use the same tag to represent different
tense forms for each frequent POS. The remaining POS are
divided according to the results of NLTK, where IN expresses
preposition or subordinate conjunction etc.

In order to test the quality of our constructed lexicon,
we conduct a qualitative analysis via some case studies
reported in Table 3, which provides the sentiment values of
some CP-chunks under OCP-Lex and FCP-Lex. The posi-
tive (negative) sentiment values indicate a positive (negative)
tendencies. From Table 3, we observe that:
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(i) Our method can assign different sentiment strength to
the same word under different POS of context, such as the
word “great”, “bad”. This is helpful to solve the problem
of the ambiguity of lexical sentiments and to obtain the
fine-grained sentimental values.

(ii) Lines 7 and 8 show that the word “film” expresses
two different sentimental polarities and intensities in different
POS of contexts. The word “film” usually does not have an
obvious sentimental tendency, but it has a certain emotional
tendency in some specific contexts. Therefore, our method
also achieves sentimental discrimination of some neutral
words to a certain extent.

(iii) By comparing the original sentiment value in
OCP-Lex and fine-tuned sentiment value in FCP-Lex, it can
be seen that our numerical processing method can decrease
the negative impact of some words on the result caused by
the minimum sentimental intensity.

TABLE 4. Comparison of Effects of the OCP-Lex and the FCP-Lex.

Dataset Methods P(pos) R(pos) Fl(pos) P(neg) R(neg) Fl(neg) Acc

OCP-Lex 0.6076 0.8452 0.7062 0.7483 0.4431 0.5530 0.6441
FCP-Lex 0.6881 0.7977 0.7385 0.7607 0.6290 0.6879 0.7134
OCP-Lex 0.7925 0.7255 0.7572 0.7470 0.8093 0.7767 0.7674
FCP-Lex 0.7969 0.8633 0.8284 0.8511 0.7787 0.8128 0.8210

MRD

LMRD

Table 4 compares the efficiency of the OCP-Lex and the
FCP-Lex in performing the text sentiment classification task.
We find that our FCP-Lex has a better performance than the
OCP-Lex in both datasets. Especially from the indicators of
the F1, P, and Acc, the advantage is obvious in both the
positive and negative tendency corpora. In addition, in the
short text corpus MRD, the OCP-Lex only works well for
positive corpus, and performs poorly for negative corpus.
However, our FCP-Lex is efficient for both positive and
negative corpus, and the highest accuracy reaches 82% for
long text corpus LMRD.

C. COMPARATIVE EXPERIMENTS

In this section, we compare our proposed FCP-Lex with some
existing sentiment lexicons, including GI [22], MPQA [23],
SW [21], NRC [15], S140 [15], ETSL [18], HIT [17],
NN [16], and HSSWE [11], in terms of performing the senti-
ment classification task.

Table 5 and Table 6 respectively give the performance of
the text sentiment classification tasks conducted by different
lexicons based on the short text corpus in MRD and the long
text corpus in LMRD. It is clear that the Acc of our method
is highest, which improves by 9% and 13% over the optimal
results of the existing sentiment lexicons in the short and long
text corpora, respectively.

For short text corpora, Table 5 shows that our method
has a similar coverage to the other methods. However, our
proposed FCP-Lex requires less corpus than the methods
of NN, NRC and S140. In addition, the sentiment lexicons
S140 and NN are only efficient for certain sentiment corpus,
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TABLE 5. Effects of text sentiment classification task using different
features based on short text corpus MRD.

Methods Cov P(pos) R(pos) Fl1(pos) P(neg) R(neg) Fl(neg) Acc
General lexicon

0.7127 0.6055 0.5858 0.5952 0.6806 0.3118 0.4275 0.4488
TLexicons with part-of-speech
MPQA 0.7202 0.6486 0.5104 0.5711 0.6455 0.4214 0.5097 0.4659
SW 0.9485 0.5787 0.6430 0.6090 0.6096 0.4788 0.5361 0.5609
Domain-specific lexicons
NRC 0.9969 0.6730 0.4902 0.5671 0.5990 0.7580 0.6691 0.6241
S140 0.9958 0.5696 0.8324 0.6764 0.6885 0.3652 0.4771 0.5988
ETSL 0.7747 0.5349 0.6364 0.5812 0.6160 0.2216 0.3259 0.4290
HIT 0.9799 0.6268 0.6376 0.6321 0.6329 0.5966 0.6142 0.6171
NN 0.9984 0.6569 0.5192 0.5799 0.6025 0.7268 0.6588 0.6230
HSSWE 0.9955 0.5804 0.7550 0.6562 0.6491 0.4478 0.5297 0.6014
Our domain-specific lexicon
Our FCP-Lex 0.9939 0.6881 0.7977 0.7385 0.7607 0.6290 0.6879 0.7134

TABLE 6. Effects of text sentiment classification task using different
features based on long text corpus LMRD.

Methods Cov P(pos) R(pos) F1(pos) P(neg) R(neg) Fl(neg) Acc
General lexicon

GI 0.9258 0.5759 0.8390 0.6829 0.7460 0.2940 0.4214 0.5665
Lexicons with part-of-speech

MPQA 0.9358 0.6608 0.7120 0.6852 0.7074 0.5610 0.6253 0.6365
SW 0.9991 0.6007 0.8086 0.6892 0.7084 0.4616 0.5587 0.6351
Domain-specific lexicons

NRC 1.0000 0.8891 0.2482 0.3876 0.5633 0.9688 0.7123 0.6085
S140 1.0000 0.5889 0.9024 0.7126 0.7915 0.3690 0.5027 0.6357
ETSL 0.9990 0.5209 0.9736 0.6787 0.8025 0.1034 0.1829 0.5385
HIT 0.9994 0.6640 0.7692 0.7126 0.7262 0.6098 0.6627 0.6895
NN 1.0000 0.8068 0.4522 0.5794 0.6196 0.8912 0.7309 0.6717
HSSWE 1.0000 0.6228 0.8374 0.7143 0.7525 0.4924 0.5951 0.6649
Our domain-specific lexicon

Our FCP-Lex 1.0000 0.7969 0.8633 0.8284 0.8511 0.7787 0.8128 0.8210

and the sentiment lexicons our FCP-lex, MPQA and SW
have the potential for both the positive and negative corpora.
In particular, our constructed lexicon outperforms MPQA and
SW in terms of all the measures.

For long text corpora, Table 6 shows that the Cov of all
sentiment lexicons are greater than 90%. We find again that
the use of the POS information improves the applicability of
sentiment lexicon.

In summary, our FCP-Lex proves to be more effective than
other sentiment lexicons since it takes the POS of the context
into account. Moreover, due to similar performance for both
positive and negative corpora, it also shows the applicability
and stability of our model for both positive and negative
corpora.

D. EXPLORING FACTOR EXPERIMENTS

We explore the optimal values of the word frequency selec-
tion factor 7 and the positive and negative contrast ratio 73,
respectively. In experiments, we use the short text dataset
MRD to conduct 10-fold cross-validation to improve the
robustness of our constructed lexicon in performing senti-
ment classification tasks.

1) WORD FREQUENCY SELECTION

In order to determine the word frequency of sentiment words
in the construction of our sentiment lexicon, we select MRD
corpora for experiments to explore the performance of our
lexicon under different word frequency choices. For each
value of T, we first divide a total of 10,000 positive and
negative corpora into 10 parts, taking 9/10 corpora of them
to build a CP-chunk-based sentiment lexicon, and then use
1/10 corpora for text sentiment classification. Fig. 5 shows
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FIGURE 5. The indicators’ performance of text sentiment classification
under different T;.

the impact of different word frequencies on text sentiment
classification tasks. We find that the all indicators are declin-
ing with the increase of the 77. And the running time has
little difference because the amount of data used in this
paper is small. Hence, the experimental results can be mainly
considered to determine optimal 77, and we take the value
1 for constructing lexicon.

2) THE POSITIVE AND NEGATIVE CONTRAST RATIO

In order to determine the value of the positive and negative
contrast ratio in the construction of our sentiment lexicon,
we select MRD corpora for experiments to explore the per-
formance under 7. Fig. 6 shows the effect of sentiment clas-
sification under different 7. It can be seen that the vocabulary
coverage is stable under different 7>. When the value of 7> is
between 0.1-0.6, all indicators have a similar effect, but the
effect is very bad when the value of T, is greater than 0.6.
Therefore, we set the optimal value of 7, between 0.1-0.6,
and we take the value 0.1 when constructing our FCP-Lex.

80
§ 0.2
0.1
o U
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Value of 7,
mCov WP(pos) WR(pos) ®Fl(pos) ®P(neg) WR(neg) WFl(neg) M Acc

FIGURE 6. The indicators’ performance of text sentiment classification
under different T,.

V. CONCLUSION AND DISCUSSION

In this paper, we propose an automatic construction method
of the sentimental lexicon, named FCP-Lex, based on CP-
chunks. Our method can not only reduce the ambiguity of
words, but also avoid the difficulty in obtaining high-quality
corpora and seed sets manually. The experiment results of
text sentiment classification tasks show that our constructed
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FCP-Lex is more effective in sentiment analysis than those
existing sentiment lexicons, and it performs good for both
positive and negative corpora with a high accuracy (over
80%). Because of its unique historical and linguistic environ-
ment, Chinese has the characteristics of implicit expression,
and a word often presents many different meanings and sen-
timents in different contexts. For example, in the following
two sentences, the word “If ﬁﬁ”(pride) has two different
meanings, which represent positive and negative sentiment
tendencies, respectively.

1. AT A FATEAS 9 B STHF HL (We are proud of our
achievements.)

2. WP AR B, A BN, (She is usually too proud

and doesn’t help others.)

Unlike English corpus, the continuous composition of
Chinese corpus words brings challenges to process Chinese
natural language. In future studies, we would like to con-
centrate on the issues of Chinese natural language process-
ing, including word segmentation, semantic disambiguation,
word embedding, etc.
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