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ABSTRACT In this paper, a receiving scheme for intermediate frequency (IF) signals enhanced by stochastic
resonance (SR) is proposed. The proposed scheme mitigates the reception failure of these signals, which
can occur in radio and communication systems under extremely low signal-to-noise ratio (SNR). The SR
mechanism for enhancing sinusoidal signals is analyzed. An analytic solution with time parameters of the
Fokker-Planck Equation (FPE) is obtained by introducing the decision time from the non-autonomous FPE
into an autonomous one. A quadratic polynomial receiving structure for sinusoidal signals enhanced by
SR is proposed by comparing the characteristics of energy detection and matched filter detection. And the
polynomial coefficients of the quadratic system are obtained bymaximizing the deflection. Based on the idea
of ‘‘the average of N samples’’ and the assumption of Gaussian distribution approximation under the law of
large numbers, a quadratic polynomial receiving scheme for sinusoidal signals enhanced by SR is proposed.
The conclusions are as below: 1) when the noise intensity is constant, the smaller the correlation time,
the bigger the local SNR around the IF frequency due to the better performance of the low-pass filter; 2) The
error bit ratio of the quadratic polynomial receiver is less than 1 × 10−2 when N = 20 and the SNR is
above −14 dB, which can be applied to the military emergency communication under extremely low SNR.
Experiment verifies the theory.

INDEX TERMS Stochastic resonance, the reception of sinusoidal signal, a quadratic polynomial receiving
scheme, the Fokker-Planck Equation, deflection.

I. INTRODUCTION
The conventional intermediate frequency (IF) signal widely
used in super-heterodyne receiver in radio and communica-
tion systems are the typically sinusoidal. And the IF signal
can be effectively detected and received when the signal-
to-noise ratio (SNR) is higher than 0dB. What is more,
in the traditional communication systems, the SNR is usually
between 0 dB and 20 dB. However, the Dual-Sequence-
Frequency-Hopping (DSFH) communication mode is mainly
used in the military emergency communication under very
low SNR [1]–[3], which is lower than−10dB. Further region
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of low SNR varies with different systems [4]. And the
super-heterodyne receiving scheme is used in DSFH. So suc-
cessfully detecting and receiving the IF signal under strong
interference or at an SNR much smaller than 0 dB is the
main research direction in DSFH system and other military
emergency communication. And the IF signal received by the
super-heterodyne receiver is the sinusoidal wave, which is a
typical input signal of the stochastic resonance (SR).

SR is a nonlinear physical phenomenon, which goes
against the common concept that the presence of noise
is always harmful for signal detection. In fact, noise can
enhance the detection performance of nonlinear SR systems
when the signal, noise and the SR parameters are matched.
Benzi firstly proposes the SR phenomenon in the research
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FIGURE 1. A generalized receiver of the IF signal processed by SR.

of the earth glacier [5]. And then SR is demonstrated in the
fields of physics, biology and electronics [6]–[10]. Lots of
researchers apply it to the signal detection when the signal
intensity is lower than the decision threshold [11], [12].
V. Galdi et al. studies the optimal receiver by the maximum
likelihood detection under the Gaussian white noise. The
problem of combining SR with signal detection is primarily
addressed by test statistics such as mean, zero-crossing and
non-coherent detection [13]. However color noise is the most
common type of noise in practical scenarios, receiving an IF
signal under color noise is a problem of high practical signif-
icance. And the IF signal received by the super-heterodyne
receiver, submerged in noise when the SNR is far below 0dB,
will be filtered by the low-pass filter. Then the noise turns
into color. And some researchers study the SR under color
noise. Base on this practical engineering case, M.A. Fuentes
and Raul Toral study the effects of non-Gaussian noises on
SR, using the path-integral method and obtaining the periodic
solution of the Fokker-Planck Equation (FPE) [14]. For fur-
ther expanding the application, Hao Chen et al. analyze the
signal detection enhanced by SR, and raise the generalized
receiving structure by the detection probability and false
probability under different criteria [15], [16]. Kang et al.
analyze the optimal threshold of signal detection enhanced
by SR, via maxing the SNR under the α stable noise [17].
Zhang et al. study the effect on logical SR bringing by color
noise, and conclude that the signal detection of logical SR can
be raised by adding the period signal under color noise [18].
Xia et al. apply the SR to the prognostics and health manage-
ment (PHM) field [19] and introduce the review in PHM [20].
Duan et al. apply the SR to the binary signal transmission
in nonlinear sensors, and obtain that the noise can play a
constructive role in binary signal transmission [21]. Liu et al.
apply the SR to the classification of hyperspectral image, and
conclude that this method can be used to the information
exploration of the shadow areas with small samples and
different targets [22].

For the detection and reception of the IF signal pro-
cessed by SR, the bi-stable SR mechanism of sinusoidal
wave affected by color noise is analyzed. By assuming that
the SR transitive motion of electronic particles is instanta-
neous and introducing the decision time, the non-autonomous
FPE is transacted to an autonomous one. Then the periodic
steady-state solution of FPE with the decision time param-
eter is obtained. A quadratic polynomial receiving scheme
for sinusoidal signals enhanced by SR under color noise is
raised compared with the energy receiver and the matching
filtering receiver. In order to reduce the error, the idea of
‘‘the average of N samples’’ is introduced. And through
the central limit theorem, the problem is transformed into a

typical hypothesis test problem under Gaussian noise. Then
the receiving scheme is proposed and the theoretical results
are verified by simulation. The paper is organized as fol-
lows: In Section 2, we investigate system model. Section 3 is
devoted to the SR enhanced mechanism of the sinusoidal sig-
nal detection, and the probability density function (PDF) of
the SR output. In section 4, the quadratic polynomial receiv-
ing scheme and the performance are analyzed. Section 5 dis-
cusses the simulation results. And the last section draws some
conclusions.

II. SYSTEM MODEL
The IF signal receiving structure enhanced by SR can be
described as Fig. 1.

The IF signal received by the super-heterodyne receiver is
submerged in the noise leading that the SNR is much less
than 0dB. Then the IF signal is over sampled by the A/D
converter like 200 times. And due to oversampling, the IF
signal is located in the low frequency region of the entire
band. Therefore the received signal r (t) can be filtered by
a low-pass filter. The noise Q (t) processed by the filter is
color and non-Gaussian, and its spectrum can be modeled as
a Lorentz form. What is more, in order to meet the needs
of SR parameters, r (t) has to be scale transacted. Then be
processed by SR. For symbol reception, we only focus on
the signal value x (t0) at the decision time t0. In order to
improve the receptive performance, the receiving structure
g (·) is raised to fit the waveform of x (t0) at the decision
time t0. And to reduce the error further, the receiving struc-
ture of ‘‘the average of N samples’’ is proposed. The test
statistic at the decision time t0 is then compared with the
threshold r0, which is above corresponding to 1 and below
corresponding to 0.

The noise Q (t) processed by low-pass filter becomes
color and non-Gaussian, and its corresponding correlation
function

〈
Q (t)Q

(
t ′
)〉
=
D
τ
exp

(
−

∣∣t − t ′∣∣
τ

)
(1)

where τ is the correlation time, D is the noise intensity. And
its spectrum has a Lorentzian form like S (ω) = 2D

1+τ 2ω2 .
Next we will analyze the SR mechanism of the sinusoidal

signal detection under color noise.

III. THE SR ENHANCED MECHANISM OF THE
SINUSOIDAL SIGNAL DETECTION
A. THE SR DESCRIPTION OF SINUSOIDAL WAVE
The overdamped bi-stable SR enforced by sinusoidal wave
A cos (ω0t + φ) and color noise Q (t) can be depicted as
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follows

dx
dt
= ax − bx3 + A cos (ω0t + ϕ)+ Q (t) (2)

where a and b are the SR parameters, A cos (ω0t + φ) is the
periodic signal.

With the reason that SR unite can only settle the
small signal with small frequency and amplitude, so the
IF signal with large frequency and amplitude needs to
be transacted to small one, which is done by the ST
unite. Therefore we introduce the variable substitution [23]
z = x

√
b
a , τ = at , the equation (2) can be transacted

to

dz
dt
= z− z3 +

√
b
a3
A cos

(ω0

a
τ + ϕ

)
+

√
2Db
a2

Q (τ ) (3)

So, the frequency scale transacted equation is ω0
a = 2π f ,

where the frequency is transacted to the 1
/
a times of the orig-

inal. The amplitude scale transacted equation is A0 =
√

b
a3
A.

When a is large enough and b is small enough, the large IF sig-
nal can be transacted to small one after ST. At the same time,
the noise intensity becomes D0 =

√
2Db
a2

. In order to accord
with the habit of representation of variables, equation (3) is
rewritten as

dx
dt
= x − x3 +

√
b
a3
A cos

(ω0

a
t + ϕ

)
+

√
2Db
a2

Q (t) (4)

Due to the correlation time of Q (t), the equation (4) is not
Markov process which can not be derived to a FPE by the
method of transition moment and Kramer-Moyal expansion.
So we can extend it into two dimensional space, which can
be described by Markov process as follows

dx
dt
= C (x)+

√
2Db
a2

y

dy
dy
= −

1
τ
y+

1
τ
0 (t)

(5)

where C (x) = x − x3 +
√

b
a3
A cos

(
ω0
a t + ϕ

)
, 0 (t) is the

Gaussian white noise with intensity of D.
Therefore using the method of transition moment and

Kramer-Moyal expansion [24], the corresponding FPE of
equation (5) can be descripted as

∂ρ (x, y, t)
∂t

=−
∂

∂x

{[
C (x)+

√
2Db
a2

y

]
ρ (x, y, t)

}

+
∂

∂y

[
1
τ
yρ (x, y, t)

]
+D′

∂2

∂y2
[ρ (x, y, t)] (6)

where D′ = D
τ 2
, ρ (x, y, t) is the PDF of the particle locat-

ing (x, y) at time t , parameters of a and b are the same to
equation (2).

Owing to the non-autonomous item cos
(
ω0
a t + ϕ

)
ρ (x, y, t), the equation (6) can’t be solved by steady-state
solution, and can’t be solved by any exact solution [24].

We use the taylor expansion, and derive the approximate
periodic steady solution of equation (6) as below [24]

ρ (x |t ) = N0

√
4πD2b

a2τ [1− τc′ (x, t)]

·

{
1+

5Dbτ 3
[
c′′ (x, t)

]2
12a2 [1− τc′ (x, t)]5

}

·

{[√
2Db
a
−
τ
√
2Dbc′ (x, t)

a

]} 3
2

· exp
[
1
D

∫
c (x, t) dx −

1
2D
τc2 (x, t)

]
(7)

where N0 is the normalization constant,

c (x, t) =

x − x
3, H0

x − x3 ±

√
b
a3
A cos

(ω0

a
t + ϕ

)
, H1

is the drift force of the SR varying with the input signal,
the parameters of a, b, τ and D is the same to equation (1)
and (2).

B. THE PARTICLE’S PDF OF SR AT THE DECISION TIME
In order to apply the PDF of (7) to the detection and reception
of sinusoidal wave, we assume that the SR processing of the
electromagnetic particles is completed transiently, neglecting
the transacting time from the unsteady state to the steady. That
is the diffusion motion of the electromagnetic particles has
already been periodic steady at the decision time. So

ρ (x |t0 ) = N0

√
4πD2b

a2τ [1− τc′ (x, t0)]

·

{
1+

5Dbτ 3
[
c′′ (x, t0)

]2
12a2 [1− τc′ (x, t0)]5

}

·

{[√
2Db
a
−
τ
√
2Dbc′ (x, t0)

a

]} 3
2

· exp
[
1
D

∫
c (x, t0) dx −

1
2D
τc2 (x, t0)

]
(8)

where t0 is the decision time, other parameters are the same
as equation (1) (2) and (7).

As descripted in equation (8), the sinusoidal wave at deci-
sion time t0 equals to the linear drift force pulling the particles
to the bilateral well, which increase the pause probability at
the bilateral well. The positive drift force pulls particles to the
positive well, while the negative drift force pulls particles to
the negative well. Therefore owing to the periodic sinusoidal
wave and the symmetry of particles of SR, the output pdf of
particles has symmetry properties. At the same time, different
decision time decides different drift force because of the
periodic properties of sinusoidal wave. The drift force reaches
the largest when the decision time is the peak or valley of the
sinusoidal wave, leading to that the pause time reaches the
longest and the output pdf reaches the largest.
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IV. The QUADRATIC POLYNOMIAL RECEIVING SCHEME
A. THE TEST STATISTIC
So far, the test statistic in communication system mostly
is the energy receiver, envelope receiver or matching fil-
ter receiver. All of them can be viewed as the generalized
receiver of a quadratic polynomial structure. Base on this
thought, we can set the g (•) be a quadratic polynomial item.
And when the test statistic obeys the Gaussian distribution,
the relationship of the error bit ratio Pe and the deflection
d is analytical. What is more, the relationship of Pe and
d is negatively correlated, when the test statistic obeys the
non-Gaussian distribution. The d of non-Gaussian distribu-
tion can be defined as [8]

d2 =
(E [g (x) |H1 ]− E [g (x) |H0 ])2

1
2 (σ [g (x) |H1 ]+ σ [g (x) |H0 ])

(9)

where E [g (x) |H1 ] and σ [g (x) |H1 ] are the expectation
and standard deviation of g (x) under the hypothesis H1,
which are expressed as E1 [g (x)] and σ1 [g (x)] in the fol-
lowing; E [g (x) |H0 ] and σ [g (x) |H0 ] are the expectation
and standard deviation of g (x) under the hypothesis H0,
which are expressed as E0 [g (x)] and σ0 [g (x)] in the
following.

The parameters of g (•) can be determined by max-
ing d , when g (•) is constrained by a quadratic polyno-
mial. We assume that g (x) = l1x2 + l2x + l3, then the
d of two hypothesis is (10), as shown at the bottom of
this page.

As from the equation (10), the value of d of a quadratic
polynomial is decided by the quadratic term l1, one degree
term l2, and the one to four origin moment, dependent from
the constant term l3. And d remains unchanged if we replace
d by λd + µ, where λ and µ are arbitrary constants. Let
µ11 = E1 [x], µ12 = E1

[
x2
]
, µ13 = E1

[
x3
]
, µ14 = E1

[
x4
]
,

µ01 = E0 [x], µ02 = E0
[
x2
]
, µ03 = E0

[
x3
]
and µ04 =

E0
[
x4
]
, so the deflection, as (11), shown at the bottom of

this page.

For simplification in the following, let

c11 = (µ12 − µ02)
2

c12 = 2 (µ12 − µ02) (µ11 − µ01)

c13 = (µ11 − µ01)
2

c21 =
(
µ14 − µ

2
12 + µ04 − µ

2
02

)
c22 = 2 (µ13 − µ12µ11 + µ03 − µ02µ01)

c23 = µ12 − µ
2
11 + µ02 − µ

2
01

(12)

Let the equation (12) be substituted into the equation (11)

d2 (l1, l2)
2

=
l21c11 + l1l2c12 + l

2
2c13

l21c21 + l1l2c22 + l
2
2c23

(13)

Then the problem converts to

max
l1,l2∈R

d (l1, l2) (14)

For the necessary condition of extreme values of function,
it can be

∂d
∂l1
= −

∂d
∂l2
= 0⇔ l21 (c11c22 − c21c12)

+ l1l2 (2c11c23 − 2c21c13)

+ l22 (c12c23 − c13c22) = 0 (15)

Let l1 = ml2, then ∂d
∂l1
= 0, so

∂d
∂l1
= 0⇔ m2 (c11c22 − c21c12)

+2m (c11c23 − c21c13)+ (c12c23 − c13c22) = 0 (16)

We can obtain the numerical solution of m by solving the
equation (16). Then g (x) = x2 + 1

mx + c, and the mean and
variance of g (x) under two hypothesis are

µ1 = E1 [g (x)] =
∫
g (x) ρ (x, t0 |H1 ) dx

µ0 = E0 [g (x)] =
∫
g (x) ρ (x, t0 |H0 ) dx

σ 2
1 = σ

2
1 [g (x)] =

∫
(g (x)− µ1)

2 ρ (x, t0 |H1 ) dx
σ 2
0 = σ

2
0 [g (x)] =

∫
(g (x)− µ0)

2 ρ (x, t0 |H0 ) dx

(17)

d2 (l1, l2, l3) =
(E1 [g (x)]− E0 [g (x)])2

1
2 (σ1 [g (x)]+ σ0 [g (x)])

=

(
l1E1

[
x2
]
+ l2E1 [x]− l1E0

[
x2
]
− l2E0 [x]

)2
1
2

(
l21σ1

[
x2
]
+ l22σ1 [x]− l

2
1σ0

[
x2
]
− l22σ0 [x]

)
=

[
l1
(
E1
[
x2
]
− E0

[
x2
])
+ l2 (E1 [x]− E0 [x])

]2
1
2

[
l21E1

[
x4
]
+ 2l1l2E1

[
x3
]
+ l22E1

[
x2
]
−
(
l21E

2
1

[
x2
]
+ 2l1l2E1

[
x2
]
E1 [x]+ l22E

2
1 [x]

)
+l21E0

[
x4
]
+ 2l1l2E0

[
x3
]
+ l22E0

[
x2
]
−
(
l21E

2
0

[
x2
]
+ 2l1l2E0

[
x2
]
E0 [x]+ l22E

2
0 [x]

) ]
= d2 (l1, l2) (10)

d2 (l1, l2) =
l21 (µ12 − µ02)

2
+ 2l1l2 (µ12 − µ02) (µ11 − µ01)+ l22 (µ11 − µ01)

2

1
2

[
l21
(
µ14 − µ

2
12 + µ04 − µ

2
02

)
+ 2l1l2 (µ13 − µ12µ11 + µ03 − µ02µ01)+ l22

(
µ12 − µ

2
11 + µ02 − µ

2
01

)] (11)
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Processed by the unite of 1
N

∑
, the average of N numbers

of g (x0) with the same expectation and variance is obtained.
And the g (x0) are independent and identically distributed
random variables at different t0. What is more, the central
limit theorem is that the average ofN numbers of independent
and identically distributed random variables with the same
expectation and variance obeys the Gaussian distribution
when N is above 50 [25]. And the g (x0) is the independent
and identically distributed random variables with the same
expectation and variance. And the test statistic is the average
of N numbers of g (x0). So it obeys the Gaussian distribution

3(t0) =
1
N

∑
g (x0) ∼

N
(
µ1,

σ 2
1
/
N
)
, H1

N
(
µ0,

σ 2
0
/
N
)
, H0

(18)

where µ1 and σ1 are the expectation and variance of g (x0)
under the hypothesis of H1. while µ0 and σ0 are the expecta-
tion and variance of g (x0) under the hypothesis of H0.
Till then, the quadratic polynomial reception of sinusoidal

signal enhanced by SR has been converted to the hypothesis
testing problem under Gaussian distribution.

What is more, the frequency of the sinusoidal wave is
known priory at the receiving end. The receiving symbol is
decided as ‘‘1’’, when the sinusoidal signal is been detected.
Otherwise the receiving symbol is decided as ‘‘0’’. Base on
the criterion of minimum error probability, the bit error ratio
(BER)

Pe =
1
2
(1− Pd )+

1
2
Pfa

=
1
2

[∫ r0

−∞

f1 (3) d3+
∫
+∞

r0
f0 (3) d3

]

=
1
2
−

1
2
Q

 r0 − µ1√
σ 2
1

/
N

+ 1
2
Q

 r0 − µ0√
σ 2
0

/
N

 (19)

where r0 is the threshold, µ1, σ1, µ0 and σ0 are the same as
equation (18).

As for likelihood ratio detection, the Pe reaches the mini-
mum when the value of the PDF of two hypothesis is equal
like f1 (r0) = f0 (r0), that is

1√
2πσ 2

1

/
N
e
−
(r0−µ1)

2

2σ21

/
N
=

1√
2πσ 2

0

/
N
e
−
(r0−µ0)

2

2σ20

/
N (20)

Simplified as

(r0 − µ1)
2

σ 2
1

−
(r0 − µ0)

2

σ 2
0

=
2
N

ln
σ1

σ0
(21)

Then the threshold r0 can be numerically calculated by
equation (21).

B. THE RECEIVING ALGORITHM FLOW
Base on the theory of 4.1, the receiving algorithm flow of
the sinusoidal signal enhanced by SR can be concluded as
follows:

FIGURE 2. The time-frequency waveform of the RF signal of DSFH (SNR =
−20dB).

1) Calculate the SR output PDF ρ (x, t |H1 ) and
ρ (x, t |H0 ) of the two hypothesis, and the one to four origin
moment µ11, u12, µ13, u14 and µ01, u02, µ03, u04, based on
the equation (8);

2) Calculate the coefficients l1 and l2, based on the equa-
tion (12) (13) (15) and (16);

3) Calculate the expectation µ1, µ0 and variance σ1, σ0 of
g (x) under two hypothesis based on equation (17);
4) Calculate the threshold r0 of the criterion of minimum

error probability, based on equation (21);
5) Calculate the Pe based on the equation (19).

V. Simulation RESULTS AND DISCUSSIONS
In this section, the theory and simulation are analyzed to
demonstrate the detection improvement by the Simulink
model of the IF signal via SR processing. And in our case,
the IF signal is received by super-heterodyne receiver in
DSFH. For visual impression, the radio frequency (RF) signal
of DSFH at very low SNR is also simulated by Simulink
model. The simulation parameters are as follows: the fre-
quency of the IF signal is 1 kHz; the sample frequency
of IF signal is 200 kHz; the frequency hopping section is
30-88 kHz; the sample frequency of RF signal is 2000 kHz.

A. TIME AND FREQUENCY FEATURE ANALYSIS OF THE RF
SIGNAL OF DSFH
The time-frequency graph of the RF signal of the DSFH
is described as Fig. 2. The time samples, the frequency
samples and the amplitude are abscissa, ordinate and stroke
coordinates respectively. Owing to that the sample frequency
is 2000 kHz and that the hamming window length is 128,
the hopping frequency spots concentrate on the upside of the
positive frequency band of 1000 kHz. The time-frequency
graph is filled with dark noise spots in Fig. 2. This is because
that the signal is submerged in the strong noise when input
SNR is −20 dB. So time-frequency graph is fully filled by
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FIGURE 3. The time and frequency waveform of the IF signal of the DSFH via SR processing (SNR = −18dB,
σ2 = 4,A = 0.25,a = 1× 104,b = 2.59× 1012).

noise spots. That is why the traditional FH can not work well
in the strong noise.

B. TIME AND FREQUENCY WAVEFORM OF THE IF SIGNAL
PROCESSED BY SR
The time and frequency waveform of the IF signal submerged
in strong noise is shown in Fig. 3(a) and (b). At the same
time, the time and frequency waveform of the SR output
signal is shown in Fig. 3(c) and (d). It presents cluttered
and irregularities, and there is no character of the sinusoidal
wave of 1 kHz when SNR is -18 dB in Fig. 3(a) and (b).
However periodic features can be found in the time waveform
of Fig. 3(c), and the signal component of 1 kHz (samples are
20000, and frequency resolution is 10Hz) can be observed
significantly in the frequency waveform of Fig. 3(d). More
importantly, the SNR is increased by 8.5521 dB and the
output SNR is −9.4479 dB. This is because the color noise
is concentrated in the low frequency region resulting in an
increase in the energy of this region, which pulls the particles
to resonate between two wells together with the sinusoidal
wave. This is equivalent to a nonlinear low-pass filter which
only allows the low frequencies to pass. Therefore the signal
exhibits a degree of periodicity in the time zone, apparently in
the frequency zone where the SNR increases in macroscopic
view.

C. THE PDF OF THE IF SIGNAL PROCESSED BY SR
The theoretical and simulation results of the PDF of the IF
signal processed by SR are descripted in Fig. 4(a) and (b).

It is the color noise filtered by transition bands in Fig. 4(a),
and filtered by pass band in Fig. 4(b). The force of sinusoidal
wave can pull the particles to center at the both sides of wells,
leading to expand the difference of the hypotheses of H1
and H0, which is useful to distinguish the existence of the
sinusoidal wave of the hypotheses of H1 and H0. And the
difference of the PDF under H1 and H0 is more obvious
in Fig. 4(a) than in Fig. 4(b). This is because that the color
noise mostly distributes on the band of

(
−
π
τ
, π
τ

)
. When τ =

0.0035, the IF signal of 1 kHz locates in the transitional zone.
While τ = 0.1, the IF signal of 1 kHz locates in the pass-band
zone. So the intensity of the color noise filtered by transition
bands is lower than the color noise filtered by pass bands,
leading to that the local SNR is larger.

D. THE BER OF DIFFERENT CORRELATION TIME OF
COLOR NOISE OF QUADRATIC POLYNOMIAL RECEIVER
The theoretical and simulation results of the BER of different
receiver are descripted in Fig. 5. We can see that the smaller
the color noise correlation time of the quadratic polynomial
receiver, the smaller the BER. This is because that the color
noise is mainly distributed in the frequency band of

(
−
π
τ
, π
τ

)
.

We use the color noise to describe the noise filtered by
low-pass filter. And when the noise intensity is constant,
the smaller the correlation time, and the color noise is more
concentrated due to the better performance of the low-pass
filter. Moreover, when τ = 0.0035, the band of the color
noise is almost (-1kHz, 1kHz), the edge of the IF signal is
located there on. And the bigger the τ , the wider the band of
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FIGURE 4. PDF of the particles at different position (SNR = −14dB, σ2 = 4,A = 0.4,a = 1× 104,b = 5.65× 1012).

FIGURE 5. The BER of the quadratic polynomial receiver of different
correlation time of color noise (N = 10).

FIGURE 6. The BER of different receivers (N = 10, τ = 0.035).

the color noise, whose band the IF signal locates in. So the
local SNR of τ = 0.0035 is biggest of the experiment. That
is why the BER of the τ = 0.0035 is the smallest.

E. THE BER OF DIFFERENT RECEIVERS
The theoretical and simulation results of the BER of different
receivers are descripted in Fig. 6. It can be seen that the

FIGURE 7. The BER of different N of the quadratic polynomial receiver
(τ = 0.035).

BER of the quadratic polynomial receiver is the smallest
of the three receivers, then is the energy receiver and last
is the envelope receiver which are verified by theory and
simulation. That is because that the one degree term l2 brings
some receiving gain of the quadratic polynomial receiver
contrast to the energy receiver, at the same time, the energy
receiver is almost the same to the envelope receiver due to
that they are all based on energy detection. And the deflection
of the quadratic polynomial receiver is the biggest of the
three receivers leading to smallest error bit. But the difference
is small because that the one degree term is [0.0019, 0,
0, −0.1198, −0.0296, 0.0319, −0.0590, −0.425, −0.0544,
−0.0156, 0.0161, −0.0180, 0.0163, −0.0192, −0.0249], lit-
tle different from the quadratic term of 1. So we can conclude
that the quadratic polynomial term of receiving of the sinu-
soidal signal enhanced by SR plays a major role, while the
one degree term plays a minor role.

F. THE BER OF DIFFERENT N OF THE QUADRATIC
POLYNOMIAL RECEIVER
The theoretical and simulation results of the BER of differ-
ent N of the quadratic polynomial receiver are descripted
in Fig. 7. We can see that the bigger the N , the smaller the
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error bit ratio, verified by theoretical and simulation results.
This is because that when the receiver is certain, different
N just affects the variance of the test statistics. And the
variance decreases following the increase of N . The smaller
the variance, the bigger the separation of two hypothesis,
leading to better receiving performance. But with the increase
of N , it needs more period of sinusoidal wave during one
symbol time to decide. So when the system sample frequency
and the frequency of IF signal are certain, the sending rate
of symbols must be decreased. This is also the thought of
‘‘the efficiency replaces the reliability’’. Ignoring the differ-
ence of two hypothesis and assuming the binary symmetric
channels, the relationship between the maximum of infor-
mation rate c of single symbol and the error bit Pe is c =
1+Pe log2 (Pe)+ (1− Pe) log2 (1− Pe). So the relationship
between the maximum of symbol rate R and the error bit Pe
is R = f0

N c =
f0
N

[
1+ Pe log2 (Pe)+ (1− Pe) log2 (1− Pe)

]
.

when N = 20, and the SNR is above −14 dB, the error bit
of the quadratic polynomial receiver is less than 1 × 10−2.
At the same time, the symbol rate is 50 bps, with the sample
frequency is 200 kHz and the IF frequency is 1 kHz. So we
can apply it to the military emergency communication like
submarine communication.
Noting: for the computing restriction of simulation, we do

not get the Pe less than 10−6 further, but the tendency of
simulation and theoretical results is already obvious.

G. AN APPLICATION EXAMPLE OF THE
RECEIVING SCHEME
At the beginning of using DSFH [1], [2], the current com-
munication circumstances should be detected and estimated.
Therefore, we can obtain the range of SNR and the correlation
time of color noise which is the initial condition. Next we give
an example of how to apply the receiving scheme in DSFH
system.

1) The initial condition of applying the receiving scheme
Assume that the SNR = −10 dB, τ = 0.035 in the com-

munication circumstances. And the IF frequency and sample
frequency of the super-heterodyne receiver of DSFH is 1 kHz
and 200 kHz.

2) The process of applying the receiving scheme
¬ By using the step of 1 to 3 of ‘‘the receiving algorithm

flow’’, we obtain the quadratic polynomial receiving structure
g (x) = x2 + 0.0161x;

­ Using the step of 4 and 5 of ‘‘the receiving algo-
rithm flow’’, we can calculate three results e.g. Pe =
0.030630,N = 2,Pe = 0.004492,N = 10 and Pe =
0.000146,N = 20;

® Using the R = f0
N c =

f0
N [1 + Pe log2(Pe) + (1− Pe)

log2(1− Pe)], we get three results e.g. Pe = 0.030630,R =
401bit;N = 2,Pe = 0.004492,R = 96bit;N = 10 and
Pe = 0.000146,R = 50bit;N = 20.

¯ For further expanding the application of ‘‘the receiving
algorithm flow’’, we obtain the Pe and R when SNR =
−12,−11,−9,−8,−7,−6 dB; τ = 0.035 as in Fig. 8.

FIGURE 8. The BER and symbol rate of different N of the quadratic
polynomial receiver (τ = 0.035 ).

The SNR and N are the abscissa and ordinate coordinates
respectively, however R/10 is above 0 and log10 (Pe) is
below 0 in stroke coordinates for better comparison. We can
see that the for better Pe, we must increaseN leading decreas-
ing R at a certain communication condition(a certain SNR
and τ ). And the Pe representing the reliability and R repre-
senting the efficiency keep a balance.

3) The suggestion of applying the receiving scheme
When the communication circumstance is certain, and the

super-heterodyne receiver of DSFH is fixed, we can pursue
better R or better Pe by changing N of using the quadratic
polynomial receiving structure. For better Pe, we must
decrease R by increasing N .

VI. CONCLUSIONS
The SR system has the natural resonated effect for the small
frequency signal when the input signal, the noise and the
parameters of SR are matched. The IF signal received by the
super-heterodyne receiver can become equivalent to a low
frequency signal by means of over-sampling. Thus, using
SR, the noise together with the low frequency signal can be
enhanced in the low frequency zone. And the color noise
can further enhance the SR. By analyzing the SR mech-
anism of sinusoidal signals under color noise and assum-
ing the SR transitive motion of electronic particles to be
instant, we introduce the decision time. As the focus of
the test statistics at decision time only, the non-autonomous
FPE is transacted to an autonomous one. Next, the periodic
steady-state solution of FPE with the decision time param-
eter is obtained. A quadratic polynomial receiving scheme
for sinusoidal signals enhanced by SR under color noise is
proposed and compared with the energy and the matched
filtering receivers. We conclude that: 1) when the intensity
of the noise is constant, the smaller the correlation time,
the bigger the local SNR around the IF frequency due to the
better performance of the low-pass filter; 2) The error bit
of the quadratic polynomial receiver is less than 1 × 10−2

when N = 20 and the SNR is above -14 dB. At the same
time, the symbol rate is 50bps, with the sample frequency
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is 200 kHz and the IF frequency is 1 kHz. So we can apply
the proposed scheme to the cases that instantaneous receiving
signal is sinusoidal of the most super-heterodyne receiver
in military emergency communication under extremely low
SNR, e.g. DSFH and submarine communication. The idea
of ‘‘determine the decision time first, and then determine
the test statistics’’ can be utilized for signal reception by
SR enhancement. What is more, the quadratic polynomial
receiving scheme is better than energy receiving and envelope
receiving schemes in sinusoidal signals receiving enhanced
by SR. And the parameters of the receiving scheme can
be calculated by the proposed algorithm. And the proposed
receiving scheme can be applied to other cases under low
SNR.
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