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ABSTRACT As an essential component of many Natural Language Processing applications, seman-
tic similarity measure has been studied for decades. Recent research results indicate that the Subject-
Action-Object (SAO) structure in sentences is more desirable for describing the technological information,
and SAO-based similarity measure outperforms classical text-based ones. The typical approach in the
literature to finding the similarity between two SAO structures relies on a term matching technique, which
produces the similarity score by the Sørensen-Dice index, i.e., the proportion of the total number of matching
terms. However, in this paper, we observe that the entities in the SAO structures usually have a small number
of terms, which makes the currently acknowledged methods have a high recurrence rate and poor accuracy.
To settle this issue, we extend the Sørensen-Dice index, and present a new unified framework for the SAO
similarity measure that can give a higher discrimination. The effectiveness of our measure is evaluated on
the basis of patent data sets in the Nano-Fertilizer field. The results show that our measure can significantly
improve the accuracy than the currently acknowledged ones. The proposed measure has an excellent
flexibility and robustness, and can be easily used for patent similarity measure. In addition, the extended
Sørensen-Dice index is of independent interest, and has potential applications for other similarity measures.

INDEX TERMS Similarity measurement, Sørensen-Dice index, semantic information, Subject-Action-
Object, computational linguistics.

I. INTRODUCTION
Semantic similarity analysis is an indispensable module
for applications in natural language processing (NLP) and
related areas [1], such as text mining [2], information
retrieval [3], machine learning [4], [5], and patent anal-
ysis [6], [7]. The measure of semantic similarity can be
defined as a metric assessing the degree to which two texts
are similar to each other in terms of meaning. Accord-
ing to the measuring object, we can group the seman-
tic similarity measures into three categories, the similarity
between words/terms, the similarity between sentences, and
the similarity between documents/paragraphs. The typical
approach to finding the similarity between two text segments
is to use a simple matching method (e.g., Sørensen-Dice
index [8], [9]), and produce a similarity score based on
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the number of units that occur in both input segments [10].
Although such a method has been improved by consider-
ing stop-words removal [11], part-of-speech tagging [12],
syntactic (word order) information [13], [14], and as
well as various weighting and normalization factors [15],
measuring sentence similarity [14], [16]–[20] is still chal-
lenging due to the ambiguity and variability of linguistic
expression.

In linguistic typology, Subject-Action-Object (SAO) is a
triple syntactic structure extracted from sentences. The sub-
ject entity and object entity are terms or phrases, which are
connected by the action entity that is usually verbs. SAO
is also denoted by SPO (Subject-Predicate-Object) [21] or
SVO (Subject-Verb-Object) [22] in the literature. Owing to
the rapid development of the NLP techniques, SAO structure
can be efficiently identified, and used to express the semantic
information of sentence [23]. Recently, based on the analyses
of the SAO structures, a lot of new text-mining approaches
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are proposed [24]–[26], and widely used in patent analysis
and technological evolution analysis [27].

As the case of measuring the sentences similarity, the typ-
ical method of detecting the similarity between two SAO
structures is to use the Sørensen-Dice index, and evaluate
the proportion of the total number of matching terms that
appear in both SAO structures. Here, two terms are said to
be matching if their semantic similarity score exceeds some
fixed threshold. That is, the underlying term-vs-term simi-
larity scores are compressed into two levels. Such a method
is effective, and has been used for patent infringement iden-
tification [28]–[31], technological trend identification [25],
[32]–[36], strategic technology planning [6], [37], document
mapping [38], and etc.

However, as shown by Wang et al. [7], the performance
of this commonly used method is far from desirable due to
the relatively high recurrence rate and poor discrimination.
Such a situation is caused by the fact that the number of
terms (words or phrases) in the SAO structures is small.
In general, in order to improve the efficiency, the collected
data needs to be preprocessed, e.g., stop-words removal
and transformations from complex sentence to simple sen-
tence. Sometimes, one sentence can be dismembered and
recombined into several SAO structures. In our experiment,
we find that the action entity is usually just one verb,
and the subject entity and object entity rarely has more
than five words. In order to better demonstrate the causal-
ity, we consider following extreme situation, where all the
entities in the SAO structures have just one word. Thus,
according to the aforementioned method, the similarity score
between the corresponding entities (including subject entity,
action entity, and object entity) in SAO structures is just
0 (unmatched) or 1 (matched). We note that the overall
similarity score between two SAO structures is calculated
by averaging the similarity scores between corresponding
entities. Then, the final similarity score can only be one of
four discrete values, i.e., 0, 1

/
3, 2

/
3, and 1. Apparently, for

such a situation, the typical similarity measure in the litera-
ture must lead to a relatively high recurrence rate and poor
discrimination.

A. OUR CONTRIBUTION
In this paper, we revisit the measure of similarity between two
SAO structures.

• We observe that the currently acknowledged Sørensen-
Dice index is not desirable for the case where the num-
ber of terms is small. To address this issue, we extend
the Sørensen-Dice index by reducing the information
loss of underlying term-vs-term similarity. In particular,
the acknowledged Sørensen-Dice index can just sup-
port two-levels compression, while our extended one
can support arbitrary levels compression. Based on the
extended Sørensen-Dice index, we presented a unified
framework for the SAO similarity measure in a modular
way, which can give a higher discrimination.

• The experiments are conducted based on the patent
data sets in the Nano-Fertilizer field. The results show
that our extended Sørensen-Dice index can dramati-
cally reduce the recurrence rate, and our proposed SAO
similarity measure can significantly improve the accu-
racy and F-measure compared with the acknowledged
one. The application of our SAO similarity measure to
the patent similarity analysis is also demonstrated.

B. ORGANIZATION
Sec. II introduce the related works. Our extended Sørensen-
Dice index is shown by Sec. III. The unified framework for
SAO similarity measure is given in Sec. IV. The experiment
and evaluation are presented by Sec. V. In Sec. VI, we con-
clude our work and discuss the potential application of our
proposed method.

II. RELATED WORKS
A. WORD SEMANTIC SIMILARITY
The metrics of semantic similarity between words are mainly
grouped into two categories [10]. One is corpus-based
measures that determine the semantic similarity using the
information exclusively gained from a large corpus, a col-
lection of written or spoken material assembled for the
purpose of studying linguistic structures, frequencies, etc.
Among the corpus-based measures, word relationships are
derived analyzing the co-occurrence distribution in a corpus,
e.g., latent semantic analysis [39] and PMI-IR algorithm [40],
turning words (or terms) as high-dimensional vectors by
wikipedia-based technique, e.g., Explicit Semantic Analy-
sis [41], and using the web and search engine, e.g., Google
Distance [42].

The other is knowledge-based measures, which quan-
tify the degree of semantic similarity using information
drawn from semantic network. There are several well-known
measures with relatively high computational efficiency,
e.g., Leacock and Chodorow [43], Wu and Palmer [44],
Resnik [45], Jiang and Conrath [46] and Lin [47]. In partic-
ular, Leacock-Chodorow and Wu-Palmer are based on path
and depth in the taxonomy, while Resnik, Jiang-Conrath and
Lin are based on information content. A short description of
these measures can be found in Sec. IV-A.

B. SENTENCE SEMANTIC SIMILARITY
Measures for detecting semantic similarity between two sen-
tences usually utilize linguistic knowledge such as semantic
relations between words and their syntactic composition.
Mandreoli et al. [13] propose a method based on a purely
syntactic approach for searching similarities within sen-
tences. The semantic measure, given by Mihalcea et al. [10],
combines word semantic similarity scores with word speci-
ficity scores, but the syntax structure of sentences is ignored.
Li et al. [14] present an algorithm that takes account of
semantic information and word order information. The
semantic similarity of two sentences is calculated using
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information from a structured lexical database and from cor-
pus statistics. Based on dynamic time warping, Liu et al.
[48] propose a similarity measure that takes into account
the semantic information, word order and the contribution of
different parts of speech in a sentence. Quan et al. [19]
combine syntactic information, semantic features, and atten-
tion weight mechanism together, and propose an efficient
framework for sentence similarity.

C. SAO SEMANTIC SIMILARITY
SAO is a syntactic structure that expresses the semantic rela-
tionship between things, i.e., how the entity subject (S) of a
sentence relates to the entity object (O) of a sentence through
an entity action (A) [7]. Subjects can represent ‘‘solutions’’,
actions can represent either the ‘‘effect’’ or the ‘‘influence’’
of the solution, and objects can represent the ‘‘invention
problem’’ [49].

SAO structures can be efficiently identified and extracted
using the method given by [23]. In particular, Yang et al. [23]
introduce term clumping, and design a co-word algorithm
(considering the co-occurrence with keywords) to identify
SAO core components. Based on syntax-tree, they construct
a hierarchical SAO extraction model, and perform the SAO
cleaning and consolidation function.

Using the SAO structures to exploit the technological con-
tent of patents has significant advantages over traditional
patent features [7], [50]. Hence, there is an increasing interest
in studying the SAO semantic similarity metric, which has
been widely used for various patent analyses, e.g., patent
infringement identification [28]–[31].

Currently, the SAO-vs-SAO similarity is measured by first
evaluating the entity-vs-entity similarity with the Sørensen-
Dice index, and then calculating the final similarity score
using weighted average. Such a method is acknowledged
and widely used in [6], [25], [28]–[38]. However, as we
observe in Sec. III, the entities in the SAO structures has small
number of terms, which will lead to the fact that the current
acknowledged measure has a high recurrence rate and poor
discrimination.

D. PATENT SIMILARITY ANALYSIS
The research on analyzing patent similarity has a long his-
tory. The similarity measures can be divided into three
categories, co-classification analysis, citation analysis, and
keyword-based analysis. The co-classification analysis [51]
relies on the patent classification codes, e.g., IPC codes,
and does not involve the content information of a patent.
Citation analysis relies on a patent citation network [52].
Keyword-based analysis is the most widely used method
for measuring patent similarity, please refer to [53], [54].
In particular, text matching is used to measuring the techno-
logical similarity between patents [54]. SAO-based analysis
is an extension of the keyword-based analysis that involves
the relationships between entities. Various methodologies
including co-word analysis, SAO structures, bibliographic
coupling, co-citation analysis, and self-citation links are

compared by [38]. The results show that the two former
ones tend to describe rather semantic similarities that differ
from knowledge flows as expressed by the citation-based
methodologies.

III. EXTENDED SØRENSEN-DICE INDEX
A. SØRENSEN-DICE INDEX
The Sørensen-Dice index that is independently proposed by
Dice [8] and Sørensen [9], is a statistic used to gauge the
similarity of two samples. Originally, this index was intended
for discrete data. Given two sets, X and Y , the original
Sørensen-Dice index is defined as

SDOriginal =
2|X ∩ Y |
|X | + |Y |

(1)

where |X | (|Y |, resp.) is the cardinality of the set X
(Y , resp.), i.e., the number of elements in the set. That is,
the Sørensen-Dice index is equal to twice the ratio of the
number of elements appearing in both sets to the sum of
the number of elements in each set. We remark that in the
context the sets will be instantiated by entities in SAO struc-
ture, and the elements will be instantiated by terms or words
accordingly.

B. ACKNOWLEDGED SØRENSEN-DICE INDEX
FOR SAO STRUCTURES
When measuring the semantic similarity between two SAO
structures, direct adoption of the original Sørensen-Dice
index as the metric will ignore the semantic relations between
words, and result into universally low scores, poor discrim-
ination and accuracy. This is due to the inherent flexibility
of natural language enabling to express similar meanings
using quite different sentences in terms of structure and word
content. Thus, the SAO semantic similarity is usually mea-
sured by the following acknowledged Sørensen-Dice index
exploiting the information of the underlying semantic simi-
larity among elements in sets [7].

Given two sets X = {x1, . . . , xm} and Y = {y1, . . . , yn},
and the similarity scores Sim(xi, yi) between xi and yj (0 ≤
Sim(xi, yi) ≤ 1), where i ∈ {1, . . . ,m} and y ∈ {1, . . . , n},
the widely used Sørensen-Dice index for SAO structures is
defined by1

SDAcknowledged =
2
∑min(m,n)

k=1 F(xk , yk )

|X | + |Y |
(2)

where the matching function F(xk , yk ) indicates two terms xk
and yk are matching or not, and

∑min(m,n)
k=1 F(xk , yk ) essen-

tially counts the number of the matching terms between X
and Y . In detail, F(xk , yk ) is given by

F(xk , yk ) =

{
1 if R ≤ Sim(xk , yk ) ≤ 1
0 if 0 ≤ Sim(xk , yk ) < R

(3)

1In Sec. III, we assume the elements in sets are well ordered.
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Remark: We note that above acknowledged index (2) is
essentially the generalization of the original Sørensen-Dice
index (1). In particular, |X ∩ Y | in (2) can also be interpreted
as the number of the matching terms, i.e.,

∑min(m,n)
k=1 F(xk , yk ),

where F(xk , yk ) is equal to 1 if xk = yk , and
0 otherwise.

C. OUR EXTENDED SØRENSEN-DICE INDEX
FOR SAO STRUCTURES
We remark that the acknowledged Sørensen-Dice index in (2)
is not desirable for the sets with small amount of elements.
For example, assume the set X has just single element,
i.e., |X | = 1. Then, according to (2), the similarity score
between X and Y can only be either 0 or 2

/
(|X | + |Y |).

Thus, such a semantic similarity measure has a quite lower
discrimination.

The entities of SAO structure extracted from sentences,
e.g., in the patent text, usually have small amount of terms.
In particular, most of the ‘‘Action’’ entities have only single
terms. This might be the key reason why the current widely
used SAO similarity measure brings a relatively high recur-
rence rate, and poor accuracy.

We note that the acknowledged Sørensen-Dice index
essentially gives a conversion from the term-vs-term
(or element-vs-element) similarity to the entity-vs-entity (set-
vs-set) similarity. However, the information loss during the
conversion is very high, which is the key reason for the
lower discrimination. In (3), the domain and codomain of
the matching function are [0, 1] and {0, 1}, respectively. That
is, the original term-vs-term similarity is compressed into
two levels, 0 (unmatched) and 1 (matched). In the view of
information theory, the entropy is also decreasing heavily.
For example, assume the original term-vs-term similarity
with precision 0.01 obeys the uniform distribution over the
discrete set {0.01 ∗ d(100 ∗ x)e : x ∈ [0, 1]}, with Shannon
entropy log 101 ≈ 6.66. Let the threshold value R be 0.5.
Thus, the value of the matching function obeys the uniform
distribution over {0, 1}, with Shannon entropy log(2) = 1.
That is, roughly speaking, a lot of information is compressed
using the current matching function.

To solve this, we extend the Sørensen-Dice index by mod-
ifying the matching function to make support multiple-level
compression and reduce the information loss. Given R0 =
0 < R1 < R2 < . . . < Rt = 1, the modified matching
function can be defined by

F̃(xk , yk ) =


w1 if R0 ≤ Sim(xk , yk ) < R1
w2 if R1 ≤ Sim(xk , yk ) < R2
...

wt if Rt−1 ≤ Sim(xk , yk ) ≤ Rt

(4)

Then, accordingly, our extended Sørensen-Dice index will be

SDOur =
2
∑min(m,n)

k=1 F̃(xk , yk )

|X | + |Y |
(5)

FIGURE 1. SAO structure with entities ‘‘Subject’’, ‘‘Action’’, and ‘‘Object’’.

FIGURE 2. Overall procedure for measuring the similarity between two
SAO structures.

1) FLEXIBILITY
Essentially, the modified matching function divides the inter-
val [0, 1] into t subintervals and assigns fixed weights access-
ing the matching degree for these subintervals. We note that
if we set t = 2, w1 = 0 and wt = 1, then our extended
Sørensen-Dice index will be totally the same as the acknowl-
edged one in Sec. III-B. For the aforementioned example
with uniform distribution, the Shannon entropy will be log t .
If we choose t ≥ 3, apparently, the information loss will be
reduced.

2) ROBUSTNESS
One may argue that if we directly choose the term-
vs-term similarity score Sim(xk , yk ) as the matching function
F̃(xk , yk ), there will be no information loss for the matching
function. However, we note that the underlying term-vs-term
semantic similarity score is usually not precise enough, due
to incomplete corpus. In fact, there exists even no domain
thesaurus for some frontier field, which results in that many
excellent word-vs-word semantic similarity measure will not
work. As we have pointed, our extended matching func-
tion is essentially a compressing function. Thus, with this
function, some noises (errors) existing in the underlying
term-vs-term similarity score can be eliminated (corrected).
We also remark that the Sørensen-Dice index is sometimes
not the final similarity score, e.g., as an intermedium for our
SAO similarity measure. Thus, eliminating noises in time can
avoid error accumulation. Thus, our extended Sørensen-Dice
index can also help improve the robustness of similarity
measure systems.

IV. A UNIFIED FRAMEWORK FOR SAO
SIMILARITY MEASURE
In this section, using the extended Sørensen-Dice index pre-
sented in Sec. III, we give a unified framework for SAO
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similarity measure. A SAO structure consists of three entities
including ‘‘Subject’’, ‘‘Action’’, and ‘‘Object’’, see Fig. 1.
Every entity is composed of several terms, which refer to
words or phrases.

Given two SAO structures, we can quantify the degree
of similarity by four steps, see Fig. 2. First, we calculate
the term-vs-term similarity. Next, using the term-vs-term
similarity scores, we reorder the terms in the entities. Then,
with the extended Sørensen-Dice index, we can calcu-
late the entity-vs-entity similarity scores. Finally, the SAO-
vs-SAO similarity can be measured by a weighted average
method.

A. TERM-VS-TERM SIMILARITY
The semantic similarity between terms/words has been well
studied, and there are a relatively large number of metrics that
have been proposed in the literature [1], [10], [55]. Below,
we present fivemeasures that have excellent performance and
relatively high computational efficiency in NLP application.
We remark that although we just select following five term-
vs-term measures to test the effectiveness of our methods,
the other term-vs-term measures can also work well with this
framework.

We note that most term-vs-term similarity measures are
defined for concepts,2 but they can be easily turned into a
word-to-word similaritymetric by selecting for any given pair
of words those two meanings that lead to the highest concept-
vs-concept similarity [10]. In the following, we give a short
description for each of these five metrics. These metrics use
theWordNet [56] as a knowledge source. WordNet3 is a large
lexical database for English, where Nouns, verbs, adjectives
and adverbs are grouped into sets of cognitive synonyms
(synsets), each expressing a distinct concept. Synsets are
interlinked by means of conceptual-semantic and lexical rela-
tions. Let c1 and c2 be two concepts.
Leacock and Chodorow [43]: This measure of Leacock-

Chodorow Similarity is in basis of the shortest path that con-
nects the concepts and the maximum depth of the taxonomy
in which the concepts occur. The similarity is quantified by

Simlch(c1, c2) = − log
length(c1, c2)

2D
(6)

where length is the length of the shortest path between two
concepts using node-counting, and D is the maximum depth
of the taxonomy.

Wu and Palmer [44]: The Wu-Palmer Similarity is based
on the depth of the two concepts in the taxonomy and that of
their Least Common Subsumer (LCS, most specific ancestor
node). The similarity score is given by

Simwup(c1, c2) =
2× depth(LCS)

depth(c1)+ depth(c2)
(7)

2Concept in this paper refers to a particular sense of a given word.
3More details about WordNet can be found at https://wordnet.princeton.

edu/.

Resnik [45]: The Resnik similarity is based on the infor-
mation content of the LCS. The similarity is identified by

Simres(c1, c2) = − log Pr [LCS] (8)

where Pr [c] is the probability of encountering an instance of
concept c in a large corpus.

Jiang and Conrath [46]: The Jiang-Conrath Similarity is
based on the information content of the LCS and that of the
two input Synsets. The similarity score is given by

Simjcn(c1, c2) =
1

2 log Pr[LCS]− log (Pr[c1] · Pr[c2])
(9)

Lin [47]: The Lin Similarity is based on the same elements
as the Jiang-Conrath Similarity. The similarity score is given
by

Simlin(c1, c2) =
2 log Pr[LCS]

log (Pr[c1] · Pr[c2])
(10)

Remark: We note that the ranges of the similarity scores
for measures Leacock-Chodorow, Resnik and Jiang-Conrath
are not [0, 1]. We use the following normalization method
suggested by [57] to make the ranges between 0 and 1,

Simnorm(c1, c2) =
Sim(c1, c2)

Sim(c1, c1) ∗ Sim(c2, c2)

B. TERM SORTING
Before evaluating the degree of similarity between enti-
ties, we need to adjust the order of terms in entities for
the subsequent term matching. The goal of term sorting
is to achieve a globally optimal term matching, i.e., the
sum of the term-vs-term similarity scores between the cor-
responding terms with the same position in entities is
maximum.

LetE1= {Term1
1, . . . ,Term

1
m} (E2 = {Term

2
1, . . . ,Term

2
n},

resp.) be an entity with m (n, resp.) terms. Without loss
of generality, we assume m ≥ n. Then, mathematically,
we need to search for a permutation of {1, . . . , n} such
that the following objective function reaches the maximum
value,

f (E1,E2) =
n∑
i=1

Sim(Term1
i ,Term

2
i ),

where Sim(Term1
i ,Term

2
i ) is the similarity score between

Term1
i and Term2

i obtained by Sec. IV-A.
We note that this problem can be considered as a combina-

torial optimization problem of finding the maximum-weight
matching in the weighted bipartite graphs, for which
many algorithms have been proposed, e.g., the Hungarian
method [58]. In this paper, considering the number of terms
in entities is not large, we will adopt an efficient greedy
algorithm to solve this problem, which gives a nearly optimal
solution. The algorithm is illustrated by Algorithm 1.
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Algorithm 1: Greedy Algorithm for Term Sorting
Input: Entities E1 and E2
Output: E1 and E2 with updated term order
m := length(E1), n := length(E2);1

for k ← 1 to min (m, n) do2

maxtemp := −1;3

/*Search for the k-th maximum matching */
for i← k to m do4

for j← k to n do5

simtemp = Sim(Term1
i ,Term

2
j );6

if simtemp > maxtemp then7

flagi := i;8

flagj := j;9

maxtemp := simtemp;10

/*Reorder the terms in E1 and E2 */
/*Swap Term1

k with Term1
flagi */

Temp := Term1
k ;11

Term1
k := Term1

flagi ;12

Term1
flagi := Temp;13

/*Swap Term2
k with Term2

flagj */
Temp := Term2

k ;14

Term2
k := Term2

flagj ;15

Term2
flagj := Temp;16

C. ENTITY-VS-ENTITY SIMILARITY
After sorting the terms in entities, we can quantify the
degree of similarity between entities by using our extended
Sørensen-Dice index in Sec. III-C.

Specifically, the similarity score between two entities E1
and E2 is calculated by

Sim(E1,E2) =
2
∑min(m,n)

k=1 F̃(Term1
k ,Term

2
k )

m+ n
(11)

where the matching function F̃ is given by (4).

D. WEIGHTED AVERAGE
Finally, starting from the similarity between entities, we can
identify the degree of similarity between two SAO structures
with weighted average.

Let SAOi (i ∈ {1, 2}) be a SAO structure with entities
Si (‘‘Subject’’), Ai (‘‘Action’’), and Oi (‘‘Object’’). Note that
subjects and objects are nouns, actions are verbs. Thus,A1 can
only match A2, S1 (O1) can match S2 or O2. With weighted
average, the similarity score between SAO1 and SAO2 can be
evaluated by

Sim(SAO1,SAO2) = max (Comb1,Comb2) (12)

where

Comb1 = α1Sim(S1, S1)+α2Sim(A1,A2)+α3Sim(O1,O2),

Comb2 = α1Sim(S1,O1)+α2Sim(A1,A2)+α3Sim(O1, S2),

TABLE 1. The patents used in the experiments.

and α1, α2 and α3 are non-negative weight coefficients such
that α1 + α2 + α3 = 1.
Remark:We note that Verb (or Action) is usually a single

word, Subject and Object are usually a noun-phrase. But,
the most-right noun in a noun-phrase can generally represent
the noun-phrase. Thus, for most cases, our method can be
simplified by removing step 1 and step 2. But, in some cases
(e.g., ecological fertilizer vs. composite fertilizer), the left
adjective plays a more important role in evaluating the simi-
larity between two noun-phrases. This paper focuses on a uni-
fied and generic framework for SAO similarity measure that
can apply more complicated cases. Therefore, the step 1 and
step 2 are necessary.

V. EVALUATION AND RESULTS
To evaluate the effectiveness of our semantic similarity mea-
sure, we perform several experiments using the computer
with Intel(R) Core(TM) i5-4210U processor 4GHz and 8GHz
RAM. The programming language used is Python2.7. The
knowledge source WordNet used in the term-vs-term similar-
ity measures is loaded by NLTK (Natural Language Toolkit).

A. DATA COLLECTION AND PREPROCESSING
As one of the most important and effective ways to pro-
tect technological achievements, patent documents contain a
lot of new scientific and technological information. As we
have showed in the introduction, the measure of semantic
similarity between the SAO structures is widely used in
patent analysis. Therefore, in our experiments, we choose the
patent documents as data sets. In particular, we downloaded
45 patent documents in the Nano-Fertilizer field published
in 2018 from the Derwent Innovation Index patent database,
where Nano-Fertilizer is a new fertilizer constructed by nano
material and pharmaceutical microencapsulation technology,
and has a landmark application in agriculture [59]. The patent
numbers are given by Table 1.

We remark that the SAO structures can be extracted from
any description in textual format including title, abstract,
claims, and description sections of a patent document. But,
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in this paper, considering the title and the abstract are pre-
cise and have been regarded as the most meaningful part
in a patent document, we follow prior works, e.g., [7], and
just extract SAO structures from the title and abstract. The
SAO extractor is designed by following a standard procedure,
as given by [7]. For the sentences in the abstract, we perform
a syntactic analysis using the Stanford parser, and every
entities in the SAO structure are elaborately determined.
Thus, 1126 SAO structures are collected from the 45 patents
in Table 1. Finally, we clean the SAO structures by removing
meaningless stop words, extraneous parts of speech, etc.

B. THE SEMANTIC SIMILARITY MEASURES BETWEEN THE
SAO STRUCTURES
1) TERM-VS-TERM SIMILARITY
In the experiments, the term-vs-term similarity measures pre-
sented in IV-A, including Leacock-Chodorow, Wu-Palmer,
Resnik, Jiang-Conrath, and Lin, can be directly implemented
using the NLTK WordNet. Note that these five measures
are used to quantify the degree of simialrity from different
aspects. The Leacock-Chodorow and Wu-Palmer similarity
measures are based on the path and depth in the taxonomy,
while the Resnik, Jiang-Conrath, and Lin similarity measures
are based on an information content dictionary from the
WordNet corpus. Except Wu-Palmer, the other four similar-
ity measures require the concepts having the same part of
speech (POS). The Resnik, Jiang-Conrath, and Lin similarity
measures can not apply to the concepts with the adjective and
adverb POS. The experiments in [10] show that the best per-
formance can be achieved by combing these measures with a
simple average. Therefore, in this paper, we take the average
of similarity scores obtained using above five measures as the
final scores indicating the similarity between terms.

2) ENTITY-VS-ENTITY SIMILARITY
To show the effectiveness of our extended Sørensen-Dice
index, we perform similarity measures for 101 entities ran-
domly selected from the 1126 SAO structures, please refer
to Table 6 in the Appendix. In particular, we take the first
entity as the target entity, and the remaining as the entities to
be compared. That is, the similarity will be evaluated among
100 pairs of entities.

For simplicity, in our extended Sørensen-Dice index,
we set Ri − Ri−1 =

1
t (i ∈ {1, . . . , t}), i.e., the

internal [0, 1] is divided into t subintervals with equal
length indicating different levels. The weight wi corre-
sponding to the i-th subintervals is set to be Ri−1+Ri

2 .
Our method for entity-vs-entity similarity is implemented
with level t = 3, 4, 5, 10, 20, 30, 40, 50, 100. For a com-
prehensive comparison, we also conduct the acknowl-
edged similarity measure in (2) with threshold R =

0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9. The recurrence rate
is calculated by

Precurr =
N − Ndiff

N
(13)

TABLE 2. The recurrence rate comparison for the entity-vs-entity
similarity.

where N is the total experiment number, and Ndiff is the
number of different similarity scores.

The recurrence rate comparisons between our method and
the acknowledged method for the entity-vs-entity similarity
are given by Table 2. We can find that the recurrence rate
is significantly reduced with our method. This is consistent
with our theoretical analysis in Sec. III, which shows that
our extended Sørensen-Dice index can reduce the loss of
the underlying term-vs-term similarity information, and fur-
ther reduce the recurrence rate. We remark that the concrete
value of recurrence rate is also highly influenced by the total
experiment number N . If the similarity score has a preci-
sion of two decimal figures, then the recurrence rate is at
least N−100

N when N > 100. Thus, the recurrence rate can
not be very low, e.g., approximately approaching 0. From
Table 2, we can see that even though we set the level to be
100, corresponding the precision 0.01, the recurrence rate
is still 0.4. We also remark that the lower recurrence rates
do not always increase the accuracy, please see Sec. V-B3
for details.

To further reveal the relationship between our method with
different levels and the acknowledged method with different
thresholds, we calculate the Pearson correlation factor among
all the obtained similarity scores. As shown by Table 3,
the Pearson correlation factors among different levels from
t = 3 to t = 100 for our method is at least 0.964. In
particular, for the levels from t = 5 to t = 100, the Pearson
correlation factors can reach at least 0.991. For the levels
t ≥ 20, the Pearson correlation factors can reach max-
imum 1. That is, our extended Sørensen-Dice index with
more levels makes no sense since they essentially give the
same similarity metric. Fig. 3 shows the entity-vs-entity
similarity scores using our method with levels t = 5, 20
and 100.

From Table 3, we can see the similarity scores using the
acknowledged method with different thresholds have some
certain positive correlation, although lower than our method
with different levels. The lowest Pearson correlation factor
is 0.443 between thresholds R = 0.1 and R = 0.6. While
the maximum Pearson correlation factor is 1 between thresh-
olds R = 0.8 and R = 0.9. That is, the acknowledged
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TABLE 3. Pearson correlation factor among the entity-vs-entity similarity scores using our method with different levels and the acknowledged method
with different thresholds.

FIGURE 3. Entity-vs-entity similarity with our method.

method with thresholds R = 0.8 and R = 0.9 can essen-
tially give the same similarity scores. Overall, the acknowl-
edged method is more sensitive to the parameter change
than our method. Thus, our method has a better robust-
ness. Fig. 4 shows the entity-vs-entity similarity scores using
the acknowledged method with thresholds R = 0.1, 0.4
and 0.9.

Table 3 also shows the Person correlation factors between
our method with differ levels and the acknowledged method
with different thresholds, please see the bottom left or top
right of the table. We can see that the minimum is 0.682
and the maximum is 0.917. Thus, generally, our method
is positively correlated with the acknowledged method.
This is because that our extended Sørensen-Dice index
is essentially the generalization of the acknowledged one,
which can be seen as the our method with two levels,
i.e., t = 2.

FIGURE 4. Entity-vs-entity similarity with acknowledged method.

3) SAO-VS-SAO SIMILARITY
For the 1126 SAO structures extracted in Sec. V-A, we choose
the first SAO structure as a target SAO structure, and take
the other 1125 ones as the SAO structures to be compared.
Thus, 1125 pairs of SAO structures are prepared. First, these
pairs are manually labelled by three human annotators who
are familiar with expertise in the field of Nano-Fertilizer, and
together determine if the two SAO structures in a pair are
semantically equivalent (‘‘1’’) or not (‘‘0’’). We take these
manual classification as the actual class of these pairs of
SAO structures. Then, using the method presented in Sec. IV,
we calculate the similarity scores among the 1125 pairs of
SAO structures, and then identify them by ‘‘1’’ (‘‘0’’, resp.)
when the similarity score exceeds (does not exceed, resp.)
a threshold of 0.5. In addition, we also label these pairs
with the acknowledged method, which is the same as our
method except using the acknowledged Sørensen-Dice index
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TABLE 4. Performance comparisons between similarity measures for the
SAO structures.

(see Sec. III-B) to quantify the degree of the entity-vs-entity
similarity. Table 7 shows the concrete similarity scores
derived by human annotators, our method with t = 5, and
the acknowledged method with R = 0.4. The complete sim-
ilarity scores by our method and the acknowledged method
with other parameters are posted at https://github.
com/l-x-m/SAO-similarity-measure, where the
data sets and python script are also provided.

We evaluate the results in terms of accuracy, representing
the percentage of correctly identified true or false classifi-
cations. We also measure precision, recall and F-measure,
calculatedwith respect to the true values in the classifications.
The F-measure is the weighted average of precision and
recall, and can be calculated by

F-measure =
2× Precision× Recall
Precision+ Recall

(14)

As shown by Table 4, the maximum accuracy and
F-measure using our method can reach 90% and 91%, respec-
tively, with level t = 5. While the highest accuracy and
F-measure of the currently acknowledged method the can
only attain 81% and 83.5%, respectively, with threshold
R = 0.4. That is, using our extended Sørensen-Dice index
for SAO similarity measure can significantly improve the
accuracy and F-measure than the currently acknowledged
one. We also remark that our method also has an excellent
robustness, and the accuracy and F-measure vary little with
the change of the level t . But the accuracy and F-measure
of the currently acknowledged method is sensitive to the
threshold R, as shown by Table 4.
We note that the lowest recurrence rate for our method is

achieved with highest level t = 100 (see Table 2), but the

TABLE 5. Similarity scores between the first patent and the remaining
patents with Nos. from 2 to 45.

highest accuracy is obtained with level t = 5. That is, lower
loss of the underlying term-vs-term similarity information
does not always bring into higher accuracy. This is due to
the fact that the underlying term-vs-term similarity is not
always accurate enough, i.e., there are some noises, especially
when the data comes from some specific field. We also note
that lower level t can reduce the influences of noises in
the underlying term-vs-term similarity. Therefore, there is
a balance between reductions of the information loss and
noise influences. In our experiments, optimal balance can be
achieved by setting t = 5.

C. APPLICATION TO MEASURING PATENT SIMILARITY
Patent has been proved to be one of the most impor-
tant and effective ways to protect technological inven-
tions. The rapid increase of the patent number has called
for the development of sophisticated patent analysis tools,
of which many are based on patent similarity identifi-
cation techniques. In particular, patent similarity analysis
has been used for infringement identification [28]–[31],
technological trend identification [25], [32]–[36], strate-
gic technology planning [6], [37], document mapping [38],
and etc.

With our SAO-vs-SAO similarity measure, we can easily
evaluate the similarity between two patents.We view the SAO
structure as a term, and the patent as a new entity composed
of several SAO structures. Then, using the same method
in the entity-vs-entity similarity measure, we first sort the
SAO structures in the patents, and then utilize our extended
Sørensen-Dice index to calculate the similarity score of two
patents. Setting the level to be 5, i.e., t = 5, we calculate the
similarity scores between the first patent and the remaining
patents. The results are given by Table 5.

VI. CONCLUSION AND DISCUSSION
In this paper, we observe that the currently acknowledged
SAO similarity measure has a relatively high recurrence
rate and poor discrimination, which is caused by the fact
that the entities in the SAO structure always have a small
amount of terms. To settle such issues, we extend the
Sørensen-Dice index by reducing the information loss of
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TABLE 6. The entities selected from the SAO structures.

underlying term-vs-term similarity. Based on that, we present
a unified framework for the SAO similarity measure, which
can give a higher discrimination. The effectiveness of our
measure is evaluated on the basis of data sets from the
Derwent Innovation Index patent database. The experiment
results show that our measure can significantly improve the
accuracy and F-meaure than the currently acknowledged
ones.

The proposed SAO measure is generic and modular, and
has an excellent flexibility and robustness. With this uni-
fied SAO measure, patent similarity metric can be easily

established, which can be further used for various
patent analyses, including patent infringement identifi-
cation, technological trend identification, strategic tech-
nology planning, and etc. In addition, the extended
Sørensen-Dice index is of independent interest, and
has potential applications for other similarity mea-
sures, e.g., Jaccard index, Szymkiewicz-Simpson index,
and etc.

APPENDIX
See tables 6 and 7.
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TABLE 7. Similarity scores between the first SAO structure and the remaining structures with Nos. from 2 to 1126. The Hum. column shows the scores
derived by human annotators. The Ours column shows the scores calculated by our method with t = 5. The Ack. column shows the scores evaluated by
the acknowledged method with R = 0 : 4.
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TABLE 7. Continued.
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TABLE 7. Continued.
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TABLE 7. Continued.
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