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ABSTRACT This work addresses the intercalibration of the Microwave Radiation Imager (MWRI) on
the Chinese second-generation polar-orbiting meteorological satellite Fengyun 3C (FY-3C) against the
Microwave Imager (GMI) on the Global Precipitation Measurement (GPM) Core Observatory, in which
a modified Double Difference (DD) method is developed and the Brightness Temperatures (TBs) in FY-3C
MWRI and GMI channels are simulated using the ocean microwave Radiative Transfer Model (RTM) fed
with the fifth generation of European Centre for Medium-range Weather Forecast (ECMWF) atmospheric
reanalysis (ERA5) data. With the modified DD method, the intercalibration of FY-3C MWRI in 2017 are
obtained. The results show that the MWRI observations are underestimated, especially for the low frequency
channels. The calibration biases (mean of DDs) in FY-3C MWRI channels are temperature dependent,
and decrease with the frequency increment. The in-orbit calibration of the MWRI descending (MWRID)
data is 1∼2 K worse than that of the MWRI ascending (MWRIA) data. At the TBs of standard scene
defined by the Global Space-based Inter-Calibration System (GSICS), the calibration errors (mean of
DDs ± standard deviation at the mean) of MWRIA data in January 2017 are −6.7±0.4 K, −8.3±0.8 K,
−3.0±0.7 K, −1.9±1.0 K, −2.5±1.1 K, −3.9±0.8 K, −2.1±1.5 K, −1.5±1.0 K and −0.4±2.3 K in the
10V/H, 18V/H, 23V, 36V/H and 89V/H channels, respectively, while the calibration errors of MWRID data
in January 2017 are −7.6±0.8 K, −9.1±1.2 K, −4.4±0.8 K, −2.9±1.3 K, −3.6±1.2 K, −5.1±0.8 K,
−2.6±1.4 K, −2.5±1.1 K and −1.2±2.5 K in the nine channels, respectively. Although calibration biases
exist, the in-orbit calibration of FY-3C MWRI is generally stable in 2017. The results of the modified DD
method are consistent with that of the DD method. The modified DD method is promising to be applied to
the intercalibration with both target and reference radiometers on polar-orbiting satellites.

INDEX TERMS Intercalibration, FY-3C MWRI, GMI, ocean microwave radiative transfer model, the mod-
ified double difference method.

I. INTRODUCTION
Fengyun 3 (FY-3) series are the Chinese second-generation
polar-orbiting meteorological satellites, and the third one,
FY-3C, was launched into space from Taiyuan Satel-
lite Launch Center on September 23, 2013. On FY-
3C, there are thirteen remote sensing instruments: Earth
Radiation Measurement - 1 (ERM-1), Global Navigation
Satellite System Radio Occultation Sounder (GNOS), Infra-
Red Atmospheric Sounder (IRAS), Medium Resolution
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Spectral Imager - 1 (MERSI-1), Micro-Wave Humidity
Sounder - 2 (MWHS-2), Micro-Wave Radiation Imager
(MWRI), Micro-Wave Temperature Sounder - 2 (MWTS-
2), Solar Backscatter Ultraviolet Sounder (SBUS), Total
Ozone Unit (TOU), Visible and Infra-Red Radiometer
(VIRR), Solar Irradiance Monitor - 1 (SIM-1), Space
Environment Monitor - High Energy Particle Detector
(SEM/HEPD), and Space Environment Monitor - Iono-
sphere Measurement Sensor (SEM/IMS) (https://www.wmo-
sat.info/oscar/satellites/view/ 115). Among these instruments,
the MWRI is a total power passive microwave radiometer.
It weighs 175 kilograms, and consists of an offset parabolic
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main reflector with sizes of 97.74 cm × 89.7 cm. FY-3C
MWRI has ten channels at frequencies of 10.65, 18.7, 23.8,
36.5 and 89 GHz with both vertical polarization (v-pol,
V) and horizontal polarization (h-pol, V), hereafter named
10V/H, 18V/H, 23V/H, 36V/H, and 89V/H, respectively.
A cold reflector and a hot reflector provide an end-to-
end calibration system for the ten channels. FY-3C MWRI
conically scans the Earth surfaces with an Earth Incidence
Angle (EIA) of about 53.2◦, and a swath of approximately
1400 km [1]–[3]. Table 1 lists the instrument parameters
of FY-3C MWRI, including central frequency, bandwidth,
polarization, Instantaneous Field of View (IFOV), and Noise-
Equivalent Temperature Differences (NE1T). According to
the channel characteristics, the MWRI has the capability to
monitor severe weather, such as typhoon, and convective
clouds. The low frequency channels can penetrate clouds
and provides forecasters with all-weather observations. For
higher frequency channels, such as 89V/H, the scattering
signatures from clouds and precipitation are also good indi-
cators to detect rainfall over both land and ocean. The MWRI
observations can be used to derive precipitation and cloud
water, atmospheric precipitable water, Sea Surface Temper-
ature (SST), soil moisture, soil temperature, snow cover and
so on. Although FY-3C MWRI has an end-to-end calibration
system, recent research reported that calibration biases exist
in all the channels against the MWRI on the second FY-
3 satellite (FY-3B), the Special Sensor Microwave Imager
Sounder (SSMIS) and Tropical Rainfall Measuring Mission
(TRMM) Microwave Imager (TMI) [3]. However, in [3],
the differences of instrument parameters among these sen-
sors, which have strong influence on the Brightness Temper-
ature (TB) at top-of-atmosphere (TOA), were not taken into
account, and thus the intercalibration results were inaccurate.
Therefore, accurate assessment of the in-orbit calibration of
FY-3C MWRI is necessary before further applications.

The other satellite radiometer that has similar instru-
ment parameters to FY-3C MWRI is the Microwave Imager
(GMI) on the Global PrecipitationMeasurement (GPM)Core
Observatory, which was launched from the Tanegashima
Space Center in Japan on 28 February 2014. With an orbit
inclination of 65◦, GPM extends observations into middle
and high latitude. The GMI has thirteen microwave channels
ranging between 10 GHz and 183 GHz. Both v-pol and h-pol
observations are acquired at 10.65 (10V/H), 18.7 (18V/H),
36.64 (36V/H), 89.0 (89V/H) and 166.0 (166V/H) GHz,
while only v-pol measurements are collected at 23.8 (23V),
183.31±7 (183±7V), and 183.31±3 (183±3V) GHz. The
GMI conically scans the Earth surfaces with an EIA of about
52.8◦. Besides the addition of high-frequency channels at
166, 183±3, and 183±7 GHz, the GMI also provides a
number of improvements over other space-borne conically
scanning radiometers, and the improvements include higher
spatial resolution, and emphasis on calibration accuracy
and stability. The instrument parameters of GMI are given
in Table 2, and they are obviously different from that of FY-
3C MWRI in Table 1, such as the central frequency and

TABLE 1. Instrument parameters of the microwave radiation imager
(MWRI) on Fengyun 3C (FY-3C).

TABLE 2. Instrument parameters of the global precipitation
measurement (GPM) microwave imager (GMI).

bandwidth. For calibration, the GMI is the first microwave
imager to employ both external and internal calibration
systems, and the dual calibration systems provide a way to
measure the nonlinear response of the electronics in orbit.
Recent research indicated that the GMI absolute calibra-
tion accuracy is about 0.25K 1-sigma bias over ocean, and
exhibits remarkable long-term radiometric stability [4], [5].
The excellent performance of the GMI enables it to serve as
both precipitation and radiometric standards for other GPM
constellation members [6].

Accurate and stable calibration is a fundamental to quanti-
tative remote sensing. To assess the calibration of an in-orbit
instrument, there are mainly two methods: field calibration
and intercalibration. The intercalibration is an operation that
relates the observations of target sensor to the measurements
of reference instrument [7], [8]. The basic premises of inter-
calibration are that the observations of target and reference
sensors should be collocated in space and time with iden-
tical instrument parameters [9], [10], and additionally the
in-orbit calibration of the reference instrument is accurate
and stable. Because of its economic efficiency and easy
implementation, intercalibration is popularly used, and many
methods have been developed so far, such as the ray-matching
method [3], [11]–[15], the Single Difference (SD) method
[6], the Double Difference (DD) method [16], [17], the vicar-
ious calibration method [18]–[20], etc. The ray-matching
method directly compares the observations coincident in
space and time to transfer the calibration from reference
sensor to target instrument. However, the parameters of most
of instruments aboard satellites are different, and as we know,
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observations are function of instrument parameters. There-
fore, the results obtained by the ray-matching method are
usually inaccurate. Fortunately, the Radiative Transfer Model
(RTM) has the capability to account for these differences
on theoretical level by normalizing observations acquired by
different instruments [11], [17]. Based on the RTM, the SD
method first simulates TBs for non-precipitating scenes and
then calculates the difference between observation and simu-
lation for an individual radiometer. Although the SD method
fully takes into account the instrument parameters, it is sen-
sitive to simulation errors attributed to imperfect physics
in the RTM and uncertainty in climate variables. The DD
method employs coincident observations and simulations of
two sensors under clear-sky conditions, and subtracts out
both the simulation errors and expected sensor differences.
Due to its excellent performance, the DD method has been
used to intercalibrate the GPM microwave radiometer con-
stellation by team within the GPM Intersatellite Calibra-
tion Working Group (XCAL) [6]. In order to collect large
number of collocated observations between two radiometers,
the DD method usually uses a large time window, typically
30∼60 minutes [6]. Our research revealed that the empir-
ical filters [21]–[23] can only screen out part of cloud-
contaminated observations, which may affect the results in
high frequency channels. If the strict clear-sky criterion was
used (see Section III for details), only about two hundreds
of collocated observations over the 1◦×1◦ gridded ocean
surfaces between FY-3C MWRI and GMI were qualified in
a month. In this case, the large time window may introduce
errors into DDs, because both observations and simulations
are functions of climate variables, which vary with time.
Moreover, the number of qualified collocated observations
will be dramatically reduced, if both the target and reference
radiometers are aboard polar-orbiting satellites. The vicarious
calibration method was originally developed in [18], and
then refined by the National Aeronautics and Space Admin-
istration (NASA) Goddard Precipitation Processing System
(PPS) for calibration of the GPM constellation [19], [20].
This technique relies on the stability of oversea histograms
to calculate a cold reference TB, which is derived from
observations of both target and reference radiometers, along
with a cold reference TB from simulation. Different from the
DDmethod, the vicarious calibrationmethod does not require
satellite observations coincident in space and time. However,
the calibration is almost limited to the coldest end, because
the reference TBs are obtained over sea surfaces with calm
surface winds, no clouds, and minimal atmospheric water
vapor.

In order to collect large number of qualified matching
TBs with strict clear-sky criterion and reduce the errors due
to residual clouds, a modified DD method is developed in
this work, and then it is used to intercalibrate FY-3C MWRI
against GMI. In the following, Section II presents themethod-
ology; Section III describes the data and data processing;
Section IV focuses on the results and analysis, and the last
section is devoted to the conclusion and discussion.

II. METHODOLOGY
In [24]–[30], an ocean microwave RTM was developed
(http://www.remss.com), and experimental results proved
that this model has the capability to predict TB in a
microwave channel to an accuracy of about 0.2 K and cer-
tainly better than 0.5 K [29]. The modified DDmethod in this
work consists of an ocean microwave RTM and intercalibra-
tion equations. The ocean microwave RTM model is subdi-
vided into Radiative Transfer Equation (RTE), atmospheric
absorption model, and microwave Sea Surface Emissivity
(SSE) model.

A. OCEAN MICROWAVE RADIATIVE TRANSFER EQUATION
Under clear-sky conditions, the TB at p polarization (TB,p)
observed by amicrowave radiometer on orbiting satellite over
ocean surface is given by the RTE [31]:

TB,p = TBU + τ · Ep · Ts + τ · TB�
TB� = Rp · [TBD + τ · Tcold]+ TB,scat,p (1)

where Ts is SST, Ep is the SSE at p polarization. Rp is
the sea surface reflectivity and equals to the complement of
Ep, τ is the atmospheric transmittance, TBU and TBD are,
respectively, the up- and down-welling atmospheric TBs. TB�
is the down-welling sky radiation that is scattered from sea
surface, and Tcold is the effective cold space temperature after
taking into account the deviation from the Rayleigh-Jeans
approximation. TB,scat,p accounts for the atmospheric path
length correction in the down-welling scattered sky radiation.

The atmospheric transmittance (τ ) between heights s1 and
s2 at an EIA, θ , is written as:

τ (s1, s2) = exp
[
− sec(θ )

∫ s2

s1
α(h)dh

]
(2)

The up- and down-welling atmospheric TBs are expressed
by the integrals along the atmospheric path, respectively:

TBU = sec(θ)
∫ TOA

0
α(h)T (h)τ (h,TOA)dh (3a)

TBD = sec(θ)
∫ TOA

0
α(h)T (h)τ (0, h)dh (3b)

in which α(h) and T (h) are the atmospheric absorption coef-
ficient and atmospheric temperature at height h, respectively.

For a microwave channel, the quantities in the above equa-
tions are convolved over bandwidth to obtain the channel-
averaged values.

B. ATMOSPHERIC ABSORPTION MODEL
In Eq. (1), the atmospheric transmittance, up- and down-
welling atmospheric TBs are three key parameters to calcu-
late the simulated TB.

According to electromagnetic wave theory, both phase and
amplitude response of a plane radio wave propagating the
distance z at frequency f are described by a field strength

E(z) = E(0) exp
[
ikz
(
1+ N × 10−6

)]
(4)
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where E(0) is the initial value, k is the free space wave
number and equals to 2π f /c, and c is the speed of light
in vacuum. N is a complex refractivity of the atmospheric
medium, and expressed by

N = N0 + N ′ + iN " ppm (5)

In Eq. (5), the real part of the complex refractivity
changes the propagation velocity (refraction) and consists of
a frequency-independent term, N0, plus the dispersive refrac-
tion N ′(f ). The imaginary part of the complex refractivity,
N ", quantifies the atmospheric absorption coefficient, i.e.,

α(h) = 0.04191× f × N " Nepers/km (6)

In the microwave spectrum below 100 GHz, atmospheric
absorption comes from three components: oxygen, water
vapor, and suspended water droplets or ice crystal [32].
The sum of these three components gives the total absorp-
tion coefficients. Numerous investigators have studied the
dependence of the oxygen and water vapor coefficients on
frequency, temperature, pressure and water vapor density
[33]–[36], and extended the microwave spectrum up to
1000 GHz [35].

With the aid of laboratory measurements, Liebe et al.
(1993) proposed a Millimeter-wave Propagation Model
(MPM93) to describe the propagation characteristics of atmo-
sphere for frequency from 1 to 1000 GHz. The refractivity
of the main natural absorbers (oxygen, water vapor, sus-
pended droplets and ice particles) are computed from known
meteorological variables [33]–[36], and then the atmospheric
transmittance, up- and down-welling atmospheric TBs in a
microwave channel are calculated using Eq. (2) and Eq. (3).
The MPM93 model is adopted in this work.

C. MICROWAVE SEA SURFACE EMISSIVITY
Another key parameter in the ocean microwave RTE is the
microwave SSE (Ep). The SSE is mainly influenced by three
types of sea roughness scales: large gravity waves, small
gravity-capillary waves, and sea foam. Incorporating the first
two roughness scales, numerous theoretical attempts have
been made to model the SSE of wind-roughened sea surface
with two-scale ocean surface models [37]–[41]. Unfortu-
nately, none of them provides the needed level of accuracy
[29]. In [29], a microwave SSE model between 6 and 90 GHz
and over a large range of wind speeds (up to 40 m/s) and
EIAs (up to 65◦) for wind-roughed sea surface was devel-
oped using WindSat and Special Sensor Microwave Imager
(SSM/I) observations. The microwave SSE consists of three
components: the emissivity of the specular ocean surface
(E0), the isotropic wind-induced emissivity (1EW), and four
Stokes parameters of the wind direction signal (1Eϕ), i.e.,

Ep = E0 +1EW +1Eϕ (7)

E0 is the largest part. It depends on frequency (f ), EIA (θ ),
Ts and salinity (S), and is related to the complex dielectric
constant of seawater by means of the Fresnel equation.

The isotropic wind-induced emissivity depends on wind
speed W , and its analytic form reads [29]

1EW = 1E
nad,f
W (W ,Ts, S)+ [1Ep,fW (θref,W ,Ts, S)

−1Enad,f
W (W ,Ts, S)] ·

(
θ

θref

)xp
(8)

where 1Enad,f
W is the emissivity at nadir at frequency f ,

and θref is the reference EIA and equals to 55.2◦. For the
exponents xp (p = V/H), xV = 4.0 and xH = 1.5 at all
frequencies and wind speed.

The four Stokes parameters of the wind direction signal
1Eϕ is expressed by the Fourier expansion with second order
[29]

1Eϕ =


Ap,f1 (θ;W ) · cos(ϕ)+

Ap,f2 (θ;W ) · cos(2ϕ), p = V,H

Ap,f1 (θ;W ) · sin(ϕ)+

Ap,f2 (θ;W ) · sin(2ϕ), p = S3, S4

(9)

in which ϕ is the wind direction relative to the azimuthal look
(hereafter called Relative Azimuth Angle, RAA), and A1 and
A2 are two coefficients.

More details about Eq. (7), Eq. (8) and Eq. (9) are given
in [29]. Experimental results indicated that this model fits the
independent measurements quite well, and can provide the
needed level of accuracy for intercalibration [29].

D. IMPACT OF INSTRUMENT PARAMETERS ON
BRIGHTNESS TEMPERATURE
As introduced in Section I, besides the differences of cen-
tral frequency and bandwidth, the EIAs of FY-3C MWRI
and GMI are also different, and they are about 53.2◦ and
52.8◦, respectively. Moreover, the RAAs of FY-3C MWRI
and GMI observations are usually not equal to each other.
To investigate the impact of different instrument parameters
on TBs at TOA, numerical experiments are carried out using
the ocean microwave RTM fed with the SeeBor V5 training
database (http://cimss.ssec.wisc.edu) [42]. The SeeBor V5
database, established by University of Wisconsin, consists of
15704 global profiles of temperature, moisture and ozone at
101 pressure levels for clear-sky conditions (relative humidity
is less than 99% at all pressure levels), in which a total
of 7275 profiles were collected over sea surfaces. Besides
profiles at 101 pressure levels, the database also provides SST
and wind speed. The experiments are conducted as follows.
First, the microwave SSEs in the MWRI and GMI channels
are modeled, in which the salinity is set to a fixed value
of 35 ppt and RAA varies from 0◦ to 180◦ with a step of 30◦.
Then, the atmospheric transmittance, up- and down-welling
TBs are calculated usingMPM93, Eq. (2) and Eq. (3). Finally,
the simulated TBs in FY-3C MWRI and GMI channels are
computed using Eq. (1). As expected, the simulations in the
MWRI and GMI channels with identical climate variables are
not identical. To demonstrate the TB differences, Fig. 1 dis-
plays the histograms of the TB differences between FY-3C
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FIGURE 1. Histograms of brightness temperature differences between FY-3C MWRI and GMI simulations with identical RAAs and
climate variables, but with different instrument parameters (the bin size = 0.05 K).

FIGURE 2. The simulated brightness temperatures in FY-3C MWI channels varying with wind speed (W) and relative azimuth angle
(brightness temperatures are simulated using the ocean microwave RTM fed with the mid-latitude summer model atmosphere, and
the 1 max denotes the maximum brightness temperature difference when relative azimuth angle goes from 0◦ to 180◦).

MWRI and GMI simulations. The histograms are not cen-
tered at zero, and they are even asymmetric. Statistical results
show that the TB differences (mean ± standard deviation at
the mean) between FY-3C MWRI and GMI simulations are
0.91±0.04 K in the 10V channel, 0.89±0.05 K in the 18V
channel, 0.77±0.08K in the 23V channel, 0.55±0.07K in the
36V channel, and 0.38±0.11 K in the 89V channel. Whereas
they are −0.41±0.02 K, −0.11±0.14 K, 0.21±0.19 K,
−0.40±0.13 K and 0.13±0.15 K in the five h-pol channels,
respectively. The TB differences in the v-pol channels are
larger than that in the h-pol channels, and they are too large
to be ignored for intercalibration. These TB differences are
totally attributed to the differences of instrument parameters
between FY-3C MWRI and GMI.

To separate the influence of EIA difference, in the next
numerical experiment, both the EIAs of FY-3C MWRI and
GMI are set to 53.2◦, and meanwhile the other parameters
are unchanged. In this case, the TB differences between
the MWRI and GMI simulations are purely due to the
differences of central frequency and bandwidth. Statistical
results indicate that the TB differences are 0.00±0.00 K in
the 10V, 10H, 18V, 18H, 23V and 23H channels, whereas
they are −0.24±0.01 K in the 36V channel, −0.40±0.01 K
in the 36H channel, 0.00±0.01 K in the 89V chan-
nel, and −0.02±0.02 K in the 89H channel. The impact
of bandwidth differences in the low frequency channels
(≤23 GHz) is negligible. However, the TB differences in
the 36V/H channels cannot be neglected, because both the
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central frequency and bandwidth are obviously different
(see Table 1 and Table 2 ).

Combining the above results, a conclusion can be made
that the EIA difference between FY-3C MWRI and GMI has
a significant impact on TBs, and meanwhile the influence of
the central frequency and bandwidth differences in the high
frequency channels cannot be ignored.

Note that, identical RAAs are used for both MWRI and
GMI in the above simulations, but they are usually different
in practice. To evaluate the impact of RAA on TBs, taking
FY-3C MWRI as an example, another numerical experiment
is conducted with the Mid-latitude Summer (MLS) model
atmosphere. Actually, the impact of RAA on TBs is mainly
attributed to sea surface wind speed (sea surface roughness).
Four wind speeds, 5, 10, 15 and 20 m/s, are used in the
simulation. Fig. 2 displays the FY-3C MWRI simulations
varying with sea surface wind speed and RAA. Generally,
the TBs in the MWRI v-pol channels gradually decrease
when RAA varies from 0◦ to 180◦, whereas the TBs in the
MWRI h-pol channels present good symmetry: they firstly
increase and reach its maximum at RAA of 90◦, and then
decrease. To quantify the relative impact, a maximum TB
difference (1 max) in a channel is calculated at given wind
speed when RAA goes from 0◦ to 180◦ (Fig. 2). The1max is
channel-dependent, and generally increases with wind speed.
They are 0.17∼0.52 K at wind speed of 5 m/s, 1.04∼2.10 K
at wind speed of 10 m/s, 1.73∼2.65 K at wind speed of 15
m/s, and 1.00∼3.43 K at wind speed of 20 m/s. Therefore,
the influence of RAA on TBs cannot be neglected, especially
for large sea surface wind speed.

E. INTERCALIBRATION EQUATIONS
First, the TBs in GMI channels under clear-sky conditions are
simulated using the RTM fed with the climate variables of
sea surface and atmosphere (SST, salinity, wind speed, wind
direction, atmospheric temperature and humidity profiles),
which are coincident with the GMI observations in space and
time. Because of imperfect physics in the RTM and uncer-
tainty in the associated climate variables, the simulations are
usually not equal but approximate to the GMI observations.
The bias between observation and simulation (O-B) is region-
dependent, and it is also related to climate variables, such
as water vapor, wind speed, and SST [23], [43]. In this
work, the GMI is the reference radiometer, and thus the O-
B biases between GMI observations and simulations should
be removed. Statistical analysis in Section IV indicates that
the observation in GMI channel i (TGMI,i) is a linear/quadratic
function of GMI simulations (TGMI,j,RTM, j=1,2,. . . 9), SST,
total columnwater vapor (WV), latitude (Lat) and wind speed
(W ).

TGMI,i =

2∑
k=1

 9∑
j=1

[
aijk

(
TGMI,j,RTM

)k]
+ bik (Ts)k

+cik (WV )k + dik (Lat)k

+ ei ·W + fi (10)

where aijk , bik , cik , dik , ei and fi are unknown coefficients,
which will be determined by multiple-variable regression on
large number of TBs and climate variables coincident in space
and time.

It should be noted that, because of fluctuation of satellite
altitude and oblateness of the Earth, the EIA of GMI obser-
vations varies from 52.64◦ to 52.94◦, and basically obeys
a Gaussian distribution centered at 52.79◦. We tried to add
an EIA term in Eq. (10), but no improvement was obtained.
To reduce the angular impact, the EIA is limited in a range
between 52.74◦ and 52.84◦, and about 70% of GMI obser-
vations fall into this range. If this range is replaced by the
median EIA (52.79◦), themaximum error is 0.12K in all GMI
channels, as indicated by numerical radiative transfer model-
ing experiment with the MLS model atmosphere. Therefore,
the EIA is omitted in Eq. (10).

Once the coefficients in Eq. (10) are determined, from
statistical point of view, the O-B biases in GMI channels
are removed, and thus the theoretical observations in GMI
channels can be predicted from the simulations and climate
variables.

Then, the simulations in both FY-3C MWRI and GMI
channels under clear-sky conditions are also calculated using
the RTM fed with the climate variables collocated with FY-
3C MWRI observations in space and time. It should be noted
that, the RAAs of FY-3C MWRI observations are used for
both MWRI and GMI simulations, and the EIA of GMI is
set to a fixed value of 52.79◦, which is the median EIA of
GMI observations. The difference between FY-3C MWRI
and GMI simulations, called the Simulated TB Difference
(STD), is calculated. The STD does not contain the O-B
biases, and only accounts for the differences of central fre-
quency, bandwidth and EIAs between FY-3C MWRI and
GMI.

Next, the theoretical observations in GMI channels are
computed from the GMI simulations and climate variables
coincident with FY-3C MWRI observations using Eq. (10).
The difference between the actual observation of FY-3C
MWRI and the theoretical observation of GMI, which defined
as the Observed TB Difference (OTD) in this work, is calcu-
lated. The OTD contains both the TB differences attributed
to the difference of instrument parameters and calibration
bias between two radiometers. Finally, the DD is obtained by
subtracting STD from OTD [43]

DD = OTD− STD (11)

The mean values of DDs are the calibration biases of
FY-3C MWRI, and they are usually functions of observa-
tions. To explicitly transfer calibration coefficients fromGMI
to FY-3C MWRI, an theoretical observation in the MWRI
channel i (TMWRI_theoretical,i) is introduced in this work, and
it equals to the difference between the actual observations

VOLUME 8, 2020 63325



Z.-Q. Zeng, G.-M. Jiang: Intercalibration of FY-3C MWRI Against GMI Using the Ocean Microwave Radiative Transfer Model

(TMWRI,i) and DD (DDi) in the same channel,

TMWRI_theoretical,i = TMWRI,i − DDi (12)

Combining Eq. (11) and Eq. (12), one can obtain

TMWRI_theoretical,i = TGMI_theoretical,i + STD (13)

where TGMI_theoretical,i is the theoretical observation of GMI.
Statistically, calibration biases are excluded from the the-

oretical observations in FY-3C MWRI channels. Assuming
that the theoretical observations in the MWRI channels are
quadratic functions of the actual observations, one can obtain

TMWRI_theoretical,i=Ai + B1,i×TMWRI,i+B2,i×
(
TMWRI,i

)2
(14)

whereAi,B1,i andB2,i are intercalibration coefficients, which
will be determined using regression.

III. DATA DESCRIPTION AND PROCESSING
The FY-3C MWRI L1 data (http://data.nsmc.org.cn),
the GMI level 1C version 5 data (https://disc.gsfc.nasa.gov),
and the fifth generation of European Centre for Medium-
range Weather Forecast (ECMWF) atmospheric reanaly-
sis (ERA5) data (https://cds.climate.copernicus.eu) over the
entire Earth in 2017 are used in this work. Both FY-3CMWRI
and GMI data provide TBs at TOA in all the channels, as well
as the longitude, latitude, and viewing angles. In [44], a bias
of about 2.0 K was found in FY-3C MWRI measurements
between ascending and descending orbits using the O-B
analysis. In [45], the physical parameters affecting the in-
orbit calibration of FY-3C MWRI were analyzed, and it
is found that the main reason leading to the bias between
ascending and descending data is attributed to the high values
of the hot reflector, which was heated periodically by incident
solar radiation and thus emitted a variable radiation with
space and time. Due to the ascending/descending difference,
the operational FY-3C MWRI L1 data are grouped into two
categories: ascending-orbit data and descending-orbit data
with different calibration parameters, and hereafter they are
called theMWRIA data andMWRID data, respectively. Note
that, the GMI level 1C data do not contain incident azimuth
angles, and they are calculated in terms of the positions of
satellite and observations.

The ERA5 data provide hourly estimates of a large number
of atmospheric, land and oceanic climate variables with lon-
gitude and latitude resolutions of 0.25◦×0.25◦, and resolve
the atmosphere using 37 levels from the surface up to a height
of 80 km (https://cds.climate.copernicus.eu). The ERA5 cli-
mate variables used in this work include SST, wind speed and
direction at 10 meters above sea surface, total cloud cover,
geopotential profiles, atmospheric temperature and relative
humidity profiles. The total cloud cover, ranging between
0 and 1, is a variable to give the ratio of the grid covered
by clouds. When the total cloud cover is zero (clear-sky),
the relative humidity is certainly less than 100% at all levels.
However, it is not true on the contrary. This can be explained

in this way: if the grid is partly cloud-contaminated (the total
cloud cover is larger than zero), the relative humidity may be
less than 100% because it is a mean value over the grid.

Previous research used empirical filters to screen out
cloud-contaminated observations [21]–[23]. We tested these
empirical filters, and found that only about 18% of matching
observations between FY-3CMWRI andGMIwere identified
as cloudy ones. This violates the truth that about 60% of
the Earth surfaces are covered by clouds. In a regular grid
space with coarse longitude and latitude resolutions, e.g.,
1◦ × 1◦, the clear-sky observations are far less than 40%.
This means that the empirical filters can only identify part
of the cloud-contaminated observations, and the results in
high frequency channels may be affected by residual clouds.
In order to screen out the cloud-contaminated observations
as far as possible, both the ERA5 total cloud cover and the
empirical filters are used in this work.

The ERA5 data coincident with satellite observations in
space and time are resampled into satellite swath space using
the bilinear interpolationmethod. Under clear-sky conditions,
the TBs at TOA in FY-3CMWRI andGMI channels are simu-
lated using the RTM fed with the ERA5 data. To collect large
number of qualified matching TBs between satellite obser-
vations and simulations, the following criteria are applied
in a 3 × 3 neighborhood centered at a candidate matching
point: ocean surfaces at least 75 km far away from land,
the ERA5 total cloud cover of zero (clear-sky), absolute time
difference between satellite observation and ERA5 data of
less than 20 minutes, wind speed of less than 10 m/s, and
SST of larger than 275.0 K.

Different from simulations, both FY-3C MWRI and GMI
observations contain random noises. For homogenous sea
surfaces and atmosphere, the simulations change little,
whereas the satellite observations fluctuate due to random
noises. This decreases the correlation between satellite obser-
vation and simulation. To reduce the influence of random
noises, a low-pass filtering is applied: if the variation of
simulations in the 10V channel in a connected region is
less than 0.1 K, the mean values of both satellite observa-
tions and simulations in the region are calculated, and then
they substitute for the original ones. As a result, the num-
ber of matching TBs is certainly reduced, however the
correlation between satellite observation and simulation is
increased.

The intercalibration procedure is divided into five steps.
First, the GMI simulations under clear-sky conditions are
calculated using the RTM fed with the ERA5 data coin-
cident with GMI observations in space and time. Then,
the coefficients in Eq. (10) are determined using multiple-
variable regression. Next, the MWRI and GMI simulations
under clear-sky conditions are computed using the RTM fed
with the ERA5 data collocated with the MWRI observa-
tions in space and time, and STDs are calculated. Afterward,
the theoretical observations in GMI channels coincident with
the MWRI observations are predicted using Eq. (10), and
the OTDs are calculated. Finally, the DDs and theoretical
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FIGURE 3. Distribution of matching TBs between satellite observation and simulation for GMI (a) and FY-3C MWRI (b), respectively.

FIGURE 4. Spatial variation of sea surface temperature (a), total column water vapor (b), and wind speed (c) of the matching TBs.

observations in FY-3C MWRI channels are computed, and
intercalibration coefficients are obtained.

IV. RESULTS AND ANALYSIS
A. INTERCALIBRATION RESULTS
According to the matching criteria in Section III, 127686,
78621 and 69050 matching TBs in 2017 are collected for
GMI, MWRIA and MWRID, respectively. Fig. 3 displays
the spatial distribution of the matching TBs. The matching
TBs aremainly distributed in the Indian Ocean, Pacific Ocean
and Atlantic Ocean between±65◦ latitude. In higher latitude

regions, only few matching TBs exist, whereas over some
areas close to continents, e.g., the Australia western ocean
area, the matching TBs are densely distributed (colored in
red). The number of matching TBs in mid-latitude regions
are larger than that in the tropical regions. The distribution
of matching TBs mainly depends on satellite orbits and
matching criteria. Generally, the matching TBs are uniformly
distributed in the three oceans, which avoids the intercalibra-
tion to be biased to a local region.

Besides spatial distribution of matching TBs, calibration
also depends on climate variables. Fig. 4 shows the spatial
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FIGURE 5. Histograms of the differences between GMI observations and simulations before (red) and after (green) removing the
O-B biases.

variation of SST, WV and wind speed of the matching TBs.
The SST varies from 275.0 K at higher latitude of about±65◦

to 305.0 K in tropical region, and has weak dependence on
longitude. The spatial variation of WV is similar to that of
SST, and changes from near 0 kg/m2 at higher latitude to
approximate 50 kg/m2 in tropical region. The spatial variation
of wind speed is much more random, and has no obvious
dependence on location.

To demonstrate the intercalibration procedure, the match-
ing TBs in January 2017 are taken as examples. In the
January, 10493 qualified matching TBs between GMI obser-
vations and simulations are collected. As expected, the simu-
lations are not equal but approximate to GMI observations.
Fig. 5 displays the histograms of the O-B biases between
the GMI observation and simulation (colored in red). The
histograms are slightly deviated from zero, and the statis-
tical O-B biases (mean ± standard deviation at the mean)
are 0.3±0.4 K, 0.6±0.7 K, −0.4±0.7 K, −0.8±1.4 K,
−0.8±1.2 K, −1.2±0.8 K, −2.0±1.8 K, −1.2±1.3 K and
−2.0±3.4 K in the 10V/H, 18V/H, 23V, 36V/H and 89V/H
channels, respectively. The mean values of O-B biases in
the low frequency channels (≤23 GHz) are less than 1.0 K,
while they are less than or equal to 2.0 K in the high fre-
quency channels. This reveals that the simulations agree with
GMI observations very well, and thus the RTM can serve
as a bridge between FY-3C MWRI and GMI observations.
As we know, the O-B biases depend on the RTM and input
climate variables. Since the GMI is the radiometric reference
in this work, the O-B biases between GMI observations and
simulations should be removed. Fig. 6 displays the O-B
biases varying with the simulation, SST, WV, wind speed
and latitude. Analysis reveals that the O-B biases between
GMI observation and simulation are quadratic functions of

simulations, SST, WV and latitude, whereas they are lin-
early related to wind speed because the wind speed is low
(≤10 m/s). The black lines/curves are linear/quadratic regres-
sion results. Polynomial functionswith higher order were also
tested and the improvement is less than 0.15 K in average.
In addition, the simulations in the nine GMI channels pro-
vide some vertical information of atmosphere, and thus the
GMI observation in a channel is also highly related to the
simulations in other GMI channels. According to the above
analysis, the GMI observations are linear/quadratic functions
of the GMI simulations and climate variables, as expressed
by Eq. (10). The coefficients in Eq. (10) are determined using
multiple-variable regression, and the determinant coefficients
(R2) are larger than 0.981. Because of too many coefficients,
the regression results of Eq. (10) are not listed in this paper,
andwewill provide them if you request. Once the coefficients
in Eq. (10) are obtained, the theoretical observations in GMI
channels can be predicted from the simulations and climate
variables. In Fig. 5, the difference histograms after removing
the O-B biases are also displayed (colored in green). The
green histograms are centered at zero, and the relative fre-
quency of the histograms becomes higher (the standard devi-
ations become smaller). This indicates that the O-B biases are
removed.
In January 2017, 8905 and 7345 matching TBs are col-

lected between FY-3C MWRI observation and simulation
for ascending and descending orbits, respectively. The the-
oretical observations and DDs in FY-3C MWRI channels
varying with the actual observations are drawn in Fig. 7.
The results show that the theoretical observations and DDs
in FY-3C MWRI channels are quadratic functions of the
actual observations, and thus the use of Eq. (14) to describe
their relation is reasonable. Except the 10H channel, the
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FIGURE 6. The brightness temperature biases between GMI observation and simulation (O-B) varying with simulation (a),
sea surface temperature (b), total column water vapor (c), latitude (d) and wind speed (e) (Black lines/curves are
linear/quadratic regression results).
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FIGURE 7. The theoretical observations and DDs in FY-3C MWRI channels obtained by the modified DD method varying with the actual measurements
of FY-3C MWRI, and quadratic regression results of Eq. (14).

determinant coefficients (R2) are larger than 0.968. The rel-
atively lower determinant coefficients in the 10H channel,
which are 0.930 and 0.912 for MWRIA andMWRID, respec-
tively, are mainly due to the narrow dynamic range of TB.
The quadratic regression results are channel-dependent, and
the Root Mean Square Errors (RMSE) in the v-pol channels
are generally smaller than that in the h-pol channels. For
convenience, the regression results are listed in Table 3.

Overall, the MWRI observations are underestimated, and
the in-orbit calibration of MWRID are worse than that of
MWRIA, because the FY-3C satellite is illuminated by the
Sun in descending orbits. For MWRIA, when the observation
goes from the lower bound to upper bound, the mean value of
DDsmonotonically varies in [−8.1,−6.4] K, [−9.1,−8.3] K,
[−3.8, −1.4] K, [−2.7, −0.6] K, [−3.5, −0.6] K, [−4.6,
−2.6] K, [−2.6,−1.2] K, [−1.5,−0.5] K and [−1.3, 1.3] K in
the channels 10V/H, 18V/H, 23V, 36V/H and 89V/H, respec-
tively. While for MWRID, when the observation changes
from the lower bound to upper bound, the mean value of
DDs monotonically varies in [−9.4, 7.1] K, [−10.3, −8.9]
K, [−3.8, −1.4] K, [−3.8, −2.3] K, [−4.4, −1.6] K, [−5.3,
−3.5] K, [−3.6, −2.4] K, [−2.5, −1.6] K, and [−2.9, −0.6]
K in the channels 10V/H, 18V/H, 23V, 36V/H and 89V/H,
respectively.

In the Global Space-based Inter-Calibration System
(GSICS), standard radiances of a standard scene are defined
to allow comparison and convenient expression of instru-
ment intercalibration bias in units that are understandable
to users. In this work, the standard scene TBs in FY-3C
MWRI channels are calculated using the RTM fed with

the 1976 US standard atmosphere, a SST of 288.1 K,
a wind speed of 7 m/s and a RAA of 90◦, and they are
163.5, 86.5, 181.5, 110.2, 202.9, 206.1, 139.9, 247.2 and
201.5 K in the channels 10V/H, 18V/H, 23V, 36V/H and
89V/H, respectively. The calibration errors (bias ± stan-
dard deviation at the bias) of FY-3C MWRI at the standard
scene TB are given in Table 4. The calibration errors at
the standard scene TBs decrease with the frequency incre-
ment, and the calibration errors of MWRID are much larger
than that of MWRIA. The maximum calibration error is
−9.1±1.2 K in the 10H channel of MWRID, while the min-
imum calibration error is −0.4±2.3 K in the 89H channel
of MWRIA.

B. COMPARISON WITH THE RESULTS OBTAINED BY THE
DOUBLE DIFFERENCE METHOD
Although drawback exists, the DD method is still an excel-
lent intercalibration approach. For cross-validation, the above
results obtained by the modified DD method are compared
with that of the DD method in the following.
For theDDmethod, the data are processed as follows. First,

the FY-3C MWRI data, the GMI data and the ERA5 data are
pixel-aggregated into a regular grid space with longitude and
latitude resolutions of 1◦× 1◦. Then, in order to collect large
number of matching TBs, the following criteria are used: (1)
the pixel-aggregatedMWRI observations, GMI observations,
and ERA5 data are collocated over sea surfaces without sun
glint under clear-sky conditions, (2) the absolute time differ-
ences between FY-3C MWRI and GMI observations are less

63330 VOLUME 8, 2020



Z.-Q. Zeng, G.-M. Jiang: Intercalibration of FY-3C MWRI Against GMI Using the Ocean Microwave Radiative Transfer Model

TABLE 3. Regression results of equation (14) For FY-3C MWRI ascending and descending orbits.

FIGURE 8. A coincident overpass between FY-3C MWRI (red dots) and
GMI (blue dots) on January 1, 2017. The TBs are averaged for each sensors
over 1◦ × 1◦ grid boxes as indicated by the black squares, and then
screened for land, precipitation, sun glint, erroneous data, etc.

than 60 minutes, and (3) the time-nearest ERA5 data of both
FY-3C MWRI and GMI observations are identical. Because
of the use of large time window (60 min), only the ERA5 data
at the Coordinated Universal Time (UTC) of 0:00, 3:00, 6:00,
9:00, 12:00, 15:00, 18:00 and 21:00 are used. As mentioned
above, the clear-sky criterion that the ERA5 total cloud cover
is zero over a 1◦ × 1◦ grid is too strict to collect large
number of matching TBs. Therefore, the clear-sky criterion
is lowered, and a pixel-aggregated grid (1◦ × 1◦) is labeled
clear-sky only if the maximum relative humidity of all the

TABLE 4. Calibration Errors (Bias ± Standard deviation at the bias) in
FY-3C MWRI Channels at Brightness Temperatures of the standard scene
obtained by the modified double difference method.

ERA5 grids (0.25◦ × 0.25◦) fallen into the pixel-aggregated
grid (1◦ × 1◦) is less than 95%. Meanwhile, the empirical
filters [21]–[23] are also used together to screen out cloud-
contaminated observations. Fig. 8 shows an example of coin-
cident overpass between FY-3C MWRI and GMI over the
1◦ × 1◦ grid space on January 1 2017. Next, the TBs in FY-
3C MWRI and GMI channels are simulated using the RTM
fed with the ERA5 data over the qualified matching grids.
Afterward, the DDs and theoretical observations in FY-3C
MWRI channels are calculated. Finally, the intercalibration
coefficients in Eq. (14) are obtained.

With the above criteria, 7401 and 6278 matching TBs
are collected between GMI and FY-3C MWRI for ascend-
ing and descending orbits, respectively. Fig. 9 displays the
DDs and theoretical observations in FY-3C MWRI chan-
nels obtained by the DD method varying with the actual
observations of FY-3C MWRI. Because the wind speed is
not limited, the dynamic ranges of FY-3C MWRI obser-
vations are 3∼5 K larger than that in Fig. 7. Similar to
the results in Fig. 7 obtained by the modified DD method,
the theoretical observations and DDs in Fig. 9 are also
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FIGURE 9. The theoretical observations and DDs in FY-3C MWRI channels obtained by the DD method varying with the FY-3C MWRI actual
observations, and the quadratic regression results (A, B1 and B2 are coefficients of Eq. (14)).

TABLE 5. Comparison of calibration errors (bias ± standard deviation at
the bias) in FY-3C MWRI channels at standard scene TB.

quadratic functions of the actual observations. The regression
results are channel-dependent: all the determinant coeffi-
cients (R2) are larger than 0.958, and the RMSEs in the
v-pol channels are smaller than that in the h-pol chan-
nels. Generally, the MWRI observations are underestimated
(DD<0), and the in-orbit calibration of MWRID are worse
than that of MWRIA. Generally, the results obtained by the
DD method and the modified DD method are qualitatively
consistent.

To quantitatively compare the results, the calibration errors
(bias ± standard deviation at the bias) at the standard scene
TBs obtained by the DD method are calculated and listed
in Table 5. For convenience, the calibration errors obtained by
the modified DDmethod are also given in Table 5. Except the

10H, the differences between the mean biases obtained by the
two methods do not exceed 0.2 K. In the 10H, the differences
are 0.4 K and 0.6 K for MWRIA and MWRID, respectively.
The relatively large differences in the 10H channel between
the two methods are attributed to the fact that the standard
scene TB in the 10H channel (86.5 K) is located at the upper
edge of the TB range obtained by the modified DD method,
and the results may be unreliable. The standard deviations of
the modified DD method are generally 0.1∼0.5 K larger than
that of the DD method. This is mainly due to the large grid
sizes (1◦× 1◦) used by the DD method. Totally, the results of
the two methods are quantitatively consistent, and the mod-
ified DD method does not have obvious advantage over the
DD method. The main downside of the modified DD method
lies on the multiple-variable regression given by Eq. (10).

C. MONTHLY VARIATION OF INTERCALIBRATION
Besides the January, intercalibration of FY-3CMWRI against
GMI in other months of 2017 is also accomplished to inves-
tigate the monthly variation.

Fig. 10 shows the box chart of the monthly mean and
standard deviation of the O-B biases in GMI channels at the
standard scene TBs in 2017. Both the monthly mean and
standard deviation at the standard scene TBs increase with
frequency, and the two statistical parameters in the h-pol
channels are basically larger than that in the v-pol channels.
Most of the monthly mean values are distributed in [−1.0,
1.0] K, and the variation is less than 0.6 K except the 89H
channel, in which the variation is up to 1.2 K. Generally, both
the monthly mean and standard deviation of the O-B biases
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FIGURE 10. Box chart of the monthly mean and standard deviation of the
O-B biases in GMI channels at brightness temperature of the standard
scene in 2017 (rectangle denotes interquartile range between 25% and
75%; little square and horizontal line segment stand for mean and
median values, respectively; symbol ∗ represents maximum and
minimum values).

in GMI channels at the standard scene TBs are stable, and
the simulations agree with GMI observations very well in the
whole year.

Fig. 11 displays the box chart of monthly mean and stan-
dard deviation of the DDs in FY-3C MWRI channels at the
standard scene TBs in 2017. Generally, the calibration bias
(mean of DDs) at the standard scene TBs decreases with
frequency from about−9.5 K in the 10H channel forMWRID
to approximately 0.4 K in the 89H channel for MWRIA,
and the calibration biases of MWRID are larger than that of
MWRIA. Whereas, the standard deviations slightly increase
with frequency. The variations of both calibration biases and
standard deviations at the standard scene TBs are less than
0.6 K. This means that, although calibration biases exist
in the MWRI channels, the monthly calibration biases and
standard deviations are quite stable in 2017. Due to length
limit, the intercalibration coefficients in February to Decem-
ber of 2017 are not listed in this paper, and we will provide
them to you through personal communication.

V. CONCLUSION AND DISCUSSION
This paper addressed the intercalibration of FY-3C MWRI
against GMI, in which the modified DD method was
developed and the TBs in FY-3C MWRI and GMI channels
were simulated using the ocean microwave RTM fed with the
ERA5 data.

Generally, the MWRI observations are underestimated,
especially for the low frequency channels, and the cali-
bration of MWRID is relatively 1∼2 K worse than that
of MWRIA. The calibration errors in FY-3C MWRI chan-
nels are temperature-dependent, and they are quadratic func-
tions of the MWRI observations. At the standard scene
TBs, for MWRIA, the calibration errors (bias ± stan-
dard deviation at the bias) are −6.7±0.4 K, −8.3±0.8 K,
−3.0±0.7 K, −1.9±1.0 K, −2.5±1.1 K, −3.9±0.8 K,
−2.1±1.5 K, −1.5±1.0 K and −0.4±2.3 K in the 10V/H,
18V/H, 23V, 36V/H and 89V/H channels, respectively.

FIGURE 11. Box chart of monthly calibration biases and standard
deviations in FY-3C MWRI channels at brightness temperatures of the
standard scene in 2017 (rectangle denotes interquartile range between
25% and 75%; little square and horizontal line segment stand for mean
and median values, respectively; symbol ∗ represents maximum and
minimum values).

Whereas for MWRID, the calibration errors are −7.6±0.8
K, −9.1±1.2 K, −4.4±0.8 K, −2.9±1.3 K, −3.6±1.2 K,
−5.1±0.8 K, −2.6±1.4 K, −2.5±1.1 K and −1.2±2.5 K in
the nine channels, respectively. Although calibration errors
exist, the in-orbit calibration of FY-3C MWRI is stable in
2017. The results obtained by the modified DD method are
quantitatively consistent with that of the DD method. This
means that the modified DD method developed in this work
is valid.
Contrary to the traditional DD method, the modified DD

method does not require coincident observations between two
radiometers, thus it can collect large number of qualified
matching TBswithmuch stricter criteria in a short period. It is
promising to be applied to intercalibration with both target
and reference radiometers on polar-orbiting satellites. The
main downside of the modified DD method in this work lies
on the multiple-variable regression given by Eq. (10). In the
future, we will collect more than five years of matching TBs
between GMI observation and simulation, and then remove
the O-B biases using deep learning technique.
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